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Abstract Necessity to understand the role of additional food as a tool in biological
control programs is being increasingly felt, particularly due to its eco-friendly nature.
A thorough mathematical analysis in this direction revealed the vital role of quality
and quantity of the additional food in the controllability of the predator—prey systems.
In this article controllability of the additional food—provided predator—prey system
is studied from perspectives of pest eradication and biological conservation. Time
optimal paths have been constructed to drive the state of the system to a desired
terminal state by choosing quantity of the additional food as control variable. The
theory developed in this article has been illustrated by solving problems related to
pest eradication and biological conservation.

Keywords Biological control - Additional food - Quality - Quantity - Predator -
Prey - Conservation - Pest eradication - Optimal time - Mayer problem -
Bang—bang - Multiple switches

1 Introduction

Controlling pest or invasive species by using natural enemies has been the attracting
attention of scientists working with terrestrial ecosystems such as agro-ecosystems.
These methods are also used against exotic marine species (Buttermore et al. 1994;
Lafferty and Kuris 1994, 1996; Miller 1985; Moyle 1991). The eco-friendly nature
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of this approach is mainly responsible for an enhanced study in this direction. Con-
sequently research has increased in the use of conservation biological control and
other habitat manipulation techniques to fulfill the requirements of the natural en-
emies in agro-ecosystems (Berndt et al. 2002). One aspect of habitat manipulation
is the addition of floral resources to agro-ecosystems to provide additional food
to predators, potentially enhancing their fitness and efficacy (Landis et al. 2000;
Wratten et al. 2002). These techniques could also be used to improve the success
of classical biological control attempts (Gurr and Wratten 1999). Both theoretical
studies (Srinivasu et al. 2007) and experimental results (Harwood et al. 2004, 2005;
Harwood and Obrycki 2005; Toft 2005; Wade et al. 2008; Wootton 1994) established
that provision of additional food to predators mediates indirect interactions between
the species of the ecosystem, ultimately affecting the population dynamics of the
predator and prey.

In the recent theoretical contributions in this direction (Srinivasu et al. 2007;
Srinivasu and Prasad 2010), the authors proposed the following model representing
the predator—prey dynamics in presence of some additional food to predators.

dN N ¢cNP
—=rN(l——~ )| ———, )
dT K a+anA+ N
dP  b(N+nA)P
_M_mp, )

d_T_a+anA+N

where N and P represent the biomass of prey and predator, respectively. The addi-
tional food biomass is represented by A, which is assumed to be distributed uniformly
in the habitat. r and K represent the intrinsic growth rate and carrying capacity of the
prey, respectively. m is the death rate of the predator. If /1 (h7), e1(e2), n1(n2), re-
spectively, represent the handling time of the predator per unit quantity of prey (addi-
tional food), the ability of the predator to detect the prey (additional food) and the nu-

tritional value of the prey (additional food), then ¢ = %, b=nic,a= ellhl N = Z—f j—f

—nihy
anda_nzhl.

The above model assumes Holling type II predator functional response (Holling
1959; Kot 2001) toward its available food and also that the number of encounters
per predator with the additional food is proportional to the available additional food
(Srinivasu et al. 2007). Non-dimensionalizing the system (1, 2) using the transforma-
tions

N P
xX=—, t=rT, y=C— 3)
a ar
we obtain
dx X xy
—_—=xll-—-)— 4)
dt 4 1+af&+x
dy B(x+§)y
—=—" =0y, ©)
dt  1+of+x
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where

b
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From the relation o = % % it can be inferred that « is directly proportional to the
handling time &, of the additional food and inversely proportional to its nutritional
value n,. Hence the parameter « is inversely related to the quality of the additional
food. Similarly, from the relation & = TA , it can be inferred that & is directly propor-
tional to the biomass of the additional food (A) and thus £ is a representative of the
quantity of the additional food that is supplied to predators.

In Srinivasu et al. (2007), it is concluded that quality and quantity of the additional
food play an important role in deriving control strategies in integrated pest manage-
ment. As a result studies have been undertaken in Srinivasu and Prasad (2010) to
improve our understanding of the role of quality of the additional food on the con-
trollability of additional food-provided predator—prey system. Relevant time optimal
control strategies have been derived which find applications in pest management and
biological conservation.

Having studied the role of quality as a control variable to regulate a predator—prey
system, it is natural to investigate the influence of quantity on the management as-
pects. This is not just a mathematical curiosity but many experiments (Azzouz et al.
2004; Beach et al. 2003; Siekmann et al. 2001; Vandekerkhove and De Clercq 2010;
Wade et al. 2008; Wu et al. 2008) done on biological control indicate that quantity
variation has direct implications on the efficacy of the management strategies. So,
a study in this direction is of more practical relevance. It is important to note that
varying the quantity is far more simpler and practically feasible than varying qual-
ity of the additional food. This makes the choice of quantity as a control variable
pertinent.

The current study examines the role of quantity (£) on the controllability of an
additional food—provided predator—prey system. Here £(¢) is assumed to vary in
a range [Emin, Emax]- To achieve the objective, an appropriate (Mayer) time optimal
control problem is formulated with £ () € [Emin, Emax]- Since the system follows two
opposite directions depending on whether the parameter « is less (greater) than %
(Srinivasu et al. 2007), the controllability of the system is implicitly related to the pa-
rameter « (although « is assumed to be a constant). Accordingly, the optimal strate-
gies are analyzed for three different situations with respect to «. The results of this
study find their applications in pest management and biological conservation pro-
grams.

The section division of the article is as follows. The next section presents relevance
of quantity of additional food as a control variable in the controllability of an addi-
tional food provided predator—prey system. The influence of additional food quantity
on the system dynamics is present in Sect. 3. In Sect. 4, a time optimal control prob-
lem is formulated to derive control strategies that steer the system from a given initial
state to a required terminal state. The properties of the optimal solution are studied
and nature of optimal paths in the context of pest eradication are established in Sect. 5.
Finally, Sect. 6 presents discussion in which four examples are included to illustrate
the key findings.
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2 Relevance of Quantity as a Control Variable

It is observed that quantity of the available food plays a key role in the sur-
vival, longevity, fecundity and progeny production of the species (Azzouz et al.
2004; Davis et al. 2005; Fadamiro and Heimpel 2001; McDougall and Mills 1997;
Siekmann et al. 2001; Vandekerkhove and De Clercq 2010; Wade et al. 2008;
Wau et al. 2008; Zhao et al. 2003). Thus, in the context of biological control through
a natural enemy, quantity of the food available to the predator plays a vital role.
If the diet of the natural enemy involves food other than the pest, then the ac-
cessibility of this additional food ultimately decides the efficacy of the predator
in controlling the pest. For example the mirid predator Macrolophus pygmaeus
is a natural enemy of major economic importance for the control of white flies
and other small arthropod pests in Europe (Margaritopoulos et al. 2003; Perdikis
and Lykouressis 2000, 2004; Perdikis et al. 1999; Vandekerkhove and De Clercq
2010). These predators are reared on the eggs of E. Kuehniella for mass production
and subsequent release to control the whiteflies and other pests (De Clercq 2008;
Vandekerkhove and De Clercq 2010). It is found that provision of a minimum of 40
eggs per individual predator for three days is required for optimal development and
reproduction of this mirid predator. Providing the predator with lower quantities of
eggs resulted in higher mortality, slower development and lower adult weights (Van-
dekerkhove and De Clercq 2010). Since provision of eggs to the predator proved
expensive, experiments were conducted (Vandekerkhove and De Clercq 2010) to
find if pollen can be a supplementary food for this predator. It is observed that
food consisting of 10 eggs and 15 mg of pollen was needed for optimal develop-
ment of the predator, which was relatively a cheaper alternative (De Clercq 2008;
Vandekerkhove and De Clercq 2010). Thus availability of additional food of a fixed
quality appears to be vital in the development, conservation and sustainability of the
species both ecologically and economically.

Also, it is observed that feeding on various sugars (in the form of plant derived
food) enhances the longevity of certain predators and thus contributes to the suc-
cess of biological control (Coll and Guershon 2002; Harwood and Obrycki 2005;
Sabelis and van Rijn 2005; van Rijn et al. 2002; Wade et al. 2008; Wratten et al.
2002). Since the availability of these plant derived foods vary with time and space
(Azzouz et al. 2004; DeBach and Rosen 1974; Hendrix et al. 1992; Jervis 1998;
Siekmann et al. 2001; Wickers 2004, 2005; Wu et al. 2008), artificial sprays are
found to be a viable solution for augmentation as a pest management strategy (Wade
et al. 2008, and references there in). Various experiments have been conducted to
evaluate the bio-control potential of a natural enemy when it is provided with dif-
ferent quantities of additional food (Azzouz et al. 2004; Siekmann et al. 2001;
Vandekerkhove and De Clercq 2010; Wu et al. 2008). The results of these experi-
ments revealed that quantity of the additional food and timing of the food encounter
play important roles in extending longevity, survival and fecundity of these natural
enemies. Further it is observed that food of varied quantities is required at various
stages of the predator in order to have optimal benefit from the predator in the bio-
logical control process. These experiments clearly illustrate the vital role played by
the quantity of the additional food in the biological control attempts.
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3 Influence of Additional Food Quantity on the System Dynamics

In this section we briefly review the predator—prey dynamics when the predator is
provided with some additional food. Our interest is to study the controllability of the
system with quantity of the additional food as a control variable. In view of this we
derive some conclusions regarding asymptotic behavior of the system (4, 5) and its
dependence on the quantity parameter. Results applicable to pest management and
biological conservation are presented at the end of the section.

Now, the system (4, 5) can be conveniently written as

d d
d—f=[g(x,a,s>—y]f<x,a,s>, d—f=[ﬂf(x,a,é)(1+f—c)—5]y, %)

where

fx o &)= glr . £) = (1 +ak +x>(1 - ;) ®)

X
1+af+x°
This system always admits the trivial equilibrium (0, 0) and the axial equilibrium
(y,0). The existence of interior equilibrium is parameter dependent. The dynamics
of the system (7) can be better understood under the following three natural cases on
the ecosystem parameters:

8
Case A y < % gta

Case B ﬁ<y<ﬁ—+g
Case C m<m§y

The existence/non-existence of the interior equilibrium solution and its stability
are discussed in Srinivasu et al. (2007) and the details are briefly presented in Table 1
which provides a glimpse of global behavior of the considered planar system (7).
Since this study concentrates on the dependence of the system dynamics on the pa-
rameter £ (with o assumed to be a constant), we shall denote the interior equilibrium
of the system (7) by (x*(&), y*(&)).

For a fixed @ > 0 we have

§—(B—26
NGE % ©)
Vi) = (1 +as +x*(§>)(1 . y@). (10)
From (9) we have
§—(B—8)x*
£ = %. (11)
From (11) we observe that
B—da>(<)0 < x"¢)<(>) L (12)

B—s

@ Springer



P.D.N. Srinivasu, B.S.R.V. Prasad

2254

0> O 2sed siy) ulq

0> d 2sed s1y) uj,

pg—g _ O=Dg+m9—g) _ = . _n9—¢ _

¢ AP ot O Weg) g d H
DdpV (0 ‘4) yoroiddy JqeIs JSIXQ JOU SA0(] J[qeIsun $>4d
R | ((3) 44 *(3) %) yovorddy aIppes SICEN aIppes d>3>0

D 91942 1wty e yoeoxddy JIppes J[qeIsun JIppes 0>3 0> M
D‘d‘y  ownauuy e ur sixe Jojepaid oy 109N J[ppes ISIX9 10U S20(J J[qeIsun 3>y
%) ((3)46(3) ) yororddy aIppes a1qers appes ¥ >3>0>d
o) 9[040 J1wur] ® yoeoxddy J[ppes J[qeIsun ppes ¥>0>3>d
eV ((3)44°(3) %) yoeorddy a[ppes BICEN a[ppes ¥>3>d

v (0 ‘A) yoeorddy 298I 1SIX9 10U S20(] o[ppes d>3 W >0> A% - Cw
D‘d‘y  own 9y e ul sixe Jojepaid ay) 109N J[ppes ISIX9 J0U $20(J J[qeIsun ERY
qed el V 9[o£o ] € yororddy SIPPES a[qeIsun JppeS ¥ >3>0>d
el 'V ((3) 44 °(3) 4¥) yovorddy aIppes RICHN appes ¥ >0 >3>d

\% (0 ‘A) yoeorddy JIqeIS JSIXQ JOU SQ0(] J[ppesS d>3 A% — :w >p0>()

saseo a[qedrddy so110309(e1) JO Jo1ARYQY (0 ‘A) Jo aameN ((3) x4 (3) &) Jo QIeN (0‘0) Jo aamyeN uonIpuo) 0 Jo a3uey

3 pue o sxjwered snoudgoxs ) uo Kouspuadap 1y pue () ‘A) ‘((3) 4 (3) %) (0 ‘0) sturod wnuqimba oy jo aamjeN | I[qeL,

pringer

NS



Role of Quantity of Additional Food to Predators as a Control 2255

Equations (9)—(11) imply that an equilibrium (x*(&), y*(&¢)) of the system (7) satis-
fies the equation

B X
= l—(x—1 1-——). 13
=gl m @] (1= (13)

From the analysis presented in Srinivasu et al. (2007) and Srinivasu and Prasad
(2010), the additional food is classified into two categories, viz., high quality and

low quality. If 0 < o < g, then such a food is termed high quality, while it is termed

low quality if o > g This classification is made based on the ability of the preda-

tor to control the prey in the presence of such additional food. Note that the high
quality additional food would be superior (inferior), when compared to the prey if
ae0,1)(xe(, g)). Hence we have the following three cases:

Case (i) a <1 <§
Case (il) 1 <a < g
Case (iii) 1 <% <a

The inter relations that exist between the prey and the predator at equilibrium for
the three cases mentioned above are presented in Figs. 1-3.

From the system analysis (Srinivasu et al. 2007) we observe that, if the system (7)
admits an interior equilibrium in absence of additional food to the predator, then not
all points lying on the curve (13) can become an equilibrium solution for the system in
the presence of additional food. In the cases (i) and (ii), only those points on the curve
(13) corresponding to x € [0, %) become admissible equilibrium solutions (Figs. 1
and 2). On the other hand if the system (7), in the absence of additional food, does not
admit any interior equilibrium, then unless the quantity of the additional food belongs
to (P,R) = (‘Sfﬁ#, ﬂ_‘sga) (cf. Table 1), coexistence of prey and predator cannot
be brought in. In both the cases the admissible equilibrium curve segment intersects

y-axis at ﬁ_% > 0 (Figs. 1 and 2). While in case (i) the curve (13) is concave with

a hump at x = %[y - ﬁ] (Fig. 1), it is monotonically decreasing with respect to
x in case (ii) (Fig. 2). In the former case the existence of a hump in the segment of
admissible equilibria brings in the possibility of having two distinct equilibria with
the same y component. This offers two different options for the terminal state to
the manager interested in continuing the state of the system at a specific predator
population level. Such facility does not exist in case (ii).

In case (iii) we always have a%l < ﬁ. It % < y then the segment of the

curve (13) corresponding to x € (%, y] represents the set of all admissible equi-

librium points for the system (7) (Fig. 3). On the other hand, if % > y then the
system (7) does not admit any interior equilibrium point. This curve intersects y-axis
at ﬁ_% < 0 and always admits a hump at x = %[y - ﬁ]. Thus the discussion pre-
sented for such a situation in case (i) holds good here too.

From the representation of the admissible equilibrium points in Figs. 1-3, we ob-
serve that it is possible to eradicate the prey from the ecosystem only if the quality
of the additional food meets the condition 8 — da > O (i.e., cases (i) and (ii)). This
observation finds its applications in pest eradication. In case (iii) it is not possible to
eradicate the prey from the ecosystem by providing additional food to the predators.

@ Springer



2256 P.D.N. Srinivasu, B.S.R.V. Prasad

a<1<p/d

Admissible Equilibrium Curve Segment
[ B2 '
X 1
< '
> '

a2t SEERN
e J
// ' [N
)
/// N
)
/ [ \\
/ 1 \
/ ' \
/ ' \
/ [ \
/ ' \
/ ' \
/ ! \
/ ]
/ ' \
/ ' \
/ ' \
/ ! 3
/ . )
/ . \
) .
/ : %\, x-axis
-’ * ~—
U(a-1) /(B - 9) Y

Fig. 1 This figure presents the curve (13) for case (i). Here the solid line represents the set of all admissible
equilibrium solutions. Observe that the prey component of the admissible equilibria is always less than

75 (cf. (12))
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Fig. 2 This figure presents the curve (13) for case (ii). The admissible equilibrium points are represented
by solid line. Observe that the curve of admissible equilibria is monotonically decreasing with respect to
x and the prey component of the admissible equilibria is always less than % (cf. (12))
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1< B<a

Admissible Equilibrium Curve Segment

y-axis

3/(B-9) X-axis
(o -1) Y

Fig. 3 This figure presents the curve (13) for case (iii). Here the solid line represents the admissible
equilibrium points. Observe that this curve has a hump at x = %[y - ﬁ]. The prey component of the

admissible equilibria is always greater than % (cf. (12))

This case can be applied to biological conservation programs where coexistence of
prey and predator is desired.

The following results can be utilized to derive controllability strategies in the con-
texts of pest eradication and biological conservation.

Lemma 1

(a) If the quality of the additional food satisfies B — 6o > 0, then prey can be eradi-
cated from the ecosystem in a finite time by providing the predator with additional
food of quantity & > ﬁ.

(b) If the quality of the additional food satisfies B — o < 0, then it is not possible to
eradicate prey from the ecosystem through provision of such additional food to

the predators.

Proof

(a) From the prey and predator isocline equations

§— (B —dw)§
x= o PO
B—4

it can be easily observed that the considered system does not admit any interior
equilibrium in the positive quadrant of the state space if 8 — o > 0 and & >
ﬁ. More over the prey isocline divides the positive quadrant into two regions
characterized by x > 0 and x < 0. Due to the positivity of y we observe that

y= (1 — %)(1 +a&+x) and
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any solution initiating in the region X > 0 gets driven into the region x < 0 and
subsequently reaches the y-axis in a finite time.

(b) The proof for this case can be inferred from Table 1. Note that there are only
two possibilities viz., either the system admits an interior equilibrium or does not
admit one. In the former case the coexistence prevails irrespective of the stability
behavior of the interior equilibrium. In the latter case all the solutions approach
(y,0) eventually. Therefore, the prey continues to survive in the ecosystem if
B —da <O.

O

For the sake of simplicity let us denote the points (O, ﬂ_%), (%,

_ 2
%[1 — 257D and Gly — 51, %) on the curve (13) by (xo, yo),

(x1, y1) and (x2, y2), respectively. While the point (x1, y1) is an admissible equilib-
rium for the system (7) in all the three cases (i)—(iii), the point (xo, yo) becomes an
admissible equilibrium for the system (7) in the cases (i) and (ii) only. If xp < x|
(x1 < x3) then (x2, y2) becomes an admissible equilibrium for the system (7) in
case (i) (case (iii)). We have the following theorems.

Theorem 1 [fa <1 < % and y > ﬁ then

(a) For min{yg, y1} <y < max{yo, y1} there exists a unique € such that (x*(&), y)
is an admissible equilibrium for the system (7).

(b) If xo < x1 then for max {yg, y1} < Y < y there exist &, &) with & > & and
x*(&1) < x*(&) such that (x*(&1),9), (x*(&2), y) are admissible equilibrium
points for the system (7).

Proof Observe that the curve (13) which attains its maximum y, at x, is concave if
the parameters of the system satisfy the condition @ <1 < 5 and y > ﬁ From
the monotone property of the admissible equilibrium curve segment in the inter-
val (min {yp, y1}, max{yg, y1}) (cf. Fig. 4C), it follows that for min{yg, y;} < y <
max {yo, y1} there exists a unique ¥ and correspondingly a unique & € (0, ﬁ_%]

(cf. (11)) such that x*(é ) =X and (x*(§ ), ¥) is an admissible equilibrium for the
system (7) (cf. Fig. 4C). This proves the part (a) of the theorem.

If x> < x1, then (x2, y2) becomes an admissible equilibrium for the system (7) (cf.
Figs. 4A and 4B). From the concavity of the admissible equilibrium segment in the
interval (min {yg, y1}, y2), it follows that for min {yg, y;} < y < y; there exists X, X2
and correspondingly &;, & with & > & such that x*(£;) = x| and x*(&;) = x,. From
the monotonicity property of (11) we have x*(&1) < x*(&) (cf. Figs. 4A and 4B).
The points (x*(&1), ¥) and (x*(&2), ¥) are the admissible equilibria of the system (7).
Thus part (b) follows. O

Theorem 2 [f the parameters of the system (7) satisfy any one of the following con-
ditions

(a)a<1<§andy<ﬁ

@ Springer



Role of Quantity of Additional Food to Predators as a Control 2259

Admissible Equilibrium Curve Segment
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A z
I
I
I\
JRT 1 .
y-axis g L L 1 4\ Gaxis
29 Yoy N 0F & | R
Admissible Equilibrium Curve Segment
P
B = Line Representing Eq. (11) —-—
*
y-axis
Admissible Equilibrium Curve Segment
C 2 Line Representing Eq. (11) —-—
[ I %
I I I
1 1 e ¥
[ e
I I I -t
I I I
I I I
[ 1.
I I B
I I I
I I I
I I, I
[ 1
1 1
L I
P 1
F—t-—-——-—-- = ———_————_—————— 2%
k
I,
[
I
I
I
y-axis 1 &-axis
Y2 R

Fig. 4 Two quadrant graphical figure representing the relation between the admissible equilibrium curve
B

segment in (13) and the control variable £ when the parameters of the system (7) satisfy & < 1 < 5 and

y > ﬁ. Frames A and B depict the situation when x, < x. Frame C shows the situation when x; > x7.
Observe that in Frame A (Frames B and C) min{yq, y1} = y1 (y9) and max{yg, y1} = yo(y1)
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Admissible Equilibrium Curve Segment
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Fig. 5 Two quadrant graphical figure representing the relation between the admissible equilibrium curve
segment in (13) and the control variable & when the parameters of the system (7) satisfy the hypothesis of
Theorem 2. Frame A (B) depicts the situation when parameters of the system (7) satisfy the condition a
(b) of Theorem 2

b l<a<?
then for y1 <5 < yo there exists a unique & such that (x*(€), ¥) is an admissible

equilibrium for the system (7).

Proof Observe that the admissible equilibrium curve segment of the curve (13) is
decreasing in both the cases a and b with y; < yo. Thus, for any y; < y < yp there
exists a unique X and correspondingly a unique £ (cf. (11)) such that x*(§) = ¥ and
(x*(é), y) is an admissible equilibrium for the system (7) (cf. Figs. 5A and 5B). O

Theorem 3 If o > g then
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Admissible Equilibrium Curve Segment

Admissible Equilibrium Curve Segment
B: : Line Representing Eq. (11) —-—
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e it et

Fig. 6 Two quadrant graphical figure representing the relation between the admissible equilibrium curve

segment in (13) and the control variable & when the parameters of the system satisfy o > % Frame A (B)

depicts the situation when x| < xo (x1 > x2)

(a) For 0 <y < y; there exists a unique é such that (x*(é), y) is an admissible
equilibrium for the system (7).

(b) If x1 < xp then for y| <y < yp there exist &, & with & < & and x*(&)) <
x*(&) such that (x*(&1), ), (x*(&2), ¥) are admissible equilibrium points for
the system (7).

Proof of this theorem can be established using the ideas presented in the proof of
Theorem 1 and Figs. 6A and 6B.

4 Time Optimal Control Problem

In this section an optimal control problem is formulated and it is examined to study
properties of optimal control strategies that drive the state of the system (7) to a
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desired position optimally (in minimum time). Let [Emin, Emax] represent the range
for the parameter &, where &nin (Emax) stands for the lowest (highest) quantity of the
available additional food that can be supplied to the predator. Let the initial state and
the desired terminal state of the system (7) be (xo, yo) and (x, ¥), respectively. The
interest is to drive the state from (xq, yp) to (X, y) in minimum time. It is assumed
that the quality representative, « is a constant (which could belong to any one of the
three cases (i)—(iii)). Thus the considered problem is a time optimal control problem
with £ as a control variable. The problem can be stated as follows:
min T
Smin SS(I) SSmax
subject to:
dx

= [g(x.c.6) = y] f(x, . &), (14)

dy _ AN
E_[ﬁf(xﬂaag)(l—i_x) S}ya

(x(0), y(0)) = (x0, yo) and (x(T), y(T)) = (&, ).

Observe that (14) is a Mayer problem of minimum time (Cesari 1983). The ex-
istence of an optimal solution for (14) is established using Filippov Existence Theo-
rem for Mayer problem (Cesari 1983) (ref. Appendix). Assuming that the considered
problem admits a solution, the Necessary conditions for Mayer problem of optimal
control (Cesari 1983) are employed to obtain the nature of the optimal solutions that
drive the state of the system from its initial state to the desired terminal state.

Theorem 4 The optimal solution of (14) is a combination of bang-bang controls.

Proof Following the necessary conditions for optimal control (Cesari 1983) the as-
sociated Hamiltonian for the considered optimal control problem (14) is

§
H(x, v, 6,0 1) = A[g0x, 0, 8) — ¥] £ (r,0, 6) + u[ﬁf(x, o 5)(1 +5) <oy,
5)
where A and u are costate variables. We know that the optimal control &(¢) (if it ex-
ists) minimizes the Hamiltonian (15) and along the optimal path the costate variables
satisfy the following dynamic equations:

di 0
i —g =—{Ag(x . &) fx, 0, &)+ (g(x, 0, &) — y) f(x, 0, )]}
—{u[f’<x,a,5)<1+§) —L'f)ﬂﬁy}, 16)
X X
d oH
d—’f =% =" {A(—ﬂx,a,s)) +u[ﬂf<x,a,s><1 + f;) — 6] } (17)
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where ' = % Since (14) is a time optimal control problem we have

H(x (@), y(0), (1), A1), (1)) = —1 (18)

along an optimal trajectory (Clark 2005). Differentiating the Hamiltonian (15) with
respect to the control variable £ we obtain
oH y

—_—=— 1 1— Aaxt. 19
9 = (g ag o AL T30 -] +iax] (19
Evaluating second derivative of the Hamiltonian (15) with respect to £ we obtain

*H 20 OH
32 1+aE+x 9

(20)

Equation (20) indicates that the Hamiltonian is strictly monotone with respect to &
whenever % # 0 and hence the optimal control strategy involves bang-bang con-
trols. Now we are interested in finding out the existence of a singular arc in the phase
space.

The considered problem (14) admits a singular solution if there exists an interval
[t1, t2] on which % = 0. From (19) we observe that the singular solution is repre-
sented by

uﬂ[1+x(1—a)]+kax=0. 21

Thus, along an optimal singular solution we have % = w Therefore on
a singular arc, if x < a+l’ then A and p will be of opposite signs. On the other hand,
if x > ﬁ, then both A and u will be of same sign. If x = a—ll, then we have A to
be zero and u to be arbitrary. Therefore, along a singular solution both the costate
variables do not become zero simultaneously. For otherwise they fail to satisfy (18).
Assuming that a singular solution exists, differentiating (19) with respect to time ¢
along the singular solution and employing (7), (16) and (17) we obtain

doH y 1
i 98 (I +at+x72  uapy
x {2(a@ = Dax? + [y(@ = D[ — @+ D] —a]x — y (B — )}
=0. (22)

Differentiating (22) once again with respect to ¢ along the singular solution, we obtain
d*> oH y 1
_— — X
di? da  (14+af+x)?  uafy
x {4(a — Dax +[y(@ - D[B—a@+ D] —«a]}
x [g(x, @, &) = y]fx, @, &) =0. (23)
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From (22) and (23) we infer that the singular optimal solution is a point (x, y) where
X is a positive root of the equation

2@ —Dax? +[y@—D[p—a@+ 1] —a]x —y(B—8sa)=0, (24

and

y=g&, a,8). (25)

Observe that (X, 3), if exists, is a point on the x-isocline of (7) provided X < y. Also
note from the quadratic nature of (24) that there exists at the most two meaningful
solutions for (24, 25). Hence a singular solution of (14) is at the most a point on the
x-isocline of (7) in the phase space and not an arc. Therefore, the solution of the con-
sidered optimal control problem is of bang—bang type only. Since we are interested
in minimizing the Hamiltonian, the optimal strategy &qpt(?) is given by

Emax, if % <0,

26
Emin,  if JF > 0. (20

gopt(t) = {

This completes the proof. g
The following is a Corollary to the Existence Theorem presented in Appendix.

Corollary 1 If there exists an admissible path connecting the initial state (xo, y0)
and terminal state (x, y) involving combination of bang—bang controls then the con-
sidered time optimal control problem (14) admits a solution.

5 Optimal Solution and Optimal Approach Paths

In this section, the properties of optimal solutions and optimal approach paths for
the considered optimal control problem (14) are analyzed based on the observations
made in the previous sections.

Observe that (24) is convex for @ > 1 and has two positive roots X, x for o > g
with X < ﬁ If y[B — a(1 +6)] and [y (« — 1) — 1] are of same sign then x €

(ﬁ, y). Equation (24) has one negative root X and one positive root x for 1 <« < g
1

with X < =5 <& < y. For @ = 1 equation (24) is linear and has a negative root. For
o < 1 equation (24) is concave and does not posses any positive roots.

Let us consider the positive quadrant of the phase space containing the set of all
points represented by the curve (13), together with the lines representing the positive
solutions of (24), which stand for x component of the singular solutions (points) of
the considered problem (14). We observe the following in respect of the three cases
(1)—(iii).

In case (i), (24) does not possess any positive roots and the curve (13) divides the
positive quadrant of the phase plane into two regions given by

. B X
Region [a:= {(x,y)‘y < 5 _80{[1 —x(a — 1)](1 — ;)},
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. 8
Region Ib := {(m)(y o e O 1)]<1 - g)}

In case (ii), the positive root x of (24) and the curve (13) divide the positive quad-
rant of the phase plane into four regions given by

Region ITa:= | (x. y)|y < —2 [1—x@—dﬂ<l—£>mﬂx<£,
B —da Y

Region IIb := { (x, y) |y <

[1—xm—4ﬂ<1—§)me>£,

B —da
Region Ilc:={ (x, y) |y > [l—x(ot—l)] 1—f andx <Xy,
B —da Y
, p x .
Region ITd := § (x, y)|y > [l—x(@—-D]{1—=)andx>%}.
B —da Y

In case (iii), we have both the roots X and x of (24) to be positive. In this case the
positive quadrant is divided into five regions by the curve (13) and the solutions of
(24) which are given by

Region IIla:= 1 (x, y)|y <

ﬂ_@aﬂ—xm—dﬂ(k—§>mdi<x<£,

Region IIIb := { (x, y)|y < [1 —x(a — 1)](1 — 1) andX <X <xy,
v

B — S

Region Illc := { (x, y)|y > [1 —x(a — 1)](1 — i) andx <X <Xy,
v

B —da

Region IIld := { (x, y)|y >

[l—x(a—l)](l—£> and¥ <x <%},

B —da Y

Region llle := { (x, y)|y >

[1—xm—4ﬂ<1—1>mmi<£<x.

B —da Y

Note that the Region IIIb is empty if y[8 — «(1 4+ 8)] and [y (o — 1) — 1] are of
opposite signs.

The following Theorems 5 and 6 can be established using procedure followed in
the proofs of Theorems 3 and 4 in Srinivasu and Prasad (2010). Hence the proofs are
omitted.

Theorem 5 Along an optimal path, control can switch from Enin t0 Emax (Emax f0
&min) in Regions Ia, 11a, I1d, ITIb and 111d (Ib, IIb, Ilc, IlIa, IlIc and Ille) only.

From above theorem, it follows that the optimal strategy to reach an interior point
in the phase space could involve multiple switches between the extremal values (&pin
and &nax ) of the control variable. In the case of pest eradication we have the following
results.
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Theorem 6 The control problem (14) with 8 — §a > 0 and x(T) = 0 admits a solu-
tion if Emax > ﬂ—ém~ Moreover, &opi(T) = Emax with u(T') < 0.

Theorem 7 If f — 6 > 0 and &pax > /S—SW then the optimal solution of the control
problem (14) with x(T) = 0 is given by &opi(t) = Emax on [0, T].

Proof To prove this result we make use of the properties of the zero solution of the
linear system (16), (17) which governs the co-state variables along the optimal path.
This system is given by

% _ —ai(t) —=bi(@®)\ (1) o
du a@) b)) \nn)’

where
a0 =1- =0 - (1(-1;;5)(1)){8)2’ 29
ar(t) = % (30)
by (1) = Bx(1) +£&(1)) 5. 31)

1+ak@) +x(t)

where x(¢) and y(¢) represent the state variables along an optimal path. Let us take
&(t) = &max. Observe that ap(¢) > 0. From the hypothesis &pax > ﬁiﬁ, we have
b>(t) > 0. The term a;(¢) can take either positive or negative sign depending on
the values of state variables x(¢), y(¢) and parameters of the system. In particular
a;(t) < 0 if either x(¢) > % or x(t) = 0 with y(t) > 1 + a&max. The term by (¢) has
the same sign as that of 1 + a&(¢) — £(¢).

Now let us consider the following equation representing the characteristic equation
associated with the system (27)

m* + (a1(t) + ba(0))m + (a1 ()ba(1) + az ()b (1)) = 0. (32)

We study some needed qualitative behavior of the system (27) using the concept
of dependence of solutions of a system on parameters. Based on the properties of
the functions a(¢) + b>(t) and a;(t)ba(t) 4+ a(¢)b1(t), we assess the behavior of
solutions of (27), which help in understanding the switching behavior of optimal
solution of the control problem (14). From Theorem 6, if we assume the value of
A at the terminal time 7' to be negative, from the continuity of a;(¢) + b2(¢) and
ay(t)by(t) + ax(t)b1(t), it follows that there exists a left neighborhood of T, say
[a, T], in which we have A(t) < 0 and () < 0. The proof would be complete if
we can show that a = 0. Below we shall show that it is possible to choose the initial
values for the costate variables in such a way that these variables do not change their
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sign in [0, T'], as a consequence the switching function also does not change its sign
along the optimal path.
Essentially we can divide the argument into the following two cases:

Case (a) 1 +a&()—£&(t) <0
Case (b) 1+ ak(t)—&(t) >0

Case (a): In this case we have b (¢) < 0. Also we have the discriminant of (32)
to be positive for all 7. From this we observe that all solutions of the system (27),
with initial values A(0) < 0 and w(0) < 0, will remain only in the third quadrant of
Au-space for all future times and hence the switching function does not change its
signin [0, T].

Case (b): In this case b;(¢) being positive the discriminant of (32) can change
its sign as ¢ progresses (depending on the values of the parameters and the state
variables). Thus a path of the system (27) initiating in the third quadrant of Ap-space
may leave that quadrant as time progresses. Note that at the terminal time 7', we have
x(T)=0and y(T) > 1 4+ a&max. Thus the zero solution of the system (27) behaves
like a saddle in the vicinity of the terminal time. Therefore, it is always possible
to choose the initial value for the costate variable p sufficiently far from O on the
negative p-axis (with A(0) < 0 satisfying (18) at + = 0) so that by the time the co-
state gets closer to negative A-axis, it is influenced by the saddle nature of the zero
solution. Thus, in this case also £max proves to be the optimal strategy on [0, T']. U

From Theorem 7 it can be inferred that in the case of pest eradication (which is
possible only in the cases (i) and (ii)), the optimal policy is to provide the maximum
possible quantity &pax (satisfying &max > ;SEW) of the additional food to the preda-
tors till the system becomes pest free. If the manager does not require the presence
of predators in the ecosystem after the system becomes pest free, he/she may with-
draw provision of additional food to the predators after the state reaches the predator
axis. This strategy will automatically drive the predator to extinction (Srinivasu et al.
2007).

6 Discussion

Providing additional food to predators is one of the established techniques in inte-
grated pest management and biological conservation programs (Bilde and Toft 1998;
Coll and Guershon 2002; Harmon 2003; Harwood and Obrycki 2005; Murdoch et al.
1985; Sabelis and van Rijn 2005; Shannon et al. 2007; van Baalen et al. 2001;
van Rijn et al. 2002; Wade et al. 2008). In such management processes as this, the key
factors that decide the controllability of the ecosystem are identified as quality and
quantity of additional food that is provided to the predators (Srinivasu et al. 2007).
From the theoretical studies (Srinivasu et al. 2007), it is observed that by altering
the quality and quantity of this additional food one cannot only limit the prey but
also eradicate the predator from the ecosystem. In a further contribution on this topic
(Srinivasu and Prasad 2010), the authors derived time optimal control strategies to
drive the state of the system from an initial point to a terminal point in a minimum
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time using quality of the additional food as a control variable and its quantity assumed
to be constant.

In this present work the controllability of an additional food—provided predator—
prey system is investigated with quantity as a control variable. Here it is assumed
that the quality of the additional food remains constant. This study is motivated
by the results of various experiments (Azzouz et al. 2004; Beach et al. 2003;
DeBach and Rosen 1974; Hendrix et al. 1992; Jervis 1998; Siekmann et al. 2001;
Vandekerkhove and De Clercq 2010; Wickers 2004, 2005; Wade et al. 2008;
Wu et al. 2008) that were held on biological conservation control, wherein it was
observed that variation in quantity plays a vital role in the efficacy of the manage-
ment attempts. The results of this study clearly bring out the interdependencies on
the quality and quantity of the additional food that ensures the realization of the
desired objective. From the system analysis it is observed that the prey can be eradi-
cated from the environment in a finite time by providing the predators with additional
food of suitable quality and quantity (Lemma 1). From biological conservation per-
spective, where it is desired to have coexistence of both prey and the predator at an
equilibrium, the analysis (Theorems 1-3) suggests required quality and quantity of
the additional food to achieve the objective.

Subsequently, an appropriate (Mayer) time optimal control problem (with quantity
as a control variable) is formulated, in order to find the strategies that drive the state
of the system from one point to another optimally. The existence of an optimal solu-
tion is proved using the Filippov Existence Theorem. From the problem formulation,
we observe that the problem is non-linear in control variable. However, the analy-
sis indicated that the associated Hamiltonian is monotone with respect to the control
parameter. This property made it possible to identify the nature of the optimal strate-
gies. Here it is observed that the optimal strategy to steer the state of the considered
system to a desired position involves a combination of bang-bang controls only and
does not include any singular strategy (Theorem 4).

From the system analysis it is observed that the controllability of the system in-
herently depends on the quality parameter () and the following three cases arise:

Case () a <1<?

Case (il)) 1 <a < g

Case (i) 1< ? <«

It can be interpreted that case (i) represents a situation where the predator is provided
with a superior quality of additional food when compared to that of prey. Case (ii)
stands for a situation where the predator is provided with additional food whose qual-
ity is inferior to that of prey and still promises the hold of the predator over the prey.
Case (iii) is the situation where the predator is provided with a low quality additional
food. Pest eradication is possible only in cases (i) and (ii) and not in case (iii). It is
found that the optimal control associated with the traversal of the state from one inte-
rior point to another could involve multiple switches. In case (i) it is noticed that both
the co-state variables are of opposite signs at the switch time. For the cases (ii) and
(iii) it may happen that co-state variables are of same (opposite) sign at switch time
depending on the prey level at the switching point. In case of pest eradication, it is
observed that the optimal control involves no switches (Theorem 7) and the optimal
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Fig. 7 This example 1 illustrates the optimal pest eradication strategy when the system parameters
(B=04,6=03,y =7.0,0 =0.6, £min = 1.0, Emax = 2.0) satisfy case (i). Since max > ﬁ, the opti-
mal strategy is &opt(#) = Emax (Theorem 7). This strategy drives the state from (5.00, 1.00) to (0.00, 6.45)
in 7 = 22.2 units of time as shown in Frame A. The Regions Ia and Ib in this frame are the regions into

which the phase space is divided in case (i). Frame B presents the curve % which is negative on [0, T']
as required (cf. (26)). The costate variables A(f) and p(r) are presented in Frames C and D, respectively.
Observe that these costate variables have remained negative in [0, 7'] as indicated by Theorem 7

policy is to provide the predators with highest quantity of additional food till the state
becomes pest free.

Four different examples are presented to illustrate the optimal approach paths for
problems associated with pest eradication and biological conservation. The exam-
ple presented in Fig. 7 illustrates the implementation of constant policy for the case
of prey eradication pertaining to case (i). The parameter values considered for the
example shown in Fig. 8 are such that the system admits an asymptotically stable
limit cycle for each & € [£min, Emax]- In this scenario an optimal path is constructed
to move from a point lying with in both the limit cycles pertaining to the extremal
control values, to a point lying outside these limit cycles. The optimal path experi-
ences four switches in accordance with the Theorem 5 to reach the terminal state.
The examples presented in Figs. 9 and 10 exhibit solutions for biological conser-
vation problems where the state is driven to an admissible equilibrium in minimum
time and allowed to continue at the terminal state by switching to the appropriate
control.

Acknowledgements We are extremely thankful to the three anonymous honorable reviewers for their
critical comments and invaluable suggestions.
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Fig. 8 This example 2, which also falls into case (i) with parameter values are 8 =0.4, 6 =0.3, y = 7.0,
a =0.8, &nin = 0.5, Emax = 1.0, presents an interesting instance where the optimal strategy involves
four switches. Note that all the admissible equilibria of the system for & € [£in, émax] are unstable (Ta-
ble 1). Hence, the system admits asymptotically stable limit cycle for each & € [£yin, Emax]. The limits
cycles corresponding to &min and max are presented in Frame B. The problem is to drive the system from
(2.00, 2.76) which is located inside the both limit cycles to (5.31,0.41), located out side both the limit
cycles. Applying the optimal strategy derived according to Theorem 5, the state reaches the terminal point
in T = 90 units of time after experiencing four switches, two in Region Ia and two in Region Ib as shown
in Frame A. The four switch points are indexed according to their occurrence in the optimal path and are
presented in Frame B. The costate variables along the optimal path are shown in Frames D and E. Frame F
presents the optimal strategy

Appendix

The following lemma can be easily established.
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Fig. 9 This example with the parameters values being 8 =0.4, § =0.3, y = 8.0, = 1.1, &jp = 1.0,
Emax = 2.0, falls into case (ii). Here the terminal point is chosen to be (1.91,3.50), which is an admis-
sible (unstable) equilibrium with corresponding & value being 1.5571 (Table 1). The optimal path takes
T =35.7 units of time to reach this equilibrium point from (7.37,3.55). Hence there is a possibility to
continue the state at the terminal value (as long as the system does not experience any perturbations) by
switching the control £ to 1.5571 at the terminal time 7 = 35.7. The Frame A presents the optimal path
along with the Regions Ila, IIb, IIc and IId (described in Sect. 5). Note that the occurrence of switches in

the Regions Ila, IIb is according to the Theorem 5. The curve % along the optimal path is presented in

Frame B. The associated plots for costate variables and optimal strategy are shown in Frames C and D,
respectively

Lemma A.1 [f the parameters of the system (7) satisfy & < ﬁ%a, then the interior
of the positive quadrant of the state space is invariant and all the solutions of system
(7) initiating in the interior of the positive quadrant are bounded.

A.1 General form for Mayer Problem of Optimal Control

Let A be a subset of the rx-space R!*", let U be a given subset of the u-space R”.
Let f(z,x,u) = (f1, ..., f2) be a given function on A x U. For every (¢,x) € A let
O(t,x) = f(t,x,U) C R" be the set of all z = (z1,...,z,) With z = f(¢,x,u) for
some u € U. Let B be a given subset of #1x1fx3-space R2"+2 The Mayer problem
of optimal control is finding minima of the functional

I[x,u] = g(t1, x(t1), 12, x(12)) (A.1)
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Fig. 10 In this example 4, the system parameters are assumed to be § =0.67,5 =0.54, y =10, « = 1.4,
Emin = 0.5, Emax = 2.0. Since o > g this example falls into case (iii). Note that all the admissible equi-
libria of the system for & € [£min, Emax] are stable (Table 1). Here the terminal value is taken to be
(4.52,3,44), which is an admissible equilibrium with corresponding & = 0.5535 € [&pin, émax]- Hence
there is a possibility to continue the state at this terminal state for all future times by switching the control
& to 0.5535 after reaching the terminal state at 7 = 8.59 units. The optimal path is presented in Frame A,
which also exhibits the Regions Illa, IIIb, Illc, IIId and Ille described in Sect. 5. Observe here that the

optimal switches are in accordance with the Theorem 5. Frames B and C present the values of % and
costate variables along the optimal trajectory, respectively. The optimal strategy is presented in Frame D

for pairs of functions x(¢) = (x1,...,x,),0() = (U1, ...,Up), 11 <t <ty, X ab-
solutely continuous, u measurable, satisfying

% =f(r,x(t),ut)), t<t<t, (A.2)
boundary conditions
e[x] = (11, x(t1), 12, x(12)) € B, (A.3)
and constraints
(1,x()) €A, 1 <t=<t, (A4
unel, n=t=n, (A.5)

in the class §2 of all admissible pairs (x, u). By an admissible pair for the problem
(A.1-A.5) we mean a pair (x(¢), u(t)), t; <t < t, X absolutely continuous, u measur-
able, satisfying all requirements (A.2—A.5). Here x and u are said to be an admissible
trajectory and an admissible control, respectively.
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Theorem (The Filippov Existence Theorem for Mayer Problem of Optimal Control)
If A and U are compact, B is closed, f is continuous on A x U, g is continuous on B,
£2 is not empty, and for every (t,x) € A the set Q(t,x) =f(t,x, U) C R" is convex,
then 1[x,u] has an absolute minimum in $2.

Theorem (Existence Theorem) If §2 is non-empty then the time optimal control prob-
lem (14) has an absolute minimum.

Proof We shall prove this result by showing that all the conditions of Filippov Ex-
istence Theorem are satisfied. We know that for & > ﬁ any solution initiating in
the positive quadrant reaches y-axis in a finite time. In view of this observation and
the above Lemma A.1 we can assume that the set A C R'*? for the considered prob-
lem (14) to be compact. To justify the existence of optimal solution it is sufficient to
show that for (z,x,y) € A the sets Q(t,x,y) ={(z1,22) | z1 = fit,x,y,6), 20 =
fZ(tvxs Vs ";:)s s € [%_mins Emax]} aré convex, where fl = x(] - %) - %7 f2 =

Bty _ ¢
1+aé+x .
For, let us consider

(1-5) e
g=x{l——)———F.
% 14+a+x

Xy X
—_—=x|1=-=) —2z. A.6
1+af+x x( y) “ (A-6)

From z2 = f>(¢, x, y, §) and (A.6) we obtain

This implies that

_ £\ _ _ By
zz—ﬁx(l-i- x) Bz1 + T Sy.
Therefore
By B X
m—22+5)’+ﬂzl /Sx<1 y)- (A.T)
Equation (A.6) implies
1 Xy
£ = —[7)5 - +x)] (A.8)
alx(l =)=z
From (A.7) we have
S{ﬂy—a[m—ﬁx(l - %) + Bz1 +8y]}
=(1+X)[Zz—,3x<1 - %) + Bz +5y}- (A9)
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Substituting (A.8) in (A.9) and after simplification, we obtain

fo-vesf3) o

—xya[zz—ﬂx(l - %) + Bz +5y} =0. (A.10)
After re-arranging the terms in (A.10) we get
2= ﬁ[l—x(a—l)]z1+[y(ﬂ—5a)—ﬁ[1 —x(oz—l)](l —f)]. (A.11)
ax 14

The above linear relation between z; and z imply that the sets Q(z, x, y) are seg-
ments that are convex. Thus, if §2 is non-empty then the time optimal control problem
(14) has an absolute minimum. O
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