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Abstract
This paper reviews algorithmic or artificial intelligence (AI) bias in education technology, especially through the lenses of 
speculative fiction, speculative and liberatory design. It discusses the causes of the bias and reviews literature on various 
ways that algorithmic/AI bias manifests in education and in communities that are underrepresented in EdTech software 
development. While other recent work has responded to mainstream or private sector technology development, this review 
looks elsewhere where practitioners, artists, and activists engage underrepresented communities in brainstorming processes 
to identify and solve tough challenges. Their creative work includes films, toolkits, applications, prototypes and other physical 
artifacts, and other future-facing ideas that can provide guideposts for private sector development. Acknowledging the gaps 
in what has been studied, this paper proposes a different approach that includes speculative and liberatory design thinking, 
which can help developers better understand the educational and personal contexts of underrepresented groups. Early efforts 
to advocate for fairness and equity in AI and EdTech by groups such as the Algorithmic Justice League, the EdTech Equity 
Project, and EdSAFE AI Alliance is also explored.

Keywords  Algorithmic bias · Artificial intelligence · Educational technology · Machine learning · Speculative design · And 
speculative fiction

Introduction

Artificial intelligence or AI consists of algorithms—instruc-
tions or code—that run repeatedly aiming to predict and 
complete complex tasks in a matter of seconds. AI apps rely 
on mountains of data to train algorithms to recognize pat-
terns and make decisions. Much of this data is harvested 
from users without them realizing it. Sequenced algorithms 
learn from users’ interactions and this process is referred to 
as machine learning or ML. The ML process involves learn-
ing from algorithms to detect patterns that allow machines 
to make predictions about the future of a given dataset. The 
more ML data that is collected the more precise the AI can 
be. This includes personally curated playlists on Spotify, 
trending tweets on Twitter, or image and audio information 
on TikTok, which are all complex tasks that would be merely 

impossible for humans to do, let alone in a timely manner, 
hence the increased reliance on AI and ML.

Educators are beginning to see the educational cognitive 
affordance that AI and ML technology have on student learn-
ing. Students’ online interactions feed huge data sets of ML 
at incredible speeds. What they watch on TikTok, search 
on Google, or the permissions they create when register-
ing for apps are all examples of how ML collates and uses 
their data. Students spend countless hours online and on 
social media websites, using a variety of devices to connect 
to the Internet. This was especially the case during the global 
Covid-19 pandemic when many school districts across the 
United States provided Chromebooks or other laptop com-
puters for students to use at home. Developers of educa-
tional technology, otherwise referred to here as ‘EdTech’ 
stepped up their use of AI and ML to create platforms, tools, 
and devices for student use at home and at school. However, 
for some researchers, AI brings both promise and danger.

Broussard (2019: 28) points to the tendency of program-
mers and tech enthusiasts to emphasize the benefits over the 
risks or downsides of machine learning and other emerg-
ing AI technology. AI-powered technology can exacerbate 
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and amplifying existing biases, which further intensifies the 
challenges that historically marginalized students face when 
race intersects with students’ other statuses such as language, 
income, and disability status. Algorithms in AI that source user 
data have been shown to be biased such as in a case reported 
by ProPublica that found that an algorithm used in judicial 
sentencing was biased against African Americans (Angwin 
et al., 2016). Research by Benjamin (2020), Buolamwini and 
Gebru (2018), among others call for a more balanced view of 
AI. Their works illuminate the dangers algorithmic bias in AI 
poses for vulnerable groups that are often not taken into con-
sideration when developing EdTech tools and devices.

This paper highlights and explores both real life and fic-
tional visions of AI in education, from sava saheli singh’s 
short, near future fiction film “#tresdancing” to other pro-
jects that highlight the potential harms of algorithmic or 
AI bias and invisible surveillance systems that are deeply 
embedded in peoples’ everyday lives. “#tresdancing” fea-
tures marginalized and underrepresented youth in Canada 
who, like their U.S. counterparts, face similar levels of racial 
inequality (Attewell et al., 2009). The film shows examples 
of AI tools and devices that are used to track, teach and 
assess students. Frankie, the film’s protagonist, represents 
students in real life who are more vulnerable to bias and 
surveillance. These students are increasingly being required 
to use online assessment and distance learning software, as 
well as emerging technology such as virtual and augmented 
reality.

This paper makes a case for the need for designers and 
technologists to use liberatory design methods in the devel-
opment of educational technologies that are used in our 
classrooms and that are used by black and brown youth. As 
a point of interest, the paper looks at projects that address 
algorithmic bias in AI, which are labeled as speculative fic-
tion or belong in the interconnected domains of speculative 
and critical design (Dunne & Raby, 2013, 2021). Specula-
tive fiction encompasses works in which the setting is other 
than the real world, involving supernatural, futuristic, or 
other imagined elements (Atwood, 2014). Future-facing 
storytelling such as “#tresdancing” and speculative design 
domains have the potential to assist researchers, develop-
ers, and teachers in developing language to bring schools 
and families into the conversation about how EdTech prod-
ucts are designed to ensure fair and transparent products for 
underserved and underestimated students.

Section 1: History of Racialization/Bias 
in EdTech Software Development

EdTech tools enable learning through the interactions 
between students and teachers, or students and devices such 
as computers. Technologies such as AI, games, virtual and 

augmented reality or VR and AR respectively, are examples 
of computer-mediated communication or CMC, which has 
been noted to amplify disparities in digital communication 
that emerge around socio-demographics, and Internet skills 
and experiences (Nguyen et al., 2021). As students have 
more EdTech access at school and at home, developers are 
tasked to create more and more tools that, unfortunately, lack 
the necessary flexibility to handle problems that students 
face as they learn.

Just under the surface of the diffusion of EdTech soft-
ware lies persisting digital inequalities marked by dispari-
ties across socio-demographic groups in terms of peoples’ 
nature of access, degrees of skill, and varieties of use (Dim-
aggio et al., 2020; Robinson et al., 2020). These inequalities 
often augment racial and ethnic disparities (Fuchs & Horak, 
2008). In the past, not much has been done by EdTech devel-
opers to address these gaps.

Researchers Hebbar and Jacobs (2022) note that many 
EdTech companies test their products in partnership with 
schools that have small black, brown, and often low-income 
populations. According to Karumbaiah and Brooks (2021), 
and Benjamin (2020) these products use algorithms that are 
built from historical education data, which often amplifies 
existing biases, further encoding the racist history of social 
and academic systems. To address this, Hebbar et al. (2020) 
created the AI in Education Toolkit for Racial Equity that 
provides practices EdTech developers can implement to 
uncover and mitigate racial bias. To add, the EdSAFE AI 
Alliance (2022) asserts that there are, as of now, “no uni-
fied approaches to establishing benchmarks,” which can help 
users discern the quality and reliability of AI, and regulatory 
bodies contribute to the development of more equitable AI 
in EdTech.

To fill the void, fictional and non-fictional media address 
the impact that AI bias has on underrepresented groups, giv-
ing members from these groups a voice. The film “#tres-
dancing” shows how digitally connected youth frequently 
interact with each other online (Itō et al., 2019); take part 
in communities of practice and affinity spaces (Gee, 2017); 
network, exchange, and share resources online (Baym, 2015; 
Srinivasan, 2018), use their knowledge to solve problems 
(Nielsen, 2011; Toyama, 2015); engage in distributed learn-
ing (e.g., Mawasi et al., 2020; Pinkard et al., 2017), and 
make use of digital storytelling (e.g., Srinivasan, 2018; Pink-
ard et al., 2017). Alternative frameworks and tools provided 
by Bettina Love’s “Get to the Future” online resource (2016) 
and Jeremy Vincent’s EdTech company AfroBrainiac (2022) 
approach AI with fresh questions and envision futures that 
represent a radical departure from current practices.

The implementation of AI in EdTech has resulted in 
pedagogical challenges, equity and power issues, inequal-
ity issues related to equity, social reproduction of injus-
tice across different contexts and systems, and bias toward 
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certain groups of users (e.g., Dobson, 2019; Noble, 2018; 
Reich & Itō, 2017; Srinivasan, 2018; Watkins & Cho, 2018). 
Racial biases of software developers carry over into modern 
EdTech (Perry & Turner-Lee, 2020). Building on a synthesis 
of existing literature, including equity-oriented approaches, 
this essay addresses three related dimensions: (1) the stu-
dent-as-consumer; (2) discrimination in EdTech design; (3) 
and oppressive algorithms.

The Student‑as‑Consumer Metaphor

The Covid-19 pandemic posed an unanticipated opportu-
nity for EdTech developers to introduce an ever-increasing 
amount of AI-driven educational tools into the education 
market. Broadly speaking, there is an understanding that 
the use of AI for educational purposes has the potential to 
enhance the learning experience. However, at the same time, 
there are concerns of potential misuses and ensuing viola-
tions of students’ rights. Market mechanisms in education 
systems worldwide have led to the conceptualization of stu-
dents as passive learners or consumers (Naidoo & Whitty, 
2013), including in educational technology (Harrison & 
Risler, 2015). In the past, developers saw consumerism as 
an opportunity for education to be simpler to access and 
more efficient (Brigham, 1993). When students are treated 
as consumers, their relationship to their educational pro-
gram or school becomes defined in a particular way. They 
are distanced from the very educational process which is 
supposed to engage them (Cheney et al., 1997). This issue 
is compounded by the lack of diversity in the private sector 
which coincides with the increasing use of EdTech in class-
rooms (Lynch, 2018).

The creation of AI-driven tools for K-12 students is still 
in its nascent stage, and the sector very much decentral-
ized. There are broad guidelines and a plethora of resources, 
but there is no dominating school of thought for curricula. 
Researchers (Ali et al., 2019) have recently created cur-
riculum to best prepare students to flourish in the era of 
AI. Others have drawn attention to the increase, through 
adoption of AI and machine learning, of racial bias and its 
harmful impacts. While many studies explore the impact of 
this development on students in higher education, few have 
looked at the effects of this on African American, Latino/
Latinx, and Indigenous students, who will face more ine-
quality unless educators address the inherent biases of the 
(mostly white) developers of EdTech tools (Perry & Turner-
Lee, 2020; Lynch, 2018). Although underrepresented com-
munities lack access to home broadband (Atske & Perrin, 
2022), they are significantly more likely than whites to use 
mobile devices to go online (Lenhart, 2019).

In the film “#tresdancing” education is placed entirely 
within the frame of market forces that make students more 
vulnerable to bias and surveillance. The film persuades 

viewers to take a careful look at the implications and limi-
tations of the student-as-consumer metaphor, asserting that 
this concept can lead us where we really don’t wish to go. 
Youth are expected to be comfortable with technology that 
invades their privacy, collects their personal information, as 
well as their uninformed consent. AI tools can be used for 
‘demographics targeting, which systematically excludes or 
exploits certain groups, and enhances harmful racial profil-
ing (Raji et al., 2020). Many EdTech developers lack aware-
ness of the impact of this technology on students who are 
more vulnerable to exploitation and discrimination.

Discrimination in EdTech Design

Historically, groups such as African Americans have expe-
rienced the commodification of their culture (Njee, 2016) 
and have had to directly, personally understand race as it 
operates between fictionality (as a fabrication) and mate-
riality (as a thing). Race becomes socially real, and people 
learn to see themselves as white or other, are treated as white 
or other, and are motivated by considerations arising out 
of their group identity (Young, 2006:193). The imbalance 
of this social construction has led to bias against the less 
dominant group, or what Fouché (2004:316) refers to as the 
problematic of vision or the ways that dominant analysis and 
interpretation hinges on the “idea that value, truth, purity, 
and legitimacy of marginalized individuals and communi-
ties must be judged by the standards of dominant society.” 
Young people from underrepresented groups fall outside of 
the dominant group’s criteria of what it means to be seen as 
valuable, truthful, pure, or legitimate, and this bias can be 
applied to the development and use of AI technology and 
related innovations.

According to scholar Ruha Benjamin technology innova-
tion is often conflated with social progress, meaning society 
can appear to be moving forward in tech-related fields while 
re-entrenching old forms of social and racial inequities. Ben-
jamin (2020:5) coined the term “New Jim Code” to describe 
a specific manifestation of discriminatory design in which 
racist values and assumptions are built into technical sys-
tems. New technologies that do not take bias into account 
can cause harm for some in the name of efficiency and pro-
gress. Automated systems or AI agents create inequity using 
training data (Koenig, 2019). This data is used to train algo-
rithm or machine learning models to predict outcomes that 
data scientists design their models to predict. For example, 
studies show that African American students are subject 
to disciplinary action at rates much higher than their white 
counterparts (Riddle & Sinclair, 2019). If local schools and 
police departments combined their data to identify students 
who are labeled as at-risk, the resulting intervention could 
further harm the students, especially if the institutions have 
poor records of working with the target group.
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As a fictional narrative “#tresdancing” takes on trends in 
educational technology that are happening right now, then 
pushes the moral and ethical boundaries further to con-
sider what might happen in the future. The film shows how 
sophisticated algorithms embedded in courseware can be 
used to identify struggling students in a specific subject, i.e., 
math. However, these algorithms are only as informed as the 
developers who design them. These algorithms are biased 
because they are written to deliberately weigh or discard 
certain factors. For example, software can routinely place 
certain students in tracks that don’t align with their learn-
ing needs, which could hinder their growth. In “#tresdanc-
ing” we see a student attempt and fail to complete an online 
math assessment at home. In general, learning software that 
uses AI is mainly designed for students who are represented 
within the EdTech development space (Bradley, 2021).

Oppressive Algorithms

Dominant or mainstream educational technology discourses 
often erase opposition to the design and use of code (algo-
rithms, data) in education, rendering the opposing views as 
invisible, and reducing others’ experiences to irrelevance. 
Tech fields have done this to underrepresented groups, par-
ticularly as it relates to the creation and use of data. Scholar 
Safiya Umoja Noble (2018) predicted that AI would become 
a major human rights issue. Noble, along with Joy Buola-
mwini and the Algorithmic Justice League or AJL examine 
algorithmic bias in online search engine and computer vision 
systems that can be trained to track movements of the eye, 
for example. Their work considers the trade-offs, risks, and 
benefits of these developing technologies. Noble (2018:1) 
coined the term “technological redlining” as a form of digi-
tal data discrimination, through a process by which peoples’ 
digital identities and activities are used to bolster inequality 
and oppression.

Data use in AI and online tools are often biased due to 
historical perceptions of racial minorities that influence how 
developers prioritize the needs of racial majorities or jus-
tify racist attitudes through biased historical data (Noble, 
2018:10). Noble (2018) and Ruha Benjamin (2020) dis-
mantle the notion that technology is neutral by explaining 
how data, algorithms, and AI privilege whiteness. Benjamin 
(2020:18) considers the ways in which software can encode 
inequality and oppression, by “explicitly amplifying racial 
hierarchies, by ignoring but thereby replicating social divi-
sions, or by aiming to fix racial bias but ultimately doing 
quite the opposite.” AI technology is often enacted with-
out our knowledge, through our digital engagements, which 
become part of algorithmic, automated and “(so-called) arti-
ficially intelligent sorting mechanisms that can either target 
or exclude us – in either case typically not to our benefit” 
(Bulut, 2018).

AI technologies are increasingly embedded in the soft-
ware schools use for admissions, advising, courseware, and 
assessment. These EdTech tools hold tremendous promise 
to help educators expand access, overcome structural bar-
riers, and close equity gaps. However, more consideration 
must be given to the risk of structural inequities informing 
the software’s recommendations, or algorithmic bias. The 
designers and implementers of these tools seldom consider 
how racism and inequality can be baked into learning tools 
if care isn’t taken to make them fairer. The use of algorithms, 
facial recognition, and surveillance all have the potential to 
have very negative impacts on underrepresented ethnic stu-
dents. AI technology can exacerbate racial bias, which fur-
ther impacts students and communities that are most often 
underserved and underestimated in schools. This makes it 
paramount to start with race so that both EdTech companies 
and schools are equipped to identify and mitigate for racial 
bias as AI becomes commonplace in schools.

Section 2: Algorithmic Bias in EdTech

Algorithmic bias refers to algorithms that produce results 
that are systemically prejudiced due to erroneous assump-
tions in the machine learning process. It generally stems 
from biases held by people who design, or train AI and 
machine learning systems. These designers and trainers cre-
ate or work with algorithms that reflect unintended cognitive 
biases or real-life prejudices, or biases based on incomplete, 
faulty or prejudicial data sets used to train and/or validate 
ML systems. Educational examples include allocative harms 
in standardized testing that impact high stakes admission 
decisions (Dorans, 2010; Santelices & Wilson, 2010) and the 
systematic representation of some groups in a negative light, 
or in a lack of positive representation (Crawford, 2017). 
Work by Sweeney (2013) identifies representational harms 
of denigration and stereotyping, where the word “criminal” 
was more frequently returned in online ads after searches 
for black-identifying first names. All these biases and harms 
impact certain groups negatively, some more than others.

There are other ways that bias can be brought into an 
AI-driven system such as when the data used is either not 
large enough or representative enough to teach the system. 
According to Benjamin (2020:7) algorithms can also “act 
as narratives” that reaffirm existing inequalities and “oper-
ate within powerful systems of meaning that render some 
things visible, others invisible, and create a vast array of 
distortions and dangers.” Benjamin (2020:50) notes how 
the 2016 Beauty AI pageant, based on a machine learning 
algorithm, strongly preferred contestants with lighter skin, 
choosing only six non-white winners out of thousands of 
applicants and leaving its creators confused. This contest 
that was judged by machines was supposed to use objective 
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factors such as facial symmetry and wrinkles to identify the 
most attractive contestants. The robot sorted photos that 
were labeled or tagged with information on specific facial 
features, thus the AI was encoded with biases about what 
is, or what defines beauty. In education, this has potentially 
harmful implications for standardized testing and facial 
recognition.

Standardized Testing

In the U.S., many states rely on and use natural language 
processing (NLP) AI systems, also known as automated 
scoring engines, to grade standardized tests. NLP systems 
allow machines to learn about relationships between data 
and, in some cases, without direct human involvement. 
These AI systems or agents allow a computer to understand 
human inputs using algorithms that comb through billions of 
words of training data. However, automated grading agents 
also suffer from built-in biases based on the way they are 
taught to look for mistakes and errors. Data published by 
the Educational Testing Service (Winerip, 2012) highlights 
the results of its E-rater grading engine which found that 
the machine under-scored African American students and 
showed bias against Arabic, Spanish, and Hindi speakers. 
This bias can do a significant amount of damage to a stu-
dent’s grade—which can be essential to their opportunity to 
pass a class or advance to the next grade level.

Unlike human graders who can interpret information in 
front of them, particularly when given the subjective task of 
grading an essay, an algorithm only knows what to look for 
what it is trained to grade on. The AI scoring agent is trained 
by feeding the machine learning algorithm sets of data or 
models that have already been scored by humans. The 
machine processes the results, systematizing the process of 
figuring out what student output is passing or failing. Then, 
it takes the training set and applies it to new assignments, 
making a prediction about how the assignments should be 
graded using what it has learned. The scoring engine meas-
ures the metrics, but the rest is often lost in the translation: 
What about environmental factors that can negatively impact 
test taking students? This issue is briefly addressed in “#tres-
dancing” when a student fails because an online test requires 
students to be in a private solitary space.

Facial Recognition and Stereotyping

Image or facial recognition systems that use biased machine 
learning data sets contain inherent racial and gender biases. 
A recent study conducted by the U.S. National Institute of 
Standards and Technology or NIST confirmed that even 
the best facial recognition software has algorithmic bias 
(Grother et al., 2019). NIST quantified the accuracy of face 
recognition algorithms for demographic groups defined 

by sex, age, and race or country of birth. They used algo-
rithms with large datasets of photographs collected by the 
U.S. government, including mugshots and photos taken for 
immigration benefits, visas and border crossings. One such 
algorithm used by the AEGIS system misidentified African 
American men twice as often and African American women 
ten times as often as their white counterparts (Fergus, 2020). 
Some school districts have started using facial recognition 
software that has problems identifying the faces of African 
American students.

Facial recognition technologies allow for the extraction 
of a wide range of features from images. Researchers found 
that face analyzing A.I. systems work significantly better for 
white faces than black ones (Buolamwini & Gebru, 2018; 
Buell, 2018). Joy Buolamwini, a Ghanaian Canadian com-
puter scientist and digital activist, discovered that wearing 
a white mask worked better than using her actual face (Lee, 
2020). Buolamwini and Gebru (2018) looked at how well 
corporate face-scanning systems did at figuring out whether 
a person in a picture was a man or a woman. The study found 
that if the person in a photograph was white and male, then 
the systems guessed correctly more than 99% of the time. On 
the other hand, the systems failed to identify Black women 
50% of the time. The reason for this is that most face-analy-
sis programs are trained and tested using databases of hun-
dreds of pictures, which research has found are overwhelm-
ingly white and male (Buolamwini & Gebru, 2018).

“#tresdancing” highlights the experiences of a Black 
Canadian girl who is made to use AI-driven software that 
tracks her eye movements, even as research indicates that 
the algorithms embedded in this type of system has a prob-
lem with registering darker facial features, which can lead 
to more mistakes (i.e., mistaken identity, racial profiling). 
According to Perry and Turner-Lee (2020) students like 
Frankie will face greater inequalities if educators go too 
far toward digitizing education without considering how to 
check the inherent biases of the (mostly white) developers 
who create AI systems. Joy Buolamwini and Algorithmic 
Justice League (2020) call for developers to build better 
“face databases for development and testing that display 
more diversity across parameters such as race, gender and 
age.”

Section 3: Speculative Design Thinking 
and Liberatory Design

What is lacking in the mainstream technology sector can 
be found elsewhere, where practitioners, artists, and activ-
ists engage their communities in brainstorming processes 
to identify and solve tough challenges. They use design 
thinking to prototype ideas and learn from mistakes. Design 
thinking may offer some direction to developers who are 
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tasked to address the needs of the most vulnerable, underrep-
resented student populations. To avoid embedding inequity 
in future EdTech products, developers must intentionally 
avoid status quo design or designing for the “average stu-
dent”, who is often portrayed as white, male, and middle- to 
upper-income. Design thinking for a more equitable future 
must include a broader range of perspectives and lived expe-
riences. Future-facing design ideas created by people under-
represented in the EdTech field can provide guideposts for 
private sector development.

Researchers, artists and practitioners use speculative 
design to apply what is referred to as.

foresight to interrogate the development and use of AI 
technology. According to Buehring and Liedtka (2018:140) 
having foresight when designing projects can help foster 
inclusion and equity, as well as provide opportunities to 
learn through design thinking, especially prototyping and 
experimentation. Employing this strategy in the develop-
ment of emerging technologies invites new perspectives 
such as the examples included in this paper that use current 
knowledge of AI technology to explore alternative futures 
that might happen, is likely to happen, and in ways that more 
diverse groups want to happen. Also, it gives participants 
from underrepresented groups a different role in the creation 
of AI technology solutions.

Persistent inequities in the technology field extended to 
mainstream science fiction where, according to writer and 
cultural critic Dery (1997:188), the lack of diversity was a 
sign for underrepresented groups to keep out. Alternative 
practices were established to encourage members of these 
groups to challenge narrow assumptions, preconceptions 
and givens about the role technology plays in their lives. 
Dery interviewed sci-fi writer Samuel Delany who made 
the distinction between the white boxes of computer technol-
ogy and the black boxes of modern street technology (Dery, 
1997:192). Whereas the white boxes are used to develop 
software for computer-based/mediated instruction, the black 
boxes such as mobile phones are popular with people from 
underrepresented groups. Speculative design re-casts artists, 
writers and cultural critics from these groups as practitioners 
whose works propose changes to existing systems, encourag-
ing readers/viewers to imagine and explore a range of ideas 
that provoke thought about their past, present, and future 
engagements with technology.

Afrofuturism and Liberatory Design

Dery (1997:185) coined the term Afrofuturism in 1994 to 
describe “speculative fiction that treats African American 
themes and addresses African American concerns in the 
context of twentieth century technoculture.” This domain 
has grown to include other areas such as speculative design, 
which is a method used to help people address societal 

problems and look towards the future—and create projects 
for those scenarios (Dunne & Raby, 2013). One of the earli-
est examples of this for African Americans is a short treatise 
written by Amiri Baraka circa 1971 that calls for creators, 
designers, and developers to learn that “western technology 
must not be the end of our understanding” of the technology 
fields. The next wave, commonly referred to as Afrofutur-
ism 2.0, has applied a “liberatory design lens” to enable 
designers and software developers to engage a Black ethos 
in seeing – as articulated by Baraka – “everything fresh and 
‘without form’ to “then make forms that will express us 
<Blacks/African-Americans> truthfully and totally” (Win-
chester, 2019; Baraka, 1971).

Through Afrofuturism and speculative design, Black and 
indigenous storytellers, artists, and makers address algo-
rithmic bias in AI by applying a liberatory design lens to 
technology development such as Jeremy Vincent’s EdTech 
venture AfroBrainiac (2022). The Iyapo Repository facili-
tates community-driven, speculative design thinking work-
shops, to collect materials such as field notes to be made into 
physical artifacts (Gaskins, 2021:25; Okunseinde, 2020:92; 
Sinclair, 2017). Ayodamola Okunseinde’s Incantation cri-
tiques AI algorithms as “languages of exclusion” and asks us 
to re-assess the development and predictive power of these 
systems (Fortunato, 2020). Stephanie Dinkins recruited cod-
ers and creative technologists from underrepresented groups 
to create a storytelling AI robot. The AI’s storytelling algo-
rithm is driven by a training dataset that repurposes text 
from Toni Morrison’s Sula and the artist’s family interviews 
(Gaskins, 2021:28).

EdTech developers can learn from projects such as Afro-
Brainiac, Incantation, and Dinkins’ storytelling AI, which 
are at the intersection of Afrofuturism and speculative 
design. These works often examine the darker side of tech-
nology, wherein developers can anticipate and find potential 
issues that could be used to find better solutions. Anatola 
Araba Pabst (2021) created an animated short film titled 
“Afro Algorithms” that imagines a distant future where AI 
technology and machine learning are a part of everyday life. 
The film’s main protagonist, Aero, is an AI-driven robot 
who becomes a world leader. At some point, Aero realizes 
that important voices and worldviews are missing from her 
databank, including the experiences of the historically mar-
ginalized and oppressed. Aero resolved to fix this problem 
by seeking out and finding the missing data to add to her 
dataset. The intention of this film is to spark “conversations 
about race, technology, and where humanity is driving the 
future of this planet” (Pabst, 2021).

Stephanie Dinkins (see Civin, 2022) believes that AI has 
the potential to become a “democratic survey tool, taking in 
many ideas, analyzing them, and sketching exciting frame-
works for action”, which aligns with EdTech researchers’ 
calls for addressing the threat algorithmic bias poses to AI in 
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the EdTech industry. Referencing Afrofuturism and specu-
lative design at varying stages of the EdTech development 
process can detect insights that address risks and harms in 
AI and lay out the constraints of current technological capa-
bilities and resources, and what would need to change in 
order to create a more equitable future (Buehring & Liedtka, 
2018:141). Educational opportunities in underrepresented 
and underserved communities can help to establish a future-
focused process that benefits these groups to get at what 
might happen, what is likely to happen, and what they want 
to see happen. Combining these elements and practices in an 
iterative, culturally relevant way creates a space for moving 
from speculative design thinking towards a liberatory prac-
tice and mindset in EdTech AI-driven software development.

Conclusion: Challenges 
and Recommendations

EdTech developers use data to train algorithms that promise 
to personalize learning, identify at-risk students, and save 
teachers’ time. However, without examining the biases that 
influence this data, companies using AI can amplify exist-
ing racial biases, along with their own assumptions, into the 
products created for students to use. Programmers, who are 
mostly white and male, lack the necessary knowledge and 
flexibility to address persisting digital inequalities marked 
by disparities across socio-demographic groups in terms of 
access, skills, and different uses of the technology perhaps in 
ways that were not intended. Layers of bias and racism can 
move from one system to the next, especially when diverse 
sources of information and data are not considered at the 
development phase. The use of biased algorithms in facial 
recognition, and surveillance have the potential to have very 
negative impacts on historically marginalized, underrepre-
sented ethnic students that rely more and more on AI tech-
nology at home and school. This paper looked at a variety of 
projects (e.g., films, toolkits, applications) that hold tremen-
dous promise to help educators, developers, and researchers 
address bias and racial inequity.

Algorithms can reaffirm existing inequalities such as in 
standardized testing that impact high stakes admission deci-
sions, the systematic misrepresentation of the historically 
marginalized and the representational harms of denigration 
and stereotyping. AI in standardized testing has been shown 
to under-score black students and show bias against other 
groups. Automated AI scoring agents are not designed to 
consider environmental factors out of students’ control that 
can negatively impact their test taking performances. Facial 
recognition software, used in some EdTech software, strug-
gles with registering women and darker faces, which leads 
to mistaken identities and racial profiling. To counter these 
issues, researchers are calling for developers to be more 

intentional about addressing bias when creating AI-powered 
technology.

EdTech solutions need to balance empowering student 
users as critical digital agents of change while ensuring that 
the solutions provide a safe space for encouraging them to 
learn about AI and algorithmic bias. EdTech developers 
can learn from Afrofuturism and speculative design pro-
jects that examine the darker side of AI, providing fictional 
and non-fictional scenarios that address the current needs of 
the historically marginalized and underserved. EdTech com-
pany AfroBrainiac uses Afrofuturism and ‘digital play’ to 
engage youth in AI. Films such as “#tresdancing” and “Afro 
Algorithms” can provide EdTech developers with design 
archetypes of users that can help them better understand 
the educational and personal contexts of underrepresented 
groups. These works (tools, films, art) channel alternative 
frameworks that addresses equity through the generation of 
new ideas and prototypes that counter bias and other nega-
tive effects of AI in underrepresented and under resourced 
groups.

New avenues of research and creative work are urgently 
needed because oppressive algorithms are increasingly being 
used in systems that more and more students are required to 
use. These algorithms have the potential to amplify exist-
ing inequalities. Some work has already been done such as 
The AI in Education Toolkit for Racial Equity, the EdSAFE 
AI Alliance, and Digital Promise that are assesses the util-
ity and fairness of AI in EdTech. The Algorithmic Justice 
League combines art and research to illuminate the social 
implications and harms of AI. There is much at stake: AI 
systems can be trained to promote or discriminate, approve 
or reject, or render visible or invisible. Thus, they must be 
interrogated, and we must have wider public discussions 
about their consequences. By learning from past missteps, 
we can instead move towards a future where more people 
feel liberated to reimagine constructions of race (class, gen-
der, etc.), but also how this could lead to more liberatory 
constructions of AI in the future.
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