
J SYST SCI SYST ENG
Vol. 33, No. 2, April 2024, pp. 232–258 ISSN: 1004-3756 (paper), 1861-9576 (online)
DOI: https://doi.org/10.1007/s11518-024-5591-2 CN 11-2983/N

An Adaptive Local Grid Nesting-based Genetic Algorithm for

Multi-earth Observation Satellites’ Area Target Observation

Ligang Xing, Wei Xia, Xiaoxuan Hu, Waiming Zhu, Yi Wu
aSchool of Management, Hefei University of Technology, Hefei 230009, China

bKey Laboratory of Process Optimization and Intelligent Decision-making, Ministry of Education, Hefei 230009, China
cIntelligent Interconnected Systems Laboratory of Anhui Province, Hefei 230009, China

xingligang@mail.hfut.edu.cn, xiawei@hfut.edu.cn (�), xiaoxuanhu@hfut.edu.cn, zhuwaiming@mail.hfut.edu.cn,

wuyi@mail.hfut.edu.cn

Abstract. The Scheduling of the Multi-EOSs Area Target Observation (SMEATO) is an EOS resource schedul-

ing problem highly coupled with computational geometry. The advances in EOS technology and the ex-

pansion of wide-area remote sensing applications have increased the practical significance of SMEATO. In

this paper, an adaptive local grid nesting-based genetic algorithm (ALGN-GA) is proposed for developing

SMEATO solutions. First, a local grid nesting (LGN) strategy is designed to discretize the target area

into parts, so as to avoid the explosive growth of calculations. A genetic algorithm (GA) framework is

then used to share reserve information for the population during iterative evolution, which can generate

high-quality solutions with low computational costs. On this basis, an adaptive technique is introduced to

determine whether a local region requires nesting and whether the grid scale is sufficient. The effectiveness

of the proposed model is assessed experimentally with nine randomly generated tests at different scales.

The results show that the ALGN-GA offers advantages over several conventional algorithms in 88.9% of

instances, especially in large-scale instances. These fully demonstrate the high efficiency and stability of

the ALGN-GA.
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1. Introduction

Earth observation satellites (EOSs) are

launched for the primary purpose of imaging

surface from orbit (Sun et al. 2021). In the

practical applications, multiple EOSs are usu-

ally arranged to collaboratively image the area

target in the scenarios such as urban planning

and construction (El Garouani et al. 2017),

wide-area ocean searching (Wang et al. 2020),

assessment and management of agriculture

(Karthikeyan et al. 2020). For example, in

March 2020, a large forest fire spread rapidly in

Liangshan, Sichuan Province, China. Several

EOSs, including Fengyun-3, Fengyun-4, and

Gaofen, were quickly deployed to collabora-

tively image the area affected by the forest fire

in a short time.

The area target shaped like a polygon (ab-

breviated as "polygon") is too large to be im-

aged completely by an EOS in a single shot.

In addition, observation requirements for the

polygon involve time limits, making it diffi-

cult for a single satellite to complete a time-

bounded observation requirement by taking

multiple shots. As such, multiple EOSs are

usually arranged to collaboratively image the

polygon within a specified time (Chen et al.
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2020).

The scheduling of the multi-EOSs area tar-

get observation (SMEATO) is an optimization

problem. It is stated as follows: Given several

heterogeneous EOSs and a large polygon wait-

ing to be imaged, develop a workable schedule

for each EOS to allow for imaging the polygon

as completely as possible within a specified

short time. The solutions to the SMEATO are

infinite due to the variables that represent the

roll-pitch angles take values from some con-

tinuous intervals. In addition, because the

generated strips are strongly associated with

the EOSs’ imaging directions, the SMEATO is

coupled to computational geometry. As such,

the SMEATO is a continuous space combinato-

rial optimization problem coupled with com-

putational geometry. It is nearly impossible

to develop exact algorithms for finding the

global optimal solutions of such a problem.

In fact, the traditional EOSs scheduling prob-

lem is known to be NP-complete (Gabrel et al.

1997).

A well-known strategy for reducing the

couple with computational geometry is to

build a grid to discretize the area (Yuan et al.

2011). A grid-based split algorithm is devel-

oped by Zhu et al. (2019a) to first build a grid

to discretize the polygon into many cells, and

then generate several candidate strips accord-

ing to an imaging opportunity based on the

grid (Zhu et al. 2019b). However, it can be dif-

ficult to determine the most suitable gridding

granularity directly. For instance, when the

gridding granularity is too large, it is difficult

to formulate a reasonable scheme as the gener-

ated candidate strips are too few. On the other

hand, calculating a solution in an acceptable

time is challenging if the polygon is divided

into too many small cells. The same strip in

two grids of different gridding granularity, as

shown in Figure 1.

In this paper, we first consider whether it is

appropriate to build a grid with the same grid-

ding granularity to discretize the entire poly-

gon. For example, when a part of the polygon

cannot be covered by any of the given EOSs, ad-

ditional grids for this part are unnecessary. An

effective strategy is to divide the entire polygon

into several separate local regions, so that the

gridding granularity of each local region can be

determined respectively. Accordingly, we pro-

pose a novel method for solving the problem.

In this method, feasible solutions are formed

with initial strips gained from the primary uni-

form rough grid, which are then improved by

adding newly generated alternative strips dur-

ing each iteration.

The primary contributions of this paper are

as follows. 1) We propose a local grid nesting

(LGN) strategy to transform the entire polygon

into separate decision-making and processing

components. This significantly improves the

flexibility of grid division for polygons and re-

duces the waste of computational time caused

by using a uniform small size of cells in the

grid. 2) We adopt a genetic algorithm (GA)

(Arbor and Holland 1975) as a framework for

implementing the LGN and design an adap-

tive GA mutation operation for LGN (ALGN-

GA). The GA’s population processing and mul-

tiple iteration abilities can not only simplify the

work of grid partitioning and strip construc-

tion (required for the initial solution), but also

save the information from local grids and strips

when they are first constructed. The ALGN-
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Figure 1 The Same Strip in Different Grids

GA can determine the local regions that should

be retained in the current grid and those that

require deep nesting. The mutation probabili-

ties are determined based on the coverage con-

tribution of selected strips in the parent so-

lution and the potential increase in computa-

tional time resulting from further nesting of a

given region.

The remainder of this paper is organized

as follows. Section 2 provides a literature re-

view of related works. Section 3 presents the

description and modeling of an SMEATO. Sec-

tion 4 introduces the LGN strategy. Section

5 describes the proposed ALGN-GA process.

Section 6 discusses the validation experiments

and corresponding results. Finally, Section 7

concludes the paper.

2. Literature Review

The following review of related studies is pro-

vided from the perspective of two SMEATO

sub-problems: area target decomposition and

scheduling optimization.

2.1 Area Target Decomposition Methods

How to divide the area is one of the most chal-

lenging problems in EOS area target observa-

tion. Hu et al. (2019) describe the observa-

tion problem using several EOSs with simi-

lar orbits, and divide the area target into sev-

eral closely arranged parallel strips. Obviously,

this approach of dividing the area depends on

EOSs’ conditions and orbital parameters, and

is not suitable for multiple-EOS with different

configurations. There are some EOS systems

that use a pre-set positioning reference sys-

tem, including the worldwide reference system

(WRS) used by the U.S. in planning Earth ob-

servation missions for the Landsat series EOSs

and the grid reference system (GRS) used by

the French SPOT EOSs. However, these pre-

defined reference systems generally only con-

sider the areas in which the EOS is looking di-

rectly at the ground without taking the EOSs’

rolling capabilities into account. As such, the

segmentation of area targets using a reference

system often limits EOS imaging capabilities

and does not take full advantage of remote

sensing resources (Zhang et al. 2012).

A review of previous studies suggested that

dividing the area based on the grid is a com-

mon strategy for multi-EOSs problems. The

most significant advantage of this strategy is

that it can decouple the EOS trajectory from
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the location of the target area with low compu-

tational cost. Li et al. (2006) decompose area

targets based on grids with the same intervals

of latitude and longitude. Zhu et al. (2019b)

design a grid-based split technique that offers

higher flexibility of constructing strips by refer-

ring to the grid locations. The granularity of

the grid will obviously affect the coverage ac-

curacy when using the grid-based dispersion

method. However, it is determined empiri-

cally in most practical applications (Zhang et

al. 2012). Notably, Hu et al. (2021) propose

a nested father-child structure, in which the

smaller-grained grid is not acquired by direct

division but by subdividing the larger-grained

grid. However, they only test the nested grid

once with only a single pair of father-child

grids, but do not conduct in-depth verifica-

tion of nesting effects. In this paper, the grid-

based split and father-child structures are used

to conduct a further investigation of gridding

granularity for area targets.

2.2 Scheduling Optimization Algorithms

Several algorithms have been applied to the

EOS scheduling. For example, Lemaître et al.

(2002) compare the effects of greedy, dynamic

programming, constrained programming, and

local search algorithms to solve regional prob-

lems, providing a discussion of different usage

scenarios for each algorithm. Gabrel and Van-

derpooten (2002) use the enumeration to de-

fine a feasible and satisfactory shot sequence

for EOS. Perea et al. (2015) model the multi-

EOSs area targets problem as a set of coverage

tasks and solve it with the greedy constructive

algorithm. In addition, some other prominent

local search algorithms, such as simulated an-

nealing algorithm, tabu search algorithm, are

also employed in EOS scheduling (Peng et al.

2011, Sarkheyli et al. 2013, Wang et al. 2015).

However, these algorithms either have a high

computational cost or can easily lead to subop-

timal results.

Bio-inspired algorithms, which usually in-

volve some form of intelligence, are ideal alter-

natives to solve the combinatorial optimization

problems. Dorigo and Gambardella (1997) in-

troduced the Ant Colony Optimization (ACO)

algorithm as a novel approach based on the

foraging behavior of real ant colonies, which

has become a popular and effective method

for solving a wide range of combinatorial op-

timization problems, including the Traveling

Salesman Problem. Zhang et al. (2014) pro-

pose a novel approach for multi-satellite con-

trol resource scheduling using ant colony op-

timization. They address the issue of allo-

cating resources, such as power, bandwidth,

and memory, to a group of satellites while

satisfying various constraints, such as com-

munication link quality, mission objectives,

and equipment limitations. The problem is

formulated as a multi-objective optimization

task, and ant colony optimization, a nature-

inspired optimization technique, is used to ob-

tain the optimal solution. Karaboga and Bas-

turk (2007) introduce the Artificial Bee Colony

(ABC) algorithm, a metaheuristic optimiza-

tion approach inspired by the foraging be-

havior of honeybees, which has demonstrated

high effectiveness across various optimization

problems. Luo (2020) presents a hybrid bi-

nary artificial bee colony algorithm for solving

the satellite photograph scheduling problem.

The algorithm combines the strengths of bi-
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nary encoding and artificial bee colony algo-

rithms to optimize the scheduling of satellite

photographs while considering various con-

straints, such as the availability of satellites

and the need to cover specific areas at specific

times. These studies demonstrate the potential

of bio-inspired algorithm for solving complex

optimization problems.

The genetic algorithm, a well-known bio-

inspired algorithm, was first developed by Ar-

bor and Holland (1975). As a global optimiza-

tion probability search technique, the GA has

the dual advantages of parallel search based on

exchanges within the population and new fea-

tures generated by natural mutation. As such,

it has been widely adopted to solve various

combinatorial optimization problems, includ-

ing EOS scheduling. Song et al. (2019) use GA

to optimize the generated task sequence in the

satellite image downlink scheduling problem

to achieve higher profit. Zhou et al. (2015) ap-

ply GA to the multiple geosynchronous EOS

inspection problem. And Zhu et al. (2019a)

use GA to investigate an integrated approach

to Earth observation satellite scheduling.

In addition to effective crossover and muta-

tion strategies, the probability of these events

is also crucial in determining the efficiency of

GA. In traditional GA, mutation probability is

an empirical value that remains fixed. How-

ever, if the mutation probability is too small,

the population will converge to a local opti-

mum due to a lack of diversity. And it will

be difficult to preserve the good traits of better

solutions when the mutation probability is too

large. Srinivas and Patnaik (1994) propose an

adaptive GA (AGA), in which the probability

of crossover and mutation will increase when

the fitness of individuals is low and decrease

when the fitness of individuals is high. Some

researchers have used AGAs to solve EOS area

target observation problems. Li et al. (2019)

introduce an activation sigmoid function into

the calculation of crossover and mutation prob-

ability to optimize the rolling angle for a lu-

nar EOS in an area imaging task. Computa-

tional experiments demonstrate that AGAs ex-

hibit obvious advantages over traditional GA

in searching for optimal results. This paper

also utilizes adaptive parameter adjustments

to determine mutation probabilities.

3. Problem Formulation

3.1 Problem Description

Figure 2 illustrates the scenario investigated

by the SMEATO problem, which involves

an imaging requirement for an earth area

of polygonal shape and multiple EOSs, each

equipped with a visible light camera capa-

ble of scanning and imaging the Earth’s sur-

face. However, the size of the polygonal area

is larger than the imaging scope of an EOS,

and thus, it cannot be fully imaged in a sin-

gle pass. The camera onboard the EOS has a

rolling angle range, which defines the maxi-

mum rolling angle when it swings to its ex-

treme position. By swinging to the maximum

rolling angle in both directions, the camera can

obtain a maximum image field for each imag-

ing opportunity, represented by the areas de-

noted by the dotted lines in Figure 2. This

image field is called the field of view and rep-

resents the largest range that can be scanned

within a given time window. However, due to

the limited viewing angle of the camera, each
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polygon request must be divided into strip ar-

eas (abbreviated as "strips"), represented by

rectangles on the plane of the field of view,

which correspond to the imaging range of an

EOS scan.

The curve formed by the intersection of a

straight line, drawn from the orbit of the EOS

to the centre of the earth, and the Earth’s sur-

face is called the ground track. The strips may

traverse the ground track through its centre or

not intersect it, but must always remain par-

allel to the corresponding ground track. The

time period during which an EOS flies over or

near the polygon and is able to effectively im-

age the target is called visible time window.

It is important to note, however, that there is

a maximum imaging time span for each EOS,

and it cannot take continuous photos for an ex-

tended period during a single imaging action.

Since the camera on the EOS is capable of

taking pictures at various rolling angles, each

EOS has the freedom to determine which part

of a polygon can be imaged during an imag-

ing opportunity. Therefore, the location of the

strip imaged by an EOS during an imaging op-

portunity is variable. Furthermore, the length

of the strip is not fixed but depends on the

coverage start and end times. Consequently,

multiple candidate strips exhibiting different

coverages could be acquired for each opportu-

nity. A set of strips (with different start times,

end times, and rolling angles) acquired dur-

ing the same imaging opportunity is called a

brother strip set. The strips in a brother strip

set are mutually exclusive, meaning that once

a strip is selected, the corresponding oppor-

tunity is occupied along with the determined

angle and time slot.

The SMEATO problem can be summarized

as satisfying the imaging request as completely

as possible with limited EOS resources. Specif-

ically, we need to compose an imaging plan

that determines the rolling angle of each EOS

over the polygon for each visible time window,

as well as the imaging start and end times.

Observation strips determined by the imaging

plan form a final coverage scheme. The objec-

tive of the problem is to make full use of inad-

equate EOS resources to cover the maximum

area in the polygon. Thus, the maximum per-

centage of coverage for the polygon is used as

the optimization objective.

To compose such scheme, some realistic

constraints should be considered including: 1)

The rolling angle of the camera onboard each

EOS is less than its corresponding maximum

rolling angle. 2) Each EOS can only image a

single strip in one opportunity. 3) Each strip

must be imaged during its corresponding vis-

ible time window. 4) The continuous imaging

duration of each EOS is less than the corre-

sponding maximum imaging time span during

a single imaging action.

In practical applications, the execution of

imaging tasks by EOSs is subject to several

restrictions such as energy, storage, and data

download limitations. In cases where energy

or storage surpasses these limits, targets can-

not be observed, and mission completion is im-

possible when the satellite’s image data cannot

be downloaded promptly. Consequently, this

paper adopts the following realistic assump-

tions: 1) each EOS carries only one camera;

2) storage and energy are sufficient; 3) ground

stations have sufficient antenna resources to

receive EOSs’ image data at a given time; 4)
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Figure 2 Area Target Coverage from Multiple EOSs

although EOS ground tracks are curved, they

can be approximated as tangential paths dur-

ing short imaging times. These assumptions

are primarily based on the characteristics of

the Chinese Gaofen-series satellites and have

been extensively utilized in related literature.

3.2 Mathematical Model

The problem has a complicated objective and

constraints. We develop a constraint optimiza-

tion formulation to model the problem. The

notations used in the model and their defini-

tions can be found in Table 1.

The problem aims to optimize the use of

limited EOS resources by maximizing the cov-

erage of a given polygon. The actual coverage

of the polygon is the union of all selected strips

for all imaging opportunities. Let ri jk be the

area for si jk and f be the actual coverage of

the polygon. A decision variable xi jk is used

to denote whether the strip si jk is selected. If

the strip si jk ∈ Si j is selected, xi jk � 1; Other-

wise, xi jk � 0. The optimization objective is

defined as the maximum percentage of poly-

gon coverage. Then, we obtain the following

equation:

f � max∪|F |i�1
∪|Ci |

j�1
∪|Si j |

k�1
ri jk × xi jk (1)

The rolling angle of the camera onboard each

EOS is less than its corresponding maximum

rolling angle, as follows.

|ωi jk | ≤ Wi , ∀i ∈ I , ∀ j ∈ J , ∀k ∈ K (2)

The restriction, which requires each EOS to im-

age no more than one strip for each opportu-

nity, is expressed as follows.

|Si j |∑
k�1

xi jk ≤ 1, ∀i ∈ I , ∀ j ∈ J , ∀k ∈ K (3)

Each strip must be imaged during its corre-

sponding visible time window, which is given

as follows.

⎧⎪⎪⎨
⎪⎪⎩

ai jk ≤ bi jk

ei jk ≤ di jk

∀i ∈ I , ∀ j ∈ J , ∀k ∈ K (4)

The continuous imaging duration of each EOS

is less than the corresponding maximum imag-

ing time span during a single imaging action.

0 ≤ ei jk − bi jk ≤ Ti , ∀i ∈ I , ∀ j ∈ J , ∀k ∈ K

(5)
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Table 1 The Table of Notations that Used in the Formulation

Notation Definition

i EOS index, i ∈ I � {1, 2, · · · , |F |}, where |F | is the total number of EOSs

Fi the i − th EOS, Fi ∈ F � {F1 , F2 , · · · , F|F | }

j
imaging opportunity index, j ∈ J � {1, 2, · · · , |Ci |}, where |Ci | is the total number of

the imaging opportunities for Fi

ci j the j − th opportunity for Fi , ci j ∈ Ci � {ci1 , ci2 , · · · , ci3}
k strip index, k ∈ K � {1, 2, · · · , |Si j |}, where |Si j | is the total number of strips for ci j

si jk the k − th strip for ci j , si jk ∈ Si j � {si j1 , si j2 , · · · , si j |Si j | }
Wi the maximum rolling angle for the camera onboard Fi

Vi the viewing angle for Fi

Ti the maximum imaging time span for Fi

oi j the ground track segment for ci j

vi jk the visible time window corresponding to ci j

ai jk the start time for vi jk

di jk the end time for vi jk

bi jk the start time for imaging si jk

ei jk the end time for imaging si jk

ωi jk the rolling angle corresponding to si jk

ri jk the area for si jk

li jk the left boundary line of si jk

xi jk a decision variable. If the strip si jk is selected, xi jk � 1; Otherwise, xi jk � 0

Equations (1)-(5) constitute the constraint

optimization formulation for the primal

SMEATO problem, which aims to compose an

imaging plan for limited EOS resources that

covers the maximum area in a polygon. The

optimization objective is to achieve the max-

imum percentage of coverage for the poly-

gon. The model considers several realistic con-

straints, such as the maximum rolling angle of

the camera onboard each EOS, the ability of

each EOS to image a single strip in one oppor-

tunity, the requirement that each strip must be

imaged during its corresponding visible time

window, and the limitation on the continuous

imaging duration of each EOS.

As described, each imaging strip corre-

sponds to a variable, and all variables take val-

ues from continuous intervals. Different start-

stop imaging times and roll-pitch angles result

in considerable variation in the lengths and lo-

cations of the strips for each imaging oppor-

tunity. The problem is obviously a nonlinear

combinatorial optimization problem in contin-

uous space. Moreover, the generated strips

are strongly associated with the imaging di-

rections of the EOSs. Because the polygon has

multiple imaging opportunities in different di-

rections due to the heterogeneity of the EOSs,

the SMEATO is coupled with computational

geometry. It is nearly impossible to develop

efficient exact algorithms to find the global op-

timal solutions of the primal SMEATO prob-

lem. Therefore, the SMEATO described in this

paper is much more challenging than the tradi-
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tional EOS problem, which only considers the

optimization of strip selection.

4. Grid-based Method of Discretiza-
tion

This section provides detailed descriptions of

the grid-based discretization method used to

solve the SMEATO problem. As a contin-

uous space combinatorial optimization prob-

lem coupled with computational geometry, the

SMEATO theoretically has an infinite number

of values for variables. However, executable

solutions require discrete variable values and a

solution space with a limited number of combi-

nations. In this paper, the widely used grid dis-

cretization technique is adopted to discretize

the polygon into a grid with many square units,

each of which forms a cell. The corresponding

finite strips construction process is described

as follows.

4.1 Grid-based Split

The strip construction technique used in this

paper is adapted from a method developed by

(Zhu et al. 2019a). As shown in Figure 3, the

grid, denoted as G, comprises many square

cells. Three anchor cells called the left cell t ∈
G, the top cell g ∈ G, and the bottom cell u ∈ G

are established and used to determine the left,

upper, and lower boundaries of each feasible

strip. Anchor cells can be reused, either for a

single strip or for different strips. The Figure

3 shows a strip from the top left to the bottom

right on the left, and another one from the top

right to the bottom left on the right.

Taking the left strip as an example, when

the opportunity ci j and the corresponding

ground track segment oi j are known, a cell

can be determined by forming a line which

is parallel to oi j and pass through the lower

left vertex of the cell. Furthermore, the de-

termined cell must be in the maximum image

field for opportunity ci j so that the maximum

rolling angle constraint of the camera onboard

the EOS is satisfied. The formed line is de-

noted as l1 and serves as the left boundary of

the new strip. And then, the rolling angle can

be uniquely determined after the left boundary

l1 is identified. Let dt represents the distance

from l1 to oi j and hi be the altitude of the EOS

Fi . The width wt of the corresponding strip

can be calculated by equation (6).

wt �

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

dt − ht × tan(arctan(dt/hi) − Vi),
if arctan(dt/hi) > Vi

dt + ht × tan(Vi − arctan(dt/hi)),
if arctan(dt/hi) ≤ Vi

(6)

After the line l1 and the strip width wt are

calculated, the position of the line l2, which is

the right boundary of the strip, can also be de-

termined. Finally, a pair of cells, g and u, can

be identified between the parallel lines l1 and

l2. Both the line l3 and l4 are perpendicular to

oi j and are drawn through the upper left ver-

tex of cell g and the lower right vertex of cell

u, forming the upper and lower boundaries of

the strip, respectively. The number of anchor

cell triplets in the grid that conform to these

relationships dictate the maximum number of

alternative strips. The pseudocode of the im-

proved grid-based split method can be found

in Algorithm 1.

Furthermore, while the generated strips are

allowed to overlap, each newly generated strip

should be compared with existing strips in the

same opportunity to eliminate redundancy in
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Figure 3 The Grid, Cells, and Grid-based Strip Generation

Algorithm 1 Grid-based splitting

Input: covering opportunity ci j and grid G

Output: candidate strips set Si j

1: for m � 1 → |G | do

2: /*tm is the m − th cells in G */

3: Calculate l1 and w(tm) according to tm

4: Calculate l2
5: /*G′ is the part of G between the parallel

lines l1 and l2 */

6: for n � 1 → |G′| do

7: for o � 1 → |G′| do

8: /*gn and uo are the n − th and ot h

cells in G′, respectively */

9: if < tm , gn , uo > satisfy conditions

then

10: generate α according to

< tm , gn , uo >

11: Si j ← α
12: end if

13: end for

14: end for

15: end for

16: return candidate strips set Si j

strip sets. If the covering area of one strip is

a subset of another, the included strip will be

deleted. Polygon Boolean operation proposed

by Vatti (1992) is adopted to calculate the union

of selected strips and determine the coverage

of solutions in this paper.

4.2 Analysis of Difficulties

As a form of approximation, the granularity of

grid discretization affects both computational

complexity and results. Finer precision pro-

duces a more optimal solution but increases

the solution space, while lower precision re-

duces computational complexity and running

time but sacrifices solution optimality. The in-

fluence of the number of cells in the grid on so-

lution quality and computational cost are dis-

cussed below.

1) Theoretically, with maximum coverage

as the optimization goal, increasing the num-

ber of cells will inevitably improve results,

as the combinatorial optimization from larger

spaces will never be worse than that of smaller

spaces.

2) Constructing one strip requires a three-

layer traversal to search the grid for anchor cell
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triplet. The first layer traverses all cells in the

grid to find the left cell t, and the next two lay-

ers traverse the cells between the parallel lines

l1 and l2 to find the top cell g and the bottom

cell u. Let q be the average number of strips

generated from an opportunity, eliminating re-

dundant strips then requires comparing each

newly constructed strip with existing strips of

the same opportunity, and a total of
q(q−1)

2 com-

parisons are required to construct a strip set.

3) For a given opportunity ci j increasing

the number of cells generates a greater num-

ber of triplets of anchor cells that meet these

conditions, thereby enlarging the set of can-

didate strips. To identify a strip from each

brother strip set, we can easily figure out that

the total number of all feasible combinations

is |Si j |. Therefore, as the number of candi-

date strips for ci j increases, the total number of

all feasible combinations
∏i�|F |, j�|Ci |

i�1, j�1
|Si j | cor-

respondingly increases, and thereby results in

an expansion of the solution space.

In summary, the number of cells and strips

are key factors in determining the required

number of calculations and the quality of a

solution, and the number of strips is closely

related to the number of cells. Therefore, this

paper proposes a local nesting strategy to re-

solve the dilemma between solution results

and computational complexity, by indirectly

controlling the number of cells.

4.3 LGN Based on a Father-child Grid

In our proposed LGN strategy, grids with dif-

ferent sizes of cells coexist and the optimization

process for strip combination start from a grid

with small number of large cells. Sections of

target area are then gradually divided into ad-

ditional grids with smaller cells, thereby pro-

viding more candidate strips and expanding

the solution space in a controlled manner.

4.3.1 Father-child Grids
The father-child grid is proposed by Hu et al.

(2021) to speed up solutions for sub-problems

in column generation-based processes. In this

paper, we improve the technique with a novel

LGN strategy. In father-child grids, each fa-

ther cell from the father grid can completely

cover its child cells in the child grid. If a nest-

ing operation shortens the side length of a cell

to 1/2 of its original size, the father cell will

be divided into 4 child cells. If the length is

shortened to 1/3, one father cell will produce

9 child cells. Child cells can also be divided in

the same way. When there are more than two

nesting layers, every two adjacent grid layers

form a pair of father-child grids, and the new

cells will be completely covered by the origi-

nal father cell. Let P be the grid layer, which

increases with nesting operations, P � 1, 2, 3.

Father-child grids have two characteristics.

First, the father cells completely include child

cells, which ensures different layers of grids

and strips can coexist. Second, candidate strips

constructed in father grids are also feasible in

child grids. This implies that in a given area,

the set of strips constructed by child cells com-

pletely contains the set of the strips constructed

by father cells. In other words, nesting the grid

means expansion of the original set. According

to these characteristics, this paper applies the

nesting of father-child grids to the local grid

area, and proposes the LGN strategy.

4.3.2 Nesting of Local Regions
In this paper, the maximum image field (de-

fined in Section 3.1 and indicated by the dotted
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lines in Figure 2 and Figure 4) for opportunity c

is considered to be a local region, and denoted

as LRc . These types of local regions, divided

based on opportunities, are allowed to overlap

and do not affect each other. In LGN, father-

child grids are applied to local regions. Instead

of dividing the entire polygon area into a grid

with the same granularity, some parts of the

grid are divided deeper with smaller granular-

ity while other parts are kept at a higher layer

with a larger granularity. A triplet of anchor

cells can be found in the same layer and used

to form a strip. The strips on different layers

coexist in a grid are shown in Figure 4, where

the brighter cells indicate anchor cells for each

strip.

LGN can be conducted in two steps: nest-

ing the local grid of LRc and constructing new

strips for c in the nested grid. The details of

these two steps are as follows.

Step 1. Nesting the local grid of LRc

Initially, the entire area is evenly divided

into a grid with the same granularity. A set of

brother strips can be constructed for each op-

portunity in the first layer of the grid. Then a

feasible and smaller solution space can be de-

veloped accordingly. Constructing new strips

for opportunity c requires dividing each of the

cells in the local region LRc to acquire corre-

sponding child cells. The selection of an op-

portunity for nesting of the local region can

be incorporated into the algorithm with a GA

framework and, more specifically, into the mu-

tation operation. The details of this selection

method are discussed in Section 5.2.

Step 2. Constructing new strips for c in
the nested grid

After acquiring child cells for LRc , new

strips are generated for c using the child cells,

as discussed in Section 4.1. The strips in layer

P are denoted as SP
k and the set of brother

strips for opportunity c can be expressed as

SP � {sP
1
, sP

2
, · · · , sP

m} where m denote the to-

tal number of strips for c . Local grid nesting

of one opportunity does not affect the strips,

including the anchor cells, of other opportuni-

ties. For example, if LRc1 and LRc2 , which cor-

respond to different imaging opportunities (c1

and c2), are overlapping, the part of the over-

lap can also be divided when nesting LRc1 . But

LRc2 remains unchanged and generates no new

strips for c2 in this process, unless the nesting

of LRc2 is performed.

5. ALGN-GA

The proposed LGN strategy is combined with

an AGA to form the ALGN-GA. This section

describes chromosome encoding, the genera-

tion of initial solution for the SMEATO prob-

lem, a novel adaptive mutation operator, and

the crossover operator for the ALGN-GA. Fig-

ure 5 illustrates the flowchart of the ALGN-GA.

5.1 Encoding and Initialization

The first step in the ALGN-GA is to represent

the solution as a chromosome. Obviously, if

P1 � P2 , then |SP1

i j | � |SP2

i j |. In addition, |sP1

i jk |
and |sP2

i jk | represent two different strips, even

for the same k . Therefore, it is necessary

to store the strip layer and strip ID together

at the corresponding chromosome position to

uniquely identify the selected strip. As shown

in Figure 6, a double-layer chromosome is pro-

posed for the development of a feasible cov-

erage scheme. The length of a chromosome
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Figure 4 Local Grid Nesting and Multi-layer Strips

represents the number of imaging opportuni-

ties. Each opportunity equips a constant ID

corresponding to the order in which they are

provided. The strip selected for the oppor-

tunity are represented by a pair of arrays at

corresponding locations.

The numbers in the first row represent

the strip layer and the numbers in the second

row represent the strip ID. Deeper grid layers

are indicated by darker colors in Figure 6.

This chromosome represents a set of strips

{s1
i j6 , s

1
i j4 , s

3
i j52
, s2

i j21
, s2

i j2 , s
1
i j5 , s

3
i j32
, s1

i j11
, s4

i j40
, s1

i j7},
which is a coverage scheme. The fitness is the

coverage of the solution which is calculated

by the ratio of the union area for all strips

to the area of the target area. This encoding

strategy can give a fixed chromosome length

and avoid the redundant information. In the

ALGN-GA, the construction of initial solutions

is performed randomly. First, candidate strips

from all opportunities are constructed in the

first layer father grid, and a random strip is

then selected from each opportunity to form

an initial solution.

5.2 Adaptive Mutation Operator

5.2.1 Mutation Operator

GA mutation operators can be used to gener-

ate new characteristics that have not appeared

in the existing population to increase diversity.

In this paper, the role of mutation is not only to

improve initial solutions, but also to conduct

LGN. In each iteration, a random parent indi-

vidual F is first selected and represented as a

chromosome. Then, an opportunity ci j ∈ F

is selected, along with its accompanying strip

sP
i jk ∈ SP

i j , and ci j ∈ F can either result in a

mutation or not. If a mutation occurs, each

cell in LRcij is divided into child cells, and new

strips are constructed. The set of brother strips

SP+1
i j can then be acquired, and a new strip for

ci j will be randomly selected from the set SP+1
i j

to replace the original strip sP
i jk ∈ SP

i j . If no

mutation occurs, a new strip will be selected

from the original brother strip set SP
i j . Figure 7

shows an example of a mutation operator. Mu-

tation of the parent chromosome occurs at the

seventh opportunity. In this process, the strip

selected by the parent chromosome is denoted

No. 2 in the set S1, while the strip selected by
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the offspring chromosome is strip No. 27 in

the set S2 after mutation.

Figure 5 Flowchart of the ALGN-GA

It is worth noting that in the ALGN-GA, the

preservation and sharing of population genes

results in the nesting of layers for a single op-

portunity, which occurs no more than once

during the iterative process. The resulting strip

information can be shared in every population.

In other words, once LGN is initially conducted

for a ci j from layer P to P + 1 during the mu-

tation of a solution, SP+1
i j will be preserved.

When the same mutation occurs for another

solution, SP+1
i j can be acquired from the exist-

ing information and there will be no need to

reconstruct a new P+1 layer strip for ci j This is

one of the primary reasons for combining LGN

with the GA.

5.2.2 Adaptive Probability Function

In the first step discussed in Section 4.3, the

nesting of grids is performed in local regions,

and it is evident that individual areas can be

divided at different scales and speeds. Oth-

erwise, local nesting is meaningless. As such,

determining the optimal degree of nesting for

each local region is a crucial decision. In this

paper, the performance of a selected strip sP
i jk

is used to determine whether the opportunity

ci j required further nesting of LRcij , as part

of a brother strip set update from SP
i j to SP+1

i j .

As such, we develop an adaptive probability

mutation function involving the following def-

initions:

Definition 1 - Unique Coverage Area
(UCA): A certain part of the target area r ∈ R

covered only by a single strip s. The area of r

is the unique coverage area for the strip s and

is denoted UCAs .

Definition 2 - Efficient Strip Rate (ESR):
The ratio of UCAs to the area of strip s, denoted

ESRs .

Definition 3 - Actual Covering Rate (ACR):
The ratio of UCAs to the area of the target area

R, denoted ACRs .

Definition 4 - Scale Expand Magnification
(SEM): The ratio of the number of brother

strips in layer P to the number of brother strips

in layer P − 1: |SP |/|SP−1 |. This value for

the layer P and the opportunity c is denoted

SEMP
c . Note that SEMP

c ≡ 1, if P � 1.

For solutions consisting of multiple strips,

UCAs is the true value of a strip’s contribu-

tion to the coverage of a target area for the

solution. Two additional indicators, ESRs and

ACRs , are introduced to represent the effective

proportion of strip s and its contribution to the
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Figure 6 An Example of the Double-layer Chromosome

Figure 7 An Example of a Mutation Operation

entire solution, respectively. Higher values of

these two indicators imply a higher probability

of maintaining the current strip.

Furthermore, the number of strips gen-

erated from a certain opportunity depends

on several parameters, including the view-

ing angle, the maximum rolling angle for the

corresponding EOS, and the relative position

between the EOS trajectory and the target

area. These factors affect the number of strips

through geometric relationships, both directly

and indirectly. As such, we introduce SEM

to demonstrate the viability of further local re-

gion nesting. The value of SEMP
c can provide a

reference for opportunity c in advancing layers

from P to P + 1. A large SEMP
c value indicates

the nested opportunity c is likely to have a sig-

nificant calculation impact and tends to reduce

the possibility of nesting or generating a new

strip set SP+1.

Taking these indicators into consideration,

the adaptive mutation probability PCSk can be

calculated as follows:

PCSk �

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0.5 × e−ESRS + 0.2 × e−ACRS

+0.3 × ln (SEMP
c + e − 1)

SEMP
c + e − 1

, P < Pmax

p0 , P ≥ Pmax

(7)

where Pmax is the pre-established maximum

layer, whose value is affected by the actual size

of the problem, including the area of target,

the number of EOSs and opportunities. If the

current strip layer has reached Pmax, it will no

longer be nested, thus p0 is set to 0. It is im-

portant to highlight that the weights "0.5, 0.2,

0.3" were determined based on empirical expe-

rience and extensive simulation testing, which

involved multiple rounds of experimentation.

These weight values therefore represent our

best estimates for optimizing the algorithm’s

performance.

For P < Pmax, ESRS ∈ (0, 1] and e−ESRS ∈
[1/e , 1], such that 0.5 × e−ESRS ∈ [1/(2e), 1/2].
Similarly, 0.2 × e−ESRS ∈ [1/(5e), 1/5]. In ad-

dition, from SEMP
c ∈ [1,+∞)], we can calcu-

late that
ln (SEMP

c +e−1)
SEMP

c +e−1
∈ (0, 1/e]. And finally,
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PCSk ∈ [7/(10e), 7/10 + 3/(10e)) ⊂ (0, 1). The

corresponding adaptive mutation operation is

shown in Algorithm 2.

Algorithm 2 The adaptive mutation operation

Input: A parent solution F

Output: An offspring solution O

1: Propose a new solution O � F

2: Randomly select an opportunity c and the cor-

responding strip s ∈ O

3: Identify the strip set SP

4: O ← {O \s }
5: Generate a new set S′ ← SP

6: if P < Pmax for strip s then

7: Calculate the mutation probability PCSk

8: Generate a random number p′ ∈ (0, 1)
9: if p′ ≤ p jk then

10: if this is the first nesting of opportunity c

from layer P to P + 1 then

11: Divide the cells within LRc

12: Generate a new strip set SP+1

13: S′ ← SP+1

14: else

15: Find the strip set SP+1 from the saved

information

16: S′ ← SP+1

17: end if

18: end if

19: end if

20: Randomly select a strip s′ from S′

21: O ← {O \s’ }
22: return the offspring solution O

5.3 Crossover Operator

In most cases, crossover operations aim to in-

herit favorable traits from the population’s ex-

isting individuals. For this objective, a multi-

point crossover operator is adopted in this pa-

per. In each iteration, two solutions are ran-

domly selected as parent individuals from the

current population, denoted FA and FB . Sev-

eral random strip pairs are then identified and

exchanged between the parents. The number

of strips contained in F is denoted |F |, and that

|FB | � |FA |. The number of strips selected for

exchange is set to α � �0.2 × |FA |
 + 1, where

0.2 was also determined based on empirical

knowledge and extensive simulation testing.

Figure 8 shows an example of the crossover

operation that generates two new individuals,

the offspring OA and OB , from the selected

parents. The pseudocode for this crossover

operation is provided in Algorithm 3.

6. Computational Experiments

This section presents a series of computational

experiments and analyses of the experimen-

tal results. Section 6.1 discusses the settings

of nine instances with various grid and op-

portunity scales. The process and results for

the experiments of ALGN-GA are documented

in Section 6.2. And Section 6.3 demonstrate

the effectiveness of the LGN. In Section 6.4,

the ALGN-GA is compared with several rep-

resentative algorithms, each of which is pro-

grammed in C# and tested on a PC with 24GB

of RAM and an Intel Core i7-7700 processor

running a 3.60 GHz 64-bit Windows 10 operat-

ing system.

6.1 Instance Settings

Since there is no acknowledged benchmark

dataset for this problem, a series of test in-

stances are randomly generated. As seen in

Table 2, nine instances are produced with dif-

ferent initial grid and varying numbers of EOSs

and opportunities. The initial grids are rang-

ing from 3×3 to 30×30, which cover rectangles

and squares. And as the area of a target area
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Figure 8 An Example of a Crossover Operation

Algorithm 3 The crossover operation

Input: Two parent solutions FA and FB

Output: Two offspring solutions OA and OB

1: Propose a new solution OA � FA

2: Propose a new solution OB � FB

3: Let α � |0.2 × |FA | | + 1

4: Generate α random numbers λ1 , λ2 , ..., λα ∈
{1, 2, ..., |FA |}

5: for each λ ∈ {λ1 , λ2 , ..., λα} do

6: OA ← {OA \sAλ} (sAλ represents the strip

of opportunity cλ in OA)

7: OA ← {OA \sBλ} (sBλ represents the strip

of opportunity cλ in OB)

8: OB ← {OB \sBλ}
9: OB ← {OB \sAλ}

10: end for

11: return offspring solutions OA and OB

increases, the number of EOSs increases from

3 to 7 and the number of corresponding oppor-

tunities increases from 3 to 30.

6.2 Experiment of ALGN-GA

In the experiments of ALGN-GA, the popula-

tion size for each generation is set to 10, and the

maximum running iteration for each test is set

to 100. Tests of each instance are repeated 20

times independently. And then, the running

time for each algorithm is limited to less than

1200 seconds (20 minutes). The process is ter-

minated and invalidated if the algorithm could

not complete the operation within this time.

Algorithms that did not terminate within the

limit time are recorded as "-" in the tables.

Table 3 shows the best solution acquired

by the ALGN-GA for each instance, in which

"Pmax" indicates the maximum layer set. Our

optimization goal is to maximize the resulting

solution coverage rate. The highest, lowest,

mean, and standard deviation for 20 repeated

tests are labeled as "Max", "Min", "Mean",

and "SD", respectively. Additional details for
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Table 2 Random Test Information for Instances I1-I9

Instance
Initial

grid

Number of

EOSs

Number of

opportunities

I1 3×3 3 3

I2 3×5 3 4

I3 5×5 3 5

I4 10×10 5 10

I5 10×12 5 10

I6 12×12 5 12

I7 20×20 7 20

I8 20×30 7 20

I9 30×30 7 30

these best solutions produced by ALGN-GA

are shown in Table 4, Figure 9, and Figure 10.

It is evident from Table 3 that the value of

Pmax differs over a set time in each case. The

Pmax reaches 4 or 3 for the small instances I1-

I4. However, for the large instances I5-I9, grids

can be nested from the initial to the child grid

only once. As table 4 shows, in the best cover-

age schemes, the strips originate from different

grid layers acquired from the ALGN-GA. And

the locally nested grids account for more than

half of the entire area.

In the best solutions shown in Figure 9,

some areas are further subdivided, while oth-

ers maintain the initial grid. This intuitively

suggests that it is unnecessary to use the same

grid in the entire area. Some grids in local ar-

eas cannot be covered by any strip, such as in

the lower left and lower right corners of I5 and

the lower left corner of I8, and maintain initial

state with no subdivision. Every test in Fig-

ure 10 demonstrates a significant increase from

generation 0 to generation 100. Each trend ex-

hibits rapid initial growth and a gradual slow-

ing with increasing iterations.

6.3 Experiments of LGN Strategy

6.3.1 Parameter Settings

A series of comparison experiments are con-

ducted for GA and the ALGN-GA. The grid

size of GA is fixed at its initial value in each test.

Crossover operations in the GA are the same as

in the ALGN-GA. No father or child cells are

included in the mutation process, so no new

strips are constructed. All strips are generated

before the initial solution is formed. And the

brother strip set Si j (for the initial solution)

serves as the source of all solutions through

each iteration. In GA, the first layer of each

double-layer chromosome is deleted. And the

value at each chromosome position represent

the strip ID chosen from the corresponding Si j .

Other parameters are set to the same values

in both algorithms. And each test is indepen-

dently repeated 20 times. The GA is tested with

a grid layer ranging from P � 1 to P � Pmax,

independently. Table 5 compares the average

results for the ALGN-GA and GA. Here, "Time"

is used to represent the average amount of CPU

time in units of seconds.

6.3.2 Comparison Results of GA with the
ALGN-GA

Table 5 demonstrates that the average perfor-

mance of the ALGN-GA is superior than that

of GA in 88.9% of instances. For example, in

instance I1, GA could not achieve a result in a

limited time once P � 4, while the ALGN-GA

could generate strips in the fourth grid layer.

In the nine instances tested, GA reach the cor-

responding Pmax within the limited time for

only one instance I2 at the cost of extremely

high running time.

Figure 11 shows the iterative processes for
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Table 3 ALGN-GA Test Results for Instances I1-I9

Instance Pmax Max(%) Min(%) Mean(%) SD

I1 4 91.6 91.5 91.5 0.000

I2 3 90.7 90.2 90.4 0.001

I3 3 98.2 95.3 97.1 0.010

I4 3 93.2 89.8 92.9 0.002

I5 3 84.6 83.8 84.2 0.003

I6 2 90.6 88.5 89.6 0.007

I7 2 91.8 91.2 91.4 0.002

I8 2 92.5 92.0 92.2 0.002

I9 2 93.8 92.9 93.3 0.003

Table 4 The Strip Layer Distribution and the Ratio of Grids from 1 to Pmax for the Best Solutions Produced by

ALGN-GA across Instances I1-I9

Instance
Strip

number
Pmax

Number of strips

from each layer
Grid proportion (%)

1 2 3 4 1 2 3 4

I1 3 4 1 0 0 2 0 0 2.08 97.92

I2 4 3 1 0 3 - 0 0 100 -

I3 5 3 1 2 2 - 0 3 97 -

I4 10 3 3 5 2 - 2.5 3.75 93.75 -

I5 10 3 1 1 8 - 1.25 1.30 97.45 -

I6 12 2 3 9 - - 1.39 98.61 - -

I7 20 2 8 12 - - 9.25 90.75 - -

I8 20 2 6 14 - - 8.17 91.83 - -

I9 20 2 10 20 - - 11.22 88.78 - -

Table 5 A Comparison of The ALGN-GA and GA Mean Performance for Instances I1-I9

Instance I1 I2 I3 I4 I5 I6 I7 I8 I9

ALGN-

GA

Mean(%) 91.5 90.4 97.1 92.9 84.2 89.6 91.4 92.2 93.3

Time 160.54 17.70 93.73 536.77 981.82 144.91 293.31 548.69 1154.95

Kmax 4 3 3 3 3 2 2 2 2

GA

1
Mean(%) 68.2 66.4 93.9 86.2 78.0 85.6 90.4 91.0 92.1

Time 5.97 8.28 17.94 36.68 34.31 119.95 246.31 597.70 800.24

2
Mean(%) 89.5 89.0 96.6 92.6 83.9 - - - -

Time 22.49 56.85 212.66 559.53 630.27 - - - -

3
Mean(%) 90.8 92.8 - - - - - - -

Time 239.04 833.38 - - - - - - -

4
Mean(%) - - - - - - - - -

Time - - - - - - - - -



Xing et al.: An Adaptive Local Grid Nesting-based Genetic Algorithm for Multi-earth Observation Satellites’ Area Target Observation 251

Figure 9 The Best Coverage Schemes Produced by ALGN-GA for Instances I1-I9

the ALGN-GA and GA, where the values do

not represent a specific solution but rather

the means of 20 independent repeated exper-

iments (making the curves appear smoother).

The growth trends for the ALGN-GA and GA

are similar, both of which exhibit rapid growth

in early iterations and gradual slowing in the

later stages. For I1-I5, the GA can operate on at

least two layers. As shown, the starting points

for the tests of GA are different at different lay-

ers. And the starting points for the ALGN-GA

iterations are close to the starting points for GA

with P � 1. However, the results of the ALGN-

GA reach or even exceed the final results of

GA for P � 2 or P � 3. For I6-I9, GA and the

ALGN-GA with P � 1 exhibit nearly the same

starting points. However, the final results of

ALGN-GA yield significantly higher coverage

than GA. In summary, the ALGN-GA achieve

obvious improvements over GA and demon-

strate the effectiveness of the proposed LGN

strategy.

6.4 Comparison with Other Representa-
tive Algorithms

Further comparison experiments are con-

ducted with several representative algorithms

to demonstrate the superiority of the ALGN-

GA. This include the following conventional

techniques.

EM: Enumeration Method (EM) is an exact

methodology for calculating optimal results.
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Figure 10 The ALGN-GA Iterative Processes Used to Produce the Best Solutions for Instances I1-I9

In the EM, every possible combination of strips

is tried and enumerated individually. The

number of enumerated solutions is given by∏i�|F |, j�|Ci |
i�1, j�1

|Si j |, so it is accurate but extremely

time-consuming. And the best EM result forms

the exact upper bound of the problem.

ABC (Karaboga and Basturk 2007): Arti-

ficial Bee Colony (ABC) is a metaheuristic al-

gorithm inspired by the foraging behavior of

honeybees. In the algorithm, the solution is

represented as a bee, and a colony of artificial

bees is used to search for the optimal solution.

Each bee constructs a solution randomly before

communicating with other bees to share infor-

mation about the quality of the solution. The

bees then update their solutions based on the

information shared by other bees, and the best

solutions at the moment are stored in the hive.

ABC uses a combination of local search and

global search strategies to efficiently explore

the search space and find better solutions.

ACO (Wolfe and Sorensen 2000): Ant

Colony Optimization (ACO) is a metaheuris-

tic swarm intelligence algorithm inspired by

the behavior of real ants in nature. The algo-

rithm is based on the idea that ants communi-

cate with each other by depositing pheromones

on the ground, which other ants can follow.

In ACO, the solution is represented as an ant

and the pheromone is updated according to

the value of the objective function correspond-

ing to the solution. By using the principles of
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Figure 11 The Average ALGN-GA and GA Iterative Processes for Instances I1-I9

positive feedback and reinforcement, the algo-

rithm iteratively improves the pheromone trail

and finds better solutions.

DG (Zhu et al. 2019b): Dynamic Greedy

(DG) algorithm tends to fill the space quickly

and effectively and identify the available strip

with the greatest coverage over remaining un-

covered areas. This is a repetitive process of

deleting the brother strips of the already used

strips, identifying the vacant areas which are

not covered by the selected strips, calculating

the coverage area of vacant areas for all remain-

ing strips, selecting the strip with the largest

coverage and adding it to the solution. This

process is repeated until all brother strips are

deleted.

TS: Tabu search (TS) algorithm avoids

circuitous searches by introducing a storage

structure and tabu criteria. Zhu et al. (2019b)

applied several algorithms, including TS, and

simulated annealing (SA) to the area tar-

get EOS observation problem. Experiments

demonstrated the TS algorithm is superior to

other techniques.

Table 6 shows the average values of solu-

tions determined using the ALGN-GA, GA,

LGN-TS, TS, DG, ACO, ABC and EM for 20 re-

peated tests on nine instances. Table 7 shows

the corresponding average running time. The

term "GS" represents the grid scale for each in-

stance in various grid layers. The maximum

average value for each instance is shown in
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Table 6 Average Performance Comparisons for ALGN-GA, GA, LGN-TS, TS, DG, ACO, ABC, and EM across

Instances I1-I9

Instance Pmax GL GS
ALGN
-GA(%)

GA(%)
LGN

-TS(%)
TS
(%)

DG
(%)

ACO
(%)

ABC
(%)

EM
(%)

I1 4

1 3×3

91.5

68.2

91.4

68.2 67.9 68.2 68.2 68.2

2 6×6 89.5 89.4 86.2 83.5 82.0 91.3

3 12×12 90.8 91.0 90.0 85.3 82.5 -

4 24×24 - 91.3 90.8 - - -

I2 3

1 3×5

90.4

66.4

90.3

64.8 66.4 63.4 60.4 69.7

2 6×10 89.0 90.2 84.5 78.5 80.3 -

3 12×20 92.8 92.4 85.1 80.9 86.9 -

I3 3

1 5×5

97.1
93.9

95.6

95.0 91.3 80.6 73.5 96.1

2 10×10 96.6 95.2 89.2 86.7 80.1 -

3 20×20 - - 93.2 - - -

I4 3

1 10×10

92.9
86.2

89.7

85.6 84.9 71.0 64.4 -

2 20×20 92.6 89.0 89.6 82.5 76.1 -

3 40×40 - - - - - -

I5 3

1 10×12

84.2
78.0

79.8

77.5 75.3 66.1 60.8 -

2 20×24 83.9 82.5 82.6 79.7 75.5 -

3 40×48 - - - - - -

I6 2
1 12×12

89.6
85.6

85.9
82.7 77.8 74.8 58.6 -

2 24×24 - 84.1 85.5 - - -

I7 2
1 20×20

91.4
90.4

86.8
86.0 85.7 76.3 55.8 -

2 40×40 - 83.5 86.0 - - -

I8 2
1 20×30

92.2
91.0

90.0
86.9 89.7 78.3 54.2 -

2 40×60 - - 90.6 - - -

I9 2
1 30×30

93.3
92.1

86.1
84.3 90.1 74.2 63.0 -

2 60×60 - - - - - -

bold in Table 6.

Tables 6 and 7 demonstrate that the ALGN-

GA outperformed other algorithms in 88.9% of

instances (excluding I2). The following conclu-

sions can be drawn from these results:

1) For instances with large area areas and

initial grid scales, the conventional algorithm

can only be applied in the existing grid and

cannot generate more strips or expand the

search space. However, the ALGN-GA and

LGN-TS can be used to divide local areas into

smaller grids, producing more strips and bet-

ter combination optimization results.

2) While the EM can obtain the upper

bound of the problem directly, Tables 6 and

7 demonstrate that it is only effective for the

low-layer grid in small instances. On the other

hand, DG can obtain solutions quickly, but it

consistently fails to achieve the best solution

available in all instances. This suggests that

the local optimization strategy employed by

DG may lead to suboptimal solutions due to

its limited exploration of the global solution

space.

3) In the SMEATO problem, although we

discretized the problem by constructing a grid,

the number of solution spaces remains enor-

mous, particularly as the area of the target
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Table 7 A Comparison of Average Computing Times for ALGN-GA, GA, LGN-TS, TS, DG, ACO, ABC, and EM

across Instances I1-I9, with Time Measured in Seconds

Instance Pmax GL GS
ALGN
-GA

GA
LGN
-TS

TS DG ACO ABC EM

I1 4

1 3×3

160.54

5.97

189.23

0.30 0.34 8.23 7.43 0.27

2 6×6 22.49 0.28 0.36 46.80 22.49 13.90

3 12×12 239.04 1.91 1.93 522.58 239.36 -

4 24×24 - 346.09 297.17 - - -

I2 3

1 3×5

17.70

8.28

12.91

0.29 0.32 12.29 9.03 0.30

2 6×10 56.85 0.34 0.43 143.71 64.64 -

3 12×20 833.38 151.18 16.63 1701.86 819.36 -

I3 3

1 5×5

93.73

17.94

49.39

0.30 0.32 46.43 23.22 515.94

2 10×10 212.66 0.87 1.19 798.40 210.07 -

3 20×20 - - 135.25 - - -

I4 3

1 10×10

536.77

36.68

484.24

0.31 0.45 136.66 34.80 -

2 20×20 630.27 7.00 10.50 2050.32 562.30 -

3 40×40 - - - - - -

I5 3

1 10×12

981.82

34.31

916.07

0.31 0.45 136.66 34.80 -

2 20×24 630.27 4.55 7.17 2373.86 629.65 -

3 40×48 - - - - - -

I6 2
1 12×12

144.91
119.95

131.85
0.44 1.30 545.55 124.06 -

2 24×24 - 77.36 91.15 - - -

I7 2
1 20×20

293.13
246.31

139.60
1.12 5.52 844.48 253.03 -

2 40×40 - 289.08 312.92 - - -

I8 2
1 20×30

548.69
591.70

501.28
2.41 7.41 1522.06 585.80 -

2 40×60 - - 614.68 - - -

I9 2
1 30×30

1154.95
800.24

1012.51
17.84 59.03 2082.05 800.24 -

2 60×60 - - - - - -

or the layer of the grid increases, the solu-

tion space will increase sharply. ACO and

ABC algorithms exhibit similar optimization

abilities to GA in cases where the observed

targets are small. However, as the area of

the target or the layer of the grid increases,

their optimization capabilities are significantly

lower than those of GA. Despite ensuring that

the three algorithms had the same maximum

number of function evaluations, ACO often be-

comes quickly trapped in local optima, and

its running time is much higher than that of

GA and ABC. The running time of the ABC

is comparable to that of GA, but the final so-

lution it finds is not even as good as that of

ACO. Among the three population-based al-

gorithms, GA demonstrate significantly better

solving abilities than the other two, indicating

that GA is more suitable for searching larger

solution spaces, supporting the use of GA as

the framework for ALGN-GA.

4) The search capability of TS is inferior

than that of LGN-TS. In the experiments, LGN-

TS searches to a grid layer that TS could not

reach in 55.6% of the instances and outper-

forms TS in 77.8% of instances. This suggests

that the proposed LGN strategy is also effective

when combined with other algorithm frame-
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works.

5) The comparison between ALGN-GA and

LGN-TS demonstrates that, for the same in-

stances in the same conditions, average results

from ALGN-GA are always superior to those of

LGN-TS. However, the LGN-TS running time

is generally lower than that of the ALGN-GA.

The comparison of TS with GA shows that TS

can search strips at a layer that GA cannot (e.g.,

instances I1, I6, and I7). However, average re-

sults from GA are almost always superior to

those of TS, which also supports the use of GA

as the framework for ALGN-GA.

7. Conclusion

In this study, we investigate the SMEATO prob-

lem and discuss the challenges involved in

solving the problem. The SMEATO is a contin-

uous space combinatorial optimization prob-

lem coupled with computational geometry. It

is nearly impossible to develop exact algo-

rithms for finding the global optimal solutions

of such a problem. We discretize the area with

the strategy of building a grid to reduce the

couple with computational geometry. And a

local grid nesting strategy is proposed to im-

prove the flexibility of grid division for poly-

gon. On this basis, an ALGN-GA algorithm

is designed by adopting a genetic algorithm

as a framework for implementing the LGN. In

ALGN-GA, an adaptive GA mutation opera-

tion is designed for LGN to determine which

local regions should be retained in the cur-

rent grid and which need to be deeply nested.

By controlling the nesting of local regions, the

proposed ALGN-GA overcome the computa-

tional difficulty of expanding the entire area

into even grids and achieve a balance between

the quality of solutions and the running time.

The feasibility and effectiveness of the included

LGN strategy are also verified using compari-

son tests between ALGN-GA and GA, as well

as LGN-TS and TS. The performance of the

ALGN-GA is compared with GA, EM, DG,

ABC, ACO, TS and LGN-TS across nine ran-

dom instances. The results not only suggest

that ALGN-GA offers the best overall perfor-

mance, they also demonstrate that ALGN-GA

is more applicable to the SMEATO at larger

scales.
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