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Abstract. With the rapid development of information technology and fast growth of Internet users, e-

commerce nowadays is facing complex business environment and accumulating large-volume and high-

dimensional data. This brings two challenges for demand forecasting. First, e-merchants need to find

appropriate approaches to leverage the large amount of data and extract forecast features to capture vari-

ous factors affecting the demand. Second, they need to efficiently identify the most important features to

improve the forecast accuracy and better understand the key drivers for demand changes. To solve these

challenges, this study conducts a multi-dimensional feature engineering by constructing five feature cat-

egories including historical demand, price, page view, reviews, and competition for e-commerce demand

forecasting on item-level. We then propose a two-stage random forest-based feature selection algorithm to

effectively identify the important features from the high-dimensional feature set and avoid overfitting. We

test our proposed algorithm with a large-scale dataset from the largest e-commerce platform in China. The

numerical results from 21,111 items and 109 million sales observations show that our proposed random

forest-based forecasting framework with a two-stage feature selection algorithm delivers 11.58%, 5.81%

and 3.68% forecast accuracy improvement, compared with the Autoregressive Integrated Moving Average

(ARIMA), Random Forecast, and Random Forecast with one-stage feature selection approach, respectively,

which are widely used in literature and industry. This study provides a useful tool for the practitioners to

forecast demands and sheds lights on the B2C e-commerce operations management.

Keywords: Forecasting, e-commerce, high-dimensional feature, feature selection

1. Introduction

Demand forecasting is a key component of sup-

ply chain management, which affects replen-

ishment decisions, manufacturing planning,

inventory management, logistics, and other as-

pects of enterprises (Abolghasemi et al. 2020,

Dai et al. 2019, Goltsos et al. 2019). Facing

the fierce competition in the e-commerce in-

dustry, e-commerce enterprises need to per-

ceive the demand signal in advance to have

a quick response to customer orders. With

the development of data acquisition, storage,

and processing technology in recent years, de-

mand forecasting is becoming the dominant

force driving the development of enterprises

(Nikolopoulos 2021). E-merchants have accu-

mulated a large number of high-dimensional

data, such as price, customer comments, and

the information about the competitive prod-

ucts, which are conducive to learn the demand

fluctuation and improve the prediction accu-

racy (Leung et al. 2020).
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However, e-merchants are also having

greater challenges facing these massive data.

First, e-merchants need to find appropriate ap-

proaches to leverage the large amount of data

and exact forecast features to capture various

factors affecting the demand. Second, it is im-

portant for e-merchants to efficiently identify

the most important features to improve the

forecast accuracy and better understand the

drivers for demand change. The huge amounts

of data leads to dimension curse (Li et al. 2006).

Excessive features inevitably consume a lot of

data processing and prediction time, and the

irrelevant features may interfere with model

training, causing problems such as overfitting.

To solve the above challenges, feature se-

lection can be used to filter out the redundant

and irrelevant features to reduce feature di-

mensions while retaining important informa-

tion (Chen et al. 2017). It is an important data

preprocessing process in forecasting with sev-

eral advantages including data collection cost

and processing time reduction and learning ef-

ficiency improvement (Maldonado et al. 2017).

Previous studies conducting feature selection

(Omuya et al. 2021, Ot et al. 2021, Sun et al.

2019) mainly used three common approaches

– filter, wrapper, and embedded methods. Al-

though these three methods have proved to

have good forecasting performance, each of

them has their own disadvantages such as

high computational complexity, high computa-

tional cost and time, and non-interaction with

the demand model (Kim et al. 2021).

The aforementioned disadvantages are am-

plified for the demand forecasting for e-

commerce products due to the fact that these

products have a short life cycle, low industry

entry and exit barriers, and rapid market en-

vironment changes (Yan and Baowen 2011).

Therefore, it is essential to update the fore-

casting model monthly, weekly, or even daily

and make predictions on a daily level. Conse-

quently, it is required that the demand forecast-

ing has both high forecast accuracy and short

computational time, which is the objective of

this study.

In detail, this study designs five categories

of features according to the characteristics

of the e-merchants in a holistic view, in or-

der to capture all the possible factors affect-

ing the item-level demand. We further de-

velop a two-stage feature selection algorithm

to reduce to computational burden and in the

meanwhile improve the forecast accuracy. We

test our proposed algorithm with a large-scale

dataset from the largest e-commerce platform

in China. The numerical results with 21,111

items and 109 million sales observation show

that our proposed algorithm delivers 11.58%,

5.81% and 3.68% forecast accuracy improve-

ment, compared with ARIMA, Random Fore-

cast, and Random Forecast with one-stage fea-

ture selection approach, respectively, which

are widely used in literature and industry.

The main contributions of our study lie

in the following two aspects. First, we uti-

lize various features including historical de-

mand, price, page view, reviews, and competi-

tion to conduct the demand forecasting using

the high-dimensional data. Second, we de-

velop a two-stage feature selection algorithm

to efficiently identify important features to im-

prove item-level forecast accuracy and com-

putational efficiency. Our study can help e-

merchants to utilize the big amount of histori-

cal data to forecast future customer demand in

a more efficient way by improving the forecast-

ing accuracy and reducing the computational

burden. In this way, e-merchants can leverage

accurate and effective item-level demand fore-

casting to improve operations management ef-

ficiency, such as inventory management and

logistics management.

The rest of the study is organized as fol-

lows. Section 2 reviews the literature. Section

3 introduces our two-stage feature selection al-

gorithm and demand forecasting framework.
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Section 4 presents the data preprocessing pro-

cedures and descriptive statistics. Section 5

displays demand forecasting results. Finally,

Section 6 concludes this study and proposes

directions for further research.

2. Literature Review
Demand forecasting has been widely re-

searched in previous literature (Chou et al.

2020, Narayanan et al. 2019, Yu et al. 2019).

Companies can use demand forecasting, com-

bined with price optimization to achieve a bet-

ter financial performance (Ferreira et al. 2016).

The key factors to forecast demand can be cat-

egorized as follows.

The first category of factors refers to the

historical data of the sales (Pannakkong et al.

2018, Petropoulos et al. 2018). The histori-

cal sales can be fluctuating that depends on

various variables incorporated in the demand

model in previous studies, such as seasonal in-

dex (Choi et al. 2014), trend (Hyndman et al.

2002), holiday index (Li and Lim 2018), tem-

poral aggregate sales (Athanasopoulos et al.

2017), promotion sales (Fildes et al. 2019), per-

ishability (Van Donselaar et al. 2016), and in-

termittent demand (Li and Lim 2018).

The second category of factors includes

price and promotion of the product. Price di-

rectly affects demand (Huang and Liu 2006,

Wang et al. 2020, Wu et al. 2020). Compared

with brick-and-mortar stores, e-commerce

companies have lower labor and rental costs,

and they have a higher extent of promotions to

attract consumers (Kamakura and Kang 2007).

Scholars have studied the impact of price and

promotion on customer demand (Neto et al.

2016, Pang et al. 2015, Xu et al. 2017). Promo-

tion features are widely used in the forecasting

(Ali et al. 2009, Ramanathan and Muyldermans

2010, Trapero et al. 2015).

The third category of factors refers to cus-

tomers’ behavior. For example, the sales

time during the day and the week influences

customers’ demand (Subramanian and Subra-

manyam 2012). Clickstreams and customers’

willingness to engage in the purchase process

also affect customer demand (Andersen et al.

2000, Besbes et al. 2016).

The fourth category of factors refers to cus-

tomers’ evaluation of past sales, which mainly

refer to their reviews. With the online shop-

ping rapid developing, customer online re-

views play an important role to predict the

future demand (Chong et al. 2016 2017). On-

line reviews can generate the electronic word-

of-mouth (eWOM) effect, which affects future

customers’ purchase intention and behavior

(Cantallops and Salvi 2014). Fan et al. (2017)

used sentiment analysis extracting customer

emotion from their online reviews and based

on this information to forecast future demand.

Zhu and Zhang (2010) found that online cus-

tomer reviews have a significant impact on

sales, and the relationship is moderated by

product and customer characteristics.

The fifth category of factors is competition.

The importance of product competition on de-

mand has been confirmed by previous research

(Cao et al. 2019, Ding and Liu 2021, Lu et al.

2016). Competitive information at both the

brand and category level has been used in de-

mand forecasting (Divakar et al. 2005, Ma et al.

2016).

The aforementioned various categories of

influential factors of demand leads to the hun-

dreds of features that are extracted from high-

dimensional data. This can cause the issue of

excessive features. To handle this challenge,

various demand forecasting methods are pro-

posed by previous studies, which include

regressions-based models (Korobilis 2017), de-

cision trees (Martínez et al. 2020), neural net-

works (Wu et al. 2016), and support vector ma-

chine (Xie et al. 2021).

However, noisy features may affect forecast

accuracy, as they may result in over-fitting and

increase computational time and costs. Fea-
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ture selection, as a method to reduce data di-

mension and identify effective features from

the massive data, is proved to be an efficient

approach to solve this issue and is studied in

previous research (Abasabadi et al. 2021, Chan-

drashekar and Sahin 2014, Jiménez-Cordero et

al. 2021). For example, Ma et al. (2016) pro-

posed a four-step procedure including iden-

tifying influential categories, building of ex-

planatory variable space, using multistage re-

gression to select variables and estimate mod-

els, and using rolling schemes to generate fore-

cast to deal with the high dimensional data to

forecast demand.

Filter, wrapper and embedded methods are

among the three most common feature selec-

tion methods. In terms of the filter method, it is

based on the evaluation criteria of the intrinsic

properties of data set, and thus it has a rela-

tively high computational efficiency and low

time consumption (Guyon and Elisseeff 2003,

Navarro and Muñoz 2009, Peng et al. 2005).

However, the cons of filter lie mainly in the

fact that it does not interact with the demand

model. Regarding the wrapper method, it uses

the performance of the forecasting algorithm

to evaluate the performance of the features

(Nakariyakul and Casasent 2009, Reunanen

2003). However, the downside of the wrap-

per method is that it has a high computational

complexity because training and testing are

needed for each subset evaluation. In particu-

lar, a larger data set will cause a longer execu-

tion time. In terms of the embedded method, it

is named for embedding the feature selection

algorithm into the forecasting algorithm as a

component (Guyon et al. 2002, Maldonado et

al. 2011). Similar to the wrapper method, the

embedded method also obtain a high forecast-

ing performance with the expense of compu-

tational cost and time (Kim et al. 2021). The

high computational cost and time cost make

these selection procedures difficult and even

infeasible to be implemented in a dynamic

and large-volume item-level forecasting con-

text. Therefore, some researchers (Chiew et al.

2019, Giang et al. 2019, Nakariyakul 2018) are

attempting to combine the filter method with

other methods, such as the two-stage selec-

tion process. However, most of these method-

ologies select the relevant features in the first

stage using relatively subjective evaluation cri-

teria, such as entropy and mutual informa-

tion, rather than forecasting accuracy (Got et

al. 2021).

Our study extends previous studies about

demand forecasting through two aspects.

First, we identify more features to accommo-

date the item-level forecasting. Second, we

propose a two-stage feature selection algo-

rithm embedding two wrapper methods and

integrate it into the forecast process to increase

the forecast accuracy and reduce the computa-

tional burden.

3. Framework
In this study, we first extract forecast features

from the high-dimensional online and offline

data, which aims to accommodate item-level

forecasting. Then, we propose a two-stage fea-

ture selection algorithm to identify the impor-

tant features from a large feature pool. Based

on the selected feature set, we train the demand

forecast model and test with a large-scale real-

world data from the largest e-commerce plat-

form in China.

3.1 Feature Extraction
The main challenges of the item-level forecast-

ing in the e-commerce context lie in the facts of

the low amount of, high variation of, and inter-

mittent demand. Thus, high-dimensional fea-

tures are needed to forecast item-level demand.

We collect five categories of influential features

that can affect the demand of e-merchants, in-

cluding historical demand, price, page view,

reviews, and competition. We elaborate these

five specific features in detail below.
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3.1.1 Historical Demand Features
Past customers’ purchase behavior and past de-

mand affect future online shoppers’ purchase

decision (Dong et al. 2017). Thus, we collect

the historical demand as one of the influential

factors for customer demand on a certain day.

Examples are as follows:

- Demand of the SKU for the past 1 days, 7

days, and 30 days, respectively

- Demand of the SKU’s subcategory for the

past 1 day, 7 days, and 30 days, respectively

- Demand of the SKU’s merchant for the

past 1 day, 7 days, and 30 days, respectively

3.1.2 Price Features
The demand of products can be significantly

influenced by price and promotion (Lee and

Charles 2021). The e-commerce platforms of-

ten mark down price to promote sales during

the holiday seasons. In addition, it is possible

that price changes during the middle of a day,

which results in different prices among differ-

ent orders during that day. However, from our

data set, we find this situation is very rare in

our data, and thus we use the price of an item

in its first order during a day to be the item

price for that day. In addition, we use histori-

cal prices to reflect the impact of price change

on demand. Examples are as follows:

- Price of the SKU every day of the past 30

days

- Price change of the SKU every day of the

past 30 days

- The mean, maximum, and minimum of

the SKU’s price for the past 7 days and 30 days,

respectively

3.1.3 Page View Features
This is the highlight of our features. Page views

can serve as a signal on the website to reflect the

popularity of the products and past customers’

searching and shopping preference (Koehn et

al. 2020, Yeo et al. 2018). We obtain the num-

ber of page views and the number of unique

online visitors of an item each day on PC and

APP, respectively, and then obtain the descrip-

tive statistics of page views and unique visi-

tors including mean, average, minimum, max-

imum, and standard deviation. We forecast

the demand of the item on a certain day based

on the calculated statistics of page views and

unique visitors of the item for the previous 1

day, 3 days, and 7 days. We did not collect the

number of page views more than a week ago

due to the diminishing effect of past customers’

behavior on feature customers’ behavior with

longer time periods (Ye et al. 2009). Examples

are as follows:

- Total, maximum, and minimum number

of the SKU’s page views on PC and APP, re-

spectively

- Total, maximum, and minimum number

of the SKU’s unique visitors on PC and APP,

respectively

- The ratio between page views on PC and

APP

3.1.4 Online Review Features
One of the advantages the e-merchants can uti-

lize is to acquire customer online evaluations

of their products and services with a relatively

low cost (Hanna et al. 2019). After completing

the transaction, customers have the opportu-

nities to write and post their reviews online.

These online reviews serve the eWOM func-

tions to influence future customers online pur-

chase intention and behavior (He et al. 2020).

Thus, we collect and include customer ratings

and performance about product quality, deliv-

ery, and service as features. Examples are as

follows:

- Ratings for the product quality, delivery,

and service, respectively

- Average, maximum, and minimum rat-

ings for the SKU’s subcategory

- Number of times of delayed delivery

- Number of times of early delivery

- Average time length of shipping

- Fulfiller identity – whether the products

are delivered by the platform’s logistics
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3.1.5 Competition Features
One of the features of online shopping is eas-

ier comparison, where the merchants are just

mouse-clicks away. The first stage of online

shopping is information search, in which cus-

tomers collect information to compare and

make decisions of what product to buy (i.e.,

product selection issue) and from whom (i.e.,

merchant selection issue, (Bauer et al. 2006)).

Thus, to reflect customers’ information search

and comparison process, we examine the com-

petition level of the items. We divide compe-

tition features into two groups – number fea-

tures and rank features.

In terms of the number features, an increas-

ing number of merchants and items in a sub-

category may result in stronger competition.

Such number features can reflect how severe

the competition is in the category or subcate-

gory, which eventually affects demand. Exam-

ples of number features are:

- Number of SKUs in the SKU’s subcategory

- Number of SKUs in the SKU’s merchant

In terms of the rank features, during on-

line shopping, buyers will be given numerous

choices for their purchase. Choosing items can

be an item ranking process of the buyer. For

many buyers, comparison of historical demand

is an important selection criterion during pur-

chase, and thus the construction of ranking fea-

tures is useful for demand forecast (Tang et al.

2021). Examples are as follows:

- Rank and proportion of demand of the

SKU in its subcategory for the past 1 day, 7

days, and 30 days, respectively. - Rank and

proportion of demand of the SKU in its mer-

chant for the past 1 day, 7 days, and 30 days,

respectively

3.2 Feature Selection
The aforementioned high-dimensional fea-

tures provide an available pool of factors that

may influence demand. A large number of fea-

tures can be extracted from these categories.

However, too many features may lead to over-

fitting, reducing forecast accuracy, and increas-

ing computational burden. Moreover, the de-

mand patterns of different items in various

time periods may differ. Feature selection is an

important step of machine learning (Kursa and

Rudnicki 2010). Thus, a mechanism is needed

to select the most relevant explanatory vari-

ables. One of the most popular methods is

one-step stepwise selection, which starts with

a null set and adds explanatory variables, step-

by-step (Huang et al. 2014).

However, the one-step process is often

time-consuming. We choose Boruta algorithm

as the one-stage feature selection approach,

which is built based on the random forest algo-

rithm and select feature sets that are correlated

with the demand (Kursa and Rudnicki 2010).

The Boruta algorithm consists of the following

steps. First, it builds shadow features by cre-

ating shuffled copies of all features and com-

bining features and shadow features. Then,

it trains a random forest with the combined

features and evaluates the importance of each

feature. Next, it confirms a feature that has

a higher importance than the best of shadow

features and rejects a feature that is deemed

highly unimportant at every iteration. Last,

the algorithm stops either when all features

get confirmed or rejected. T � 1, 2, · · · ,N is

the index set of training period. For a given

demand vector DT � {dt}t∈T and feature ma-

trix XT � {xt}t∈T with m features, the com-

plexity of Boruta algorithm is approximately

O(m × N), where m and N are the numbers of

features and objects, respectively (Kursa and

Rudnicki 2010). This suggests that one-step

Boruta has a high complexity cost for high-

dimensional features in e-commerce.

In this study, we propose a two-stage fea-

ture selection algorithm to address this issue,

which includes feature group selection stage

and individual feature selection stage (algo-

rithm 1). Following the stepwise method, the

two-stage feature selection algorithm is to se-
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lect the important feature groups, which can

improve the accuracy of forecasting model.

In the first stage, features are grouped into

L groups as XT � {X1
T ,X

2
T , · · · ,XL

T} according

to the information contained in the features

as follow. First, features are classified into

5 groups according to the category. Second,

we subdivide these groups by time. With the

increase of time interval, the effect of histor-

ical information gradually decreases. There-

fore, we subdivide the groups into short-term

groups (features that describe the information

within the latest 3 days), medium-term groups

(within the latest 7 days), and long-term fea-

tures (within the latest 30 days). Third, we

differentiate value features from statistical fea-

tures, based on which we categorize these fea-

tures into 2 groups. The value features refer

to the original data such as the price of the

day, price of the previous day, and price of 2

days before. The statistical features refer to the

statistical values such as the average and mini-

mum price of the first 3 days. The value feature

groups and statistical feature groups are sub-

stitutes for each other and may be redundant

in model training.

To test the performance of each feature

group, we divide the data set {DT ,XT} into

two subsets: training subset {D(T1) ,X(T1)}
with the first N1 periods and testing subset

{D(T2) ,X(T2)} with the rest N − N1 periods.

Then we train the forecasting model by train-

ing subset with and without the feature group,

respectively, and compare the errors to see

the performance of this feature group. To re-

duce the possibility of discarding important

features, we change the sequence of feature

groups and repeat the process of group selec-

tion. In this way, we can acquire the perfor-

mance of the feature groups interacting with

different features. For the feature groups with

different results in the repeated cycles, groups

that have a significant improvement on forecast

accuracy in some cycles and are not redundant

Algorithm 1 Two-Stage Feature Selection Al-

gorithm

Input: training dataset {DT ,XT }, cycle index R
Output: relevant features Xr

T
1: Separate dataset {DT ,XT } into two subsets

{DT1
,XT1

} and {DT2
,XT2

}
2: Train demand model d̂t � f (xt )with {DT1

,XT1
}

3: Forecast D̂T2
� f (XT2

) and calculate the mean

error ξY

4: Xc
T � φ and Xs

T � φ

5: while r � R do
6: Randomly arrange the sequence of L groups

XT � {X1
T ,X

2
T , · · · ,XL

T }
7: for each l in 1 : L do
8: Train demand model d̂t � fl(xt ) with

{DT1
,Xc

T1
,Xl+1

T1
, · · · ,XL

T1
}

9: Forecast D̂T2
� fl(Xc

T2
,Xl+1

T2
, · · · ,XL

T2

10: Calculate the forecasting error ξN

11: if ξY < ξN then
12: Xc

T � {Xc
T ,X

l
T }

13: else
14: ξY � ξN

15: end if
16: end for
17: Update Xs

T according to Xc
T

18: r � r + 1

19: end while
20: Put {DT ,Xs

T } into the Boruta algorithm to select

relevant features Xr
T

(no other substitute feature groups retained)

will be retained. Otherwise, they will be re-

moved.

The second stage of the two-stage feature

selection method is feature selection stage with

the Boruta algorithm, which aims to select the

individual features related to demand. We

pool all the ms(ms < m) features in the re-

maining feature groups Xs
T and select the most

relevant features in this pool with the Boruta

algorithm.

The time complexity of two-stage algorithm

is O(L)+O(ms×N) , where O(L) and O(ms×N)
are the complexity of the first and second stage,

respectively. And O(L) can be regard as a small

constant compares with O(ms × N). Thus, this
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two-stage algorithm significantly reduces the

computational time compared with the one-

stage Boruta algorithm.

3.3 Forecast
Random forest (RF) achieves a satisfactory pre-

diction accuracy over a wide range of appli-

cations (Lohrmann and Luukka 2019, Mueller

2020, Yıldırım et al. 2021) and fits unknown

nonlinear and complex interactions of features

with manageable computational complexity

(Biau and Scornet 2016). Therefore, we ap-

ply RF in this study. Random forest is an en-

semble method, which combines predictions

from several classification and regression trees

(Breiman et al. 1984, Breiman 2001). The "ran-

dom" are reflected by the following two as-

pects. First, samples are randomly extracted

from the training dataset to train regression

trees. Second, features are randomly selected

to decide how the leaf nodes split. Forest

means the combination of numerous tree mod-

els. Let K be the number of regression trees

and gkxt , k � 1, 2, · · · , K represent the demand

model of tree index set of training periods,

which is trained by the random sample set.

The predicted demand by random forest is

the average of K trees:

d̂t �

∑K
k�1 gk(xt)

K
(1)

3.4 Evaluation
Regarding the forecasts accuracy measure-

ments, mean absolute error (MAE) and mean

absolute percentage error (MAPE) are two clas-

sical measurements. However, the downsides

for these two measurements are that MAE is

scale-dependent and MAPE is infinite when

actual demand is zero (Kim and Kim 2016).

To solve this issue, some other measurements

are proposed, such as the symmetric mean ab-

solute percentage error (SMAPE, (Makridakis

1993)), the mean absolute scaled error (MASE,

(Hyndman and Koehler 2006)), the mean arc-

tangent absolute percentage error (MAAPE,

(Kim and Kim 2016)). Different from MAPE,

the divisor of SMAPE is half of the sum of the

actual and forecast values. This study follows

Makridakis (1993) to use the adjust mean ab-

solute percentage error (AMAPE) to measure

the errors of forecasting due to its advantage

of reducing the impact of outliers (extremely

large percentage errors). The range of AMAPE

is from 0 to 1.

AMAPE �

∑N
t�1 |

dt − d̂t

dt + d̂t

|
N

(2)

where N is the number of samples.

4. Data
We collect data from one of the largest online

retailing platforms in China. We obtain data

about customer orders, inventory history, and

detailed order fulfillment logistics of hundreds

of merchants. The dataset contains 13.73 bil-

lion order records from January 1, 2017 to July

31, 2017 (211 days), with 537 merchants and

272,339 SKUs. The total number of orders of

each merchant during this time period can be

found in Figure 1.

Figure 1 Distribution of Total Number of Orders by Mer-
chant

Our target is to forecast the demand on

item-level. However, because the original

dataset is based on each order, we do not have

the item order information directly. Thus, we

extract item order information from its corre-

sponding order and then summarize item or-

der information (including price and demand)

each day. By matching each item with its corre-

sponding order, we then collect the related in-

formation for each item including page views,
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ratings, and logistics. We train the data and test

models based on the sales period of each item,

which is defined as the time period starting

from the first day when the demand volume

is non-zero, and ending on the last day when

the demand volume is non-zero. This avoids

the situation that we analyze the demand of an

item before it is on sale or after it has exited the

market.

We summarize the demand volume of each

item from each merchant, and thus obtain the

total demand volumes (i.e., herein after "TSV")

of that merchant. As can be found from Fig-

ure 2, the distribution of TSV is highly right

skewed: the largest 30 merchants contribute to

nearly 60 % of the TSV of all of the merchants.

Therefore, for simplicity and without loss of

generality, we focus on the demand forecast-

ing for the largest 30 e-merchants in this study.

The total items sold by these 30 merchants

are 43,783. Among these items, we choose

21,111 items with 109 million sales observa-

tions that were sold for more than 100 days.

The number of items sold by each merchant can

be found from Figure 3. In addition, the ratio

of no-sale days and sales period among these

items are shown in Figure 4 and Figure 5, re-

spectively, which shows that most of the items

are available to sell during our entire study pe-

riod (i.e. approximately 200 days). Around 5%

of the items contribute nearly 80% of the total

demand volumes, as can be found in Figure 6.

Figure 2 Distribution of TSV by Merchant

Figure 3 Distribution of Number of Items Sold by Mer-
chants

Figure 4 Distribution of Ratio of Days with No Demand

Figure 5 Distribution of Item Sales Period

Figure 6 Distribution of Item Demand

5. Results
We extract more than 300 features and then di-

vide them into 27 groups. In the first stage, 12

groups are removed. Then, on average, 10 im-

portant features are left after Boruta. To better

understand the relative importance of features

in demand forecasting, we calculate the fre-

quency of selection of each feature during the

demand forecast of 21,111 items and present

the top 15 features in a descending order in Ta-

ble 1. Table 1 shows that the most frequently
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Table 1 Rank of Feature Selection Frequencies

Features Category Frequency

Price today Price 16,219

Price difference between today and the past 1 day Price 10,388

Page views on APP in the past 1 day Page view 10,097

Number of unique visitors on APP in the past 1 day Page view 10,044

Average page views on APP in the past 3 days Page view 9,479

Cumulative page views on APP in the past 3 days Page view 9,439

Average unique visitors on APP in the past 3 days Page view 9,218

Cumulative unique visitors on APP in the past 3 days Page view 9,201

Number of SKUs in SKU’s category in the past 1 day Competition 7,234

Number of unique visitors of SKU’s subcategory on APP in the past 1 day Page view 6,792

Cumulative page views on APP in the past 7 days Page view 6,501

Average page views on APP in the past 7 days Page view 6,465

Page views of SKU’s subcategory on APP in the past 1 day Page view 6,377

Average number of unique visitors on APP in the past 7 days Page view 6,286

Cumulative number of unique visitors on APP in the past 7 days Page view 6,276

selected features are 2 price-related features

and 12 page view-related features. This is ex-

pected because price directly affects demand.

In addition, we find that among the top 15 fea-

tures, 12 features are page view related. Page

view of an SKU is the prerequisite of purchase,

and a higher number of page view and unique

visitors represent a larger buyer pool, which

will eventually affect the demand. In addi-

tion, the increased number of page views and

unique visitors may reflect the presence of pro-

motion, which has been recognized as an im-

portant factor affecting demand. Moreover, all

of the most frequent chosen page views and

unique visitor features are on APP, which is as

expected considering most buyers use APPs to

make the purchases.

After identifying the important features,

we use RF to train demand model. During the

training process, we utilize the sliding window

strategy to update the model, which enables

that the daily demand forecasts is based on the

most recent data. In detail, for each forecast,

the dataset we used is the most recent 160 days,

and the RF model is continuously iterated for

forecast.

Based on the above procedure, we test the

forecast accuracy of the RF algorithm with

a two-stage feature selection algorithm (two-

stage RF), and compare it with three common

algorithms: ARIMA, RF, and RF with one-

stage feature selection (one-stage RF). The nu-

merical results in Table 2 show that our pro-

posed two-stage RF delivers 11.58 %, 5.81% and

3.68% forecast accuracy improvement, com-

pared with ARIMA, Random Forecast, and

Random Forecast with one-stage feature selec-

tion approach, respectively. The underlying

reasons for these improvement achievements

are elaborated as follows. First, compared with

ARIMA, applying the RF algorithm with high-

dimensional features improves the forecast ac-

curacy by 5.77 %. This suggests that under-

standing how the various factors affect the e-

commerce demand and modeling their nonlin-

ear interactive relationship through machine

learning techniques are important. Second,

compared with RF, the RF with one-stage fea-

ture selection approach further improves the

forecast accuracy by 2.13 %. This shows that it

is critical to identify the important features that

can avoid the noisy information deteriorating

the forecast model performance. Third, the

forecast accuracy is improved by 3.68 % using
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Table 2 Forecast Accuracy of Various Algorithms

Algorithm AMAPE

ARIMA 39.75%

RF 33.98%

One-stage RF 31.85%

Two-stage RF 28.17%

our proposed RF-based forecasting framework

with a two-stage feature selection algorithm

compared with RF with one-stage feature se-

lection. This verifies that our proposed feature

selection approach enhances both the forecast

accuracy and the computational efficiency.

In the following section, we show the de-

tails of the forecast results for item-, merchant-

, and category-levels, respectively, which can

shed more managerial insights for the opera-

tions management of e-commerce.

5.1 Results for Item Level
The investigation of forecast accuracy from the

item level includes different demand amount,

sales period, and no-sale day’s percentage,

and the results show that feature selection

can significantly improve the forecast accuracy.

The forecast accuracy with different demand

amount is presented in Table 3, and it is vi-

sually shown in Figure 7. From Table 3 and

Figure 7, we can find that as total demand in-

creases, AMAPE is reverse U-shaped. Com-

pared to regular items with intermediate de-

mand (i.e., 101-100,000), forecast accuracy is

relatively high when the demands are suffi-

ciently low (below 100) or high (above 100,000).

The possible reason is that when the demand

is low, we have a larger proportion of no-sale

days. It is likely to have a zero-demand fore-

cast and meanwhile, the actual sale is also zero,

which significantly enhances the forecast accu-

racy.

In addition, Table 3 and Figure 7 also dis-

play the relatively high forecast accuracy of

top-selling items (more than 100,000). The

forecast accuracy of best sellers can be af-

fected by different factors. On one hand, when

the total demand is sufficiently high, we have

enough information for the machine learning,

which can increase the accuracy. On the other

hand, the best-sellers are usually daily con-

sumables, and most of the demand of these

products comes from the regular or planned

purchase behavior. The sporadic demand that

have no relation to demand pattern and fea-

tures may account for a low proportion in total

demand, which can positively affect the fore-

cast accuracy. Based on our results, we find

that the forecast accuracy of top-selling items

tend to be relatively high, which indicates that

high number of total demand is beneficial for

the demand forecast.

Figure 7 AMAPE with Different Demand Volume

Figure 8 AMAPE with Different Sales Periods

Table 4 reveals that the forecast accuracy

with different sales periods, which is visually

shown in Figure 8. From Table 4 and Figure 8,

we can find that forecast accuracy remains rela-

tively stable for different sales periods. Specif-

ically, AMAPE is the largest (30.12%) when the

sale period is the longest (201-220 days). Be-

cause of the minor increase of AMAPE with

the longer sales period, as found in Table 4,

we can find a sales period of approximately

100 days can provide enough information for

the learning. Longer sales periods increase the

fluctuation of demand, which may bring un-

necessary obstacles to the forecast.
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Table 3 Forecast Accuracy with Different Total Amount of Demand

Total Demand Volume Number of Items RF AMAPE Two-stage RF AMAPE Improvement

0-100 3,101 19.23% 12.37% 6.87%

101-1,000 11,343 40.33% 32.06% 8.27%

1,001-10,000 5,653 30.96% 9.81% 1.15%

10,001-100,000 880 25.18% 24.17% 1.01%

> 100,000 134 23.88% 22.58% 1.30%

Table 4 Forecast Accuracy with Different Sales Periods

Sales Period Number of Items RF AMAPE Two-stage RF AMAPE Improvement

100-120 22,037 233.59% 24.67% 8.92%

121-140 21,985 234.70% 26.12% 8.59%

141-160 21,690 234.09% 26.43% 7.66%

161-180 21,608 234.42% 26.72% 7.70 %

181-200 22,277 233.50% 25.60% 7.90 %

201-220 211,514 233.95% 30.12% 3.83 %

Table 5 Forecast Accuracy with Different No-sale Days’ Percentage

No-Sale Days’ Percentage Number of Items RF AMAPE Two-stage RF AMAPE Improvement

0-0.2 8,684 28.97 % 28.98 % –0.01%

0.2-0.4 3,856 45.42 % 38.16% 7.26%

0.4-0.6 3,840 42.01% 29.44% 12.57%

0.6-0.8 4,464 27.76% 17.83% 9.94%

0.8-1 267 20.64% 12.59% 8.06%

Table 5 shows that the forecast accuracy

with different no-sale days’ percentages, and

it is visually shown in Figure 9. From Table

5 and Figure 9, we can find that AMAPE is

the smallest when the percentage of no-sale

days is the highest. When no-sale percent in-

creases to 80%, AMAPE decreases to 12.59%,

which is significantly lower than 38.16% when

the no-sale percentage is 20%. The proposed

algorithm has a relatively high forecast accu-

racy when the percentage of no-sale days is

relatively high. This is because high no-sale

days’ percentage indicates a large number of

continuous zero, rather than intermitted zero,

in terms of the demand. Thus, it is easier

to learn and predict the demand when the

percentage of no-sale days is relatively high.

This is evidenced by the findings from Table 5

that when the proportion of the no-sale days

reaches more than 80%, the forecast error is

lower.

Figure 9 AMAPE with Different No-sale Days’ Percent-
age

5.2 Results for Merchant Level
The evaluation of forecast accuracy from the

merchant level includes different number of

items and average demand. Figure 10 and Fig-

ure 11 display the forecast accuracy with dif-

ferent number and different average demand

of items sold by merchants, respectively. The

performance of the forecasting model is quite

stable across merchants as forecast accuracy

is not significantly affected by the number of
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items or the average demand of items sold by

merchants.

Figure 10 AMAPE with Different Number of Items Sold
by Merchant

Figure 11 AMAPE with Different Average Demand of
Items Sold by Merchant

5.3 Results for Category Level
The results of forecast accuracy from the cate-

gory level are presented in Figure 12 and Fig-

ure 13. We find that AMAPE is higher when

the number and average demand of items in a

category are lower. A small number of items

and low average demand in a category indicate

that the category is unpopular. Compared to

other items, the demand of unpopular items

may exhibit higher variation, which is not con-

ducive to result in a high demand forecast ac-

curacy.

Figure 12 AMAPE with Different Number of Items by
Category

Figure 13 AMAPE with Average Demand of Items by
Category

6. Conclusing Remarks
This study forecasts the daily demand of 21,111

items of the top 30 e-merchants from 512 e-

merchants on the largest B2C e-commerce plat-

form in China. This study adds values to

the previous forecasting studies through sev-

eral aspects. First, this study builds an exten-

sive set of features and divides them into five

categories including historical demand, price,

page view, reviews, and competition. Our

results show that among all the feature cate-

gories, page view is the most important cat-

egory in predicting demand, which accounts

for 12 of the 15 most frequently selected fea-

tures. Based on our findings, online vendors

should pay attention to increase the number of

page views and attract more visitors, especially

from APPs considering most buyers use smart

phones during purchases. Possible strategies

include advertisement, promotion, and a bet-

ter design of the webpage.

Second, we design a two-stage feature se-

lection algorithm and demonstrate that the al-

gorithm is a powerful tool in identifying the

appropriate number of effective features from

high-dimensional online e-merchant dataset in

the online environment. Our results show that

the demand forecast based on RF performs sig-

nificantly better than the traditional time series

methods ARIMA and demand forecast based

on RF with the two-stage feature selection al-

gorithm has lower forecast error and computa-

tional cost than that with the one-stage feature

selection algorithm.

Third, we conduct an in-depth analysis of

the forecast accuracy from the item-, merchant-
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, and category-levels, which provides guid-

ance on e-commerce management such as pro-

duction, inventory, and sales efforts. For in-

stance, our results show that compared to nor-

mal items, the forecast accuracy for best-sellers

is higher.

This study has several limitations. First,

due to data availability issues, we are not able

to include features such as inventory and pro-

motion. Future studies can extend this study

through the collection of these features to fur-

ther improve the demand forecasting accuracy.

Second, our study focuses on a B2C e-platform.

To test the validity and generalizability of our

results, a comparative study examining other

online B2B and C2C e-platforms and conduct-

ing the corresponding demand forecasting can

be interesting.
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