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Abstract. During the execution of imaging tasks, satellites are often required to observe natural disasters,

local wars, and other emergencies, which regularly interferes with the execution of existing schemes.

Thus, rapid satellite scheduling is urgently needed. As a new generation of three degree-of-freedom (roll,

pitch, and yaw) satellites, agile earth observation satellites (AEOSs) have longer variable-pitch visible time

windows for ground targets and are capable of observing at any time within the time windows. Thus,

they are very suitable for emergency tasks. However, current task scheduling models and algorithms

ignore the time, storage and energy consumed by pitch. Thus, these cannot make full use of the AEOS

capabilities to optimize the scheduling for emergency tasks. In this study, we present a fine scheduling

model and algorithm to realize the AEOS scheduling for emergency tasks. First, a novel time window

division method is proposed to convert a variable-pitch visible time window to multiple fixed-pitch visible

time windows. Second, a model that considers flexible pitch and roll capabilities is designed. Finally, a

scheduling algorithm based on merging insertion, direct insertion, shifting insertion, deleting insertion,

and reinsertion strategies is proposed to solve conflicting problems quickly. To verify the effectiveness

of the algorithm, 48 groups of comparative experiments are carried out. The experimental results show

that the model and algorithm can improve the emergency task completion efficiency of AEOSs and reduce

the disturbance measure of the scheme. Furthermore, the proposed method can support hybrid satellite

resource scheduling for emergency tasks.

Keywords: Agile earth observation satellites, emergency tasks, merging insertion, shifting insertion

1. Introduction

Earth observation satellites (EOSs) are objects

around the earth that use remote sensors to

obtain ground image information (Cordeau et

al. 2005). They play increasingly important

roles in military, industrial, and agricultural

fields due to their various advantages, such

as wide coverage ranges and borderless lim-

itations (Li et al. 2017). In particular, EOSs

have become important tools to obtain first-

hand information during emergency Earth ob-

servations. For example, when an earthquake

occurs, the images of the disaster area are ac-

quired by EOSs. The observation is expected to

be acquired within tens of seconds or even sec-

onds to carry out the disaster assessment and

formulate a rescue plan in time. The new gen-

eration EOSs, agile EOSs (AEOSs), have three

degrees of freedom (roll, pitch, and yaw), un-

like conventional EOSs (CEOSs). This enables

the AEOSs to observe targets before or after

flying above them. As shown in Figure 1, this

agility greatly enhances the observation oppor-

tunities for emergency tasks as well as the sys-

tem response speed and robustness. Thus, this

kind of flexible satellite is highly suitable for

emergency task observation.

Although AEOSs have higher emergency

observation potential, AEOS scheduling is

more difficult than CEOS scheduling, which is

mainly because of the more complicated mod-

els and larger solution space. Due to the pitch-
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ing capabilities of AEOSs, the variable-pitch

visible time window (VPVTW) is much longer

than the required time of the task. Theoret-

ically, the observation duration can be any-

where within the VPVTW as long as it does

not conflict with the other tasks. The number

of possible observation times simultaneously

increases dramatically. Hence, the high free-

dom for the VPVTW and start time selection

increases the problem complexity. AEOSs also

have the ability to roll sideways, which leads to

time dependence of the scheme. The transition

time between two consecutive observations is

related to the observations, as the start time of

the next observation depends on the end time

of the previous observation. When the interval

between the two tasks cannot meet the time of

the maneuver, including the roll, attitude sta-

bilization, turn-on, and turn-off times for the

waiting task, the maneuver operations for the

tasks before the waiting task can be adjusted

appropriately to reduce the maneuver time. As

shown in Figure 1, task 3 can be inserted by ad-

justing the maneuver operation for task 2, such

that maneuver 24 becomes maneuvers 23 and

34. This dramatically increases the possibil-

ity of task insertion and increases the size of

the solution space of the scheduling problem.

In addition, emergency tasks often have short

deadlines and high values (Niu et al. 2015).

If they cannot be finished within a given pe-

riod or deadline, the observation may be use-

less for users (Zhu et al. 2017), which increases

the complexity of a scheduling problem. In

view of this, the AEOS scheduling problem for

emergency tasks urgently needs a novel and

effective model and algorithm.

Most previous researches focus on AEOS

scheduling for general tasks (Xie et al. 2019, Li

and Li 2019, Liu et al. 2017, He et al. 2018) and

CEOS scheduling for emergency tasks (Sun et

al. 2019, Niu et al. 2018, Liu and Hodgson 2016),

but there are few researches on AEOS schedul-

ing for emergency tasks. With the rapid in-

crease in user demand, when the emergency

tasks arrive, there may be a large number of

scheduled tasks in the scheme. The previous

scheduling algorithms have difficulty dealing

with this issue quickly and effectively. The

reasons are as follows. (i) In previous schedul-

ing algorithms, the resource objects are not

AEOSs, or the scheduling constraints of the

AEOSs are simplified. For example, the pitch

capability increases the length of the observa-

tion time window. However, the time, storage

and energy consumed by the pitch maneuver

are not considered, which may result in a devi-

ation of the scheduling scheme from the actual

demand. Thus, a more accurate model is re-

quired. (ii) At present, the AEOS load is often

nearly full. In this case, it is difficult to find idle

times for emergency tasks, which creates an

over-ordering problem. This places higher re-

quirements on the capabilities of the optimiza-

tion algorithm. (iii) AEOSs have such flexi-

ble pitch and roll capabilities that they have

longer VPVTWs for emergency tasks before

the completion deadline. The determination of
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the observation start time has a strong depen-

dence on the observation angle of the sched-

uled scheme, which increases the complexity

of the emergency task scheduling problem.

For such problems, we develop a novel

time window division method to convert a

VPVTW to multiple fixed-pitch visible time

windows(VTWs). We then design a more ac-

curate model of AEOS scheduling for emer-

gency tasks. In addition to the general limita-

tions of the data transmission time, on-off time,

storage, and energy (Baek et al. 2011), we also

consider the limitations of the roll, pitch, and

attitude stabilization times for AEOSs and the

completion times for emergency tasks. To solve

this model, we propose a novel merging inser-

tion, direct insertion, shifting insertion, delet-

ing insertion, and reinsertion strategy (MISDR)

algorithm with two heuristic factors. Based on

the pitch and roll capabilities of AEOSs, we de-

sign a task merging strategy. In this strategy,

similar tasks are included in the same obser-

vation strip, which can increase the flexibility

of the task time window selection and reduce

the turn-on, turn-off, roll, and attitude stabil-

ity times of AEOSs. It is beneficial to conserve

the AEOS resources and promote the schedul-

ing probability of the task. Based on the fact

that a VTW is longer than the task observa-

tion time, the task shifting strategy is designed.

Under satisfying the observation constraints,

the conflicting tasks can be moved forward or

backward within their own VTWs, which can

improve the insertion possibility of emergency

tasks. In addition, we design two heuristic

factors, the urgency degree of an emergency

task and the merging degree of a time win-

dow, to guide the task insertion sequence and

task merging time window selection.

To verify the effectiveness and scalability of

the model and algorithm, we design an AEOS

and a hybrid satellite resource scheduling sce-

narios for emergency tasks and compare the

performance of the proposed algorithm with

the direct insertion, shifting insertion, delet-

ing insertion, and reinsertion (ISDR) algorithm

(Wang et al. 2014) as well as a dynamic emer-

gency scheduling with task merging, back-

ward shift and rehabilitation (TMBSR-DES) al-

gorithm (Wang et al. 2014). The experimen-

tal results verify that the proposed MISDR al-

gorithm can improve the task completion ef-

ficiency and reduce the disturbance measure

of the scheme. Accordingly, the designed

model and algorithm can effectively address

the AEOS scheduling problem for emergency

tasks and support hybrid satellite resource

scheduling for emergency tasks.

The remainder of this paper is organized as

follows. Related work is surveyed in Section 2.

In Section 3, an overview of the rescheduling

problem is provided. In Section 4, we present

a time window division method and an AEOS

scheduling model for emergency tasks. We in-

troduce the corresponding solution, which in-

cludes the MISDR algorithm and two heuristic

factors in Section 5. The simulation experi-

ments and performance analysis are given in

Section 6. Finally, in Section 7, the paper is

concluded, and future work is discussed.

2. Related Work
In the process of carrying out tasks, EOSs

inevitably encounter some emergency tasks,

such as natural disasters, local wars, etc. Due

to the high value and time sensitivity of such

tasks, it is urgent to adjust the original schemes

of EOSs quickly (Zhai et al. 2015). Simulta-

neously, EOSs can be classified into CEOSs

and AEOSs based on maneuverability (He et

al. 2018). Therefore, the previous researches

in this field mainly focus on CEOS schedul-

ing problem and AEOS scheduling problem

for emergency tasks.

Due to the early appearance of CEOSs,

there are many researches on the CEOS

scheduling problem for emergency tasks,

and its scheduling algorithms mainly include
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meta-heuristic and heuristic algorithms. Wu

et al. (2012) proposed a pretreatment process

to eliminate conflicts between emergency tasks

and allocate all tasks to the related CEOS or-

bits. Thereafter, a mathematical model and

a directed acyclic graph model were con-

structed. Finally, a hybrid ant colony opti-

mization method combined with an iterative

local search was established to solve the CEOS

scheduling problem for emergency and gen-

eral tasks. Zhai et al. (2015) proposed the

HA-NSGA2 dynamic scheduling algorithm to

maximize the schedule benefits and robust-

ness in which a non-dominated sorting genetic

algorithm and rule-based heuristic algorithm

were combined. Because the response time

and stability of solutions with meta-heuristic

algorithms are relatively poor, it may be dif-

ficult to complete the scheduling before the

time required by users. For this reason, Based

on the characteristics of emergency tasks with

independent arrival times and task comple-

tion deadlines, Qiu et al. (2013) combined the

rolling horizon strategy with a heuristic al-

gorithm to form a dynamic scheduling algo-

rithm for emergency tasks, which improved

the CEOS scheduling efficiency. Wang et

al. (2014) designed two heuristic algorithms

to solve the CEOS scheduling problem after

analyzing the dynamic properties of CEOS

scheduling. The first heuristic algorithm ar-

ranged new tasks by insertion or deletion and

then inserted tasks repeatedly based on their

priority from low to high. The second algo-

rithm adopted four steps: insert directly, in-

sert by shifting, insert by deletion, and reinsert

the deleted tasks. The two algorithms were

compared in terms of efficiency and response

time.

Due to the poor flexibility of the CEOSs, the

VTWs of CEOSs are much shorter than those

of AEOSs, and even they are selected as the

observation time window directly in the previ-

ous researches. However, with the increase in

the number and the required response speed

of emergency tasks, the possibility of insert-

ing emergency tasks into the scheme is lower.

Therefore, CEOS service capabilities have been

stretched to their flexibility limits.

With the development of satellite capabili-

ties, AEOSs, new generation EOSs with three

degrees of freedom, have longer visible time

windows and more flexible pitch and roll op-

eration for targets, which can create more

possibilities to insert tasks in the scheduling

scheme. Thus, AEOSs are highly suitable for

the scheduling for emergency tasks. However,

to the best of our knowledge, most previous

researches focus on AEOS scheduling for gen-

eral tasks, the corresponding scheduling algo-

rithms mainly include the genetic algorithm

(Wang et al. 2019), ant colony algorithm (Du

et al. 2018, Cui et al. 2018), tabu search al-

gorithm (Habet et al. 2010), greedy algorithm

(Lemaître et al. 2002) and constructive heuristic

algorithm (Wang et al. 2011, BunChenkheila

et al. 2016, He et al. 2019). There are few re-

searches on AEOS scheduling for emergency

tasks. Guo et al. (2012) proposed a heuristic-

based scheme adjustment method for AEOSs

to adjust the original scheme and add newly ar-

rived, urgent observations into the scheme dy-

namically, and three heuristic rules are given

to improve the performance of the algorithm.

Given the difficulty of predicting environmen-

tal uncertainties, He et al. (2019) proposed a

hierarchical scheduling method based on the

ant colony algorithm for the real-time schedul-

ing problem. This method can effectively re-

duce the impact of unexpected environmental

changes and obtain a higher solution profit.

In the above algorithms, the resource ob-

jects are not AEOSs, or the scheduling con-

straints of the AEOSs are simplified. For ex-

ample, the pitch capability only increases the

length of the observation time window. How-

ever, the time, storage and energy consumed by

the pitch maneuver are not considered, which
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may result in a deviation of the scheduling

scheme from the actual demand. Although

AEOSs have such flexible pitch and roll ca-

pabilities that they have longer VPVTWs for

emergency tasks before the completion dead-

line, there is no specific optimization strategy

designed for pitch and roll capabilities, and

the VPVTWs are not divided reasonably, even

directly used without considering the pitch an-

gle. Simultaneously, with the rapid increase of

tasks, the AEOS load is often nearly full in ac-

tual applications. In this case, it is difficult to

find idle times for emergency tasks.

In this paper, we first develop a novel time

window division method including a discrete

granularity and division rule, which can con-

vert a VPVTW to multiple VTWs. We then

comprehensively consider the characteristics

of the agile satellite pitch and roll capabili-

ties and the completion deadline of emergency

tasks to design a model suitable for AEOS

scheduling for emergency tasks. We finally

propose a novel MISDR algorithm to complete

AEOS scheduling for emergency tasks. In this

algorithm, the merging insertion strategy is de-

signed for the AEOS’s pitch and roll capabili-

ties, by which tasks with similar distances are

included in the same observation strip. The

shifting insertion strategy is designed for the

long VTWs, by which the conflicting tasks can

be moved forward and backward in a long

VTW to complete task insertion. Therefore,

the task completion efficiency of AEOSs and

the disturbance measure of the scheme are ex-

Table 1 The Table of Abbreviations

Abbreviation Description

EOS Earth observation satellite

AEOS Agile earth observation satellite

CEOS Conventional earth observation satellite

VPVTW Variable-pitch visible time window

VTW Fixed-pitch visible time window

OTW Observation time window

pected to be improved.

3. Problem Description
AEOSs in orbit observe ground targets through

remote sensors. The remote sensor has a spe-

cific field of view. As shown in Figure 2, each

observation action will form a band with a cer-

tain width and length on the ground. The

ground targets studied in this paper are point

targets, that is, during the observation process,

a ground target only needs to be observed once.

When the time interval between adjacent tasks

cannot meet the maneuver time requirements,

the roll and pitch angles of the tasks can be

adjusted appropriately to reduce the time. Of

course, when the intervals between multiple

adjacent tasks cannot meet the maneuver time

requirements and they are closer to each other,

they can be included in the same observation

band for observation by adjusting the roll an-

gle, i.e., observing at the same time with other

tasks. The data obtained from each observa-

tion will be temporarily stored in the AEOS’s

memory. When the AEOS storage reaches

full capacity, the data must be downloaded to

the ground station before the next observation

(Bianchessi et al. 2007). The observation, ma-

neuver, and downloading operations will con-

sume a certain amount of energy. The AEOS

energy is limited within each orbit circle, and

the consumption cannot exceed the maximum

energy. The research of this paper is to in-

sert emergency tasks into the original schemes

without violating these constraints and maxi-

mize the value of the new scheme.

For understanding the meaning of abbre-

viations conveniently in this paper, a table of
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abbreviations is listed in Table 1.

3.1 Problem Analysis
The problem studied in this paper not only

includes the general limitations of the data

transmission time, on-off time, storage, and en-

ergy, but also includes the limitations of the

roll, pitch, and attitude stabilization times for

AEOSs and the completion times for emer-

gency tasks. Simultaneously, in order to give

full play to AEOS’s flexible pitch and roll ca-

pacities to complete the emergency tasks with

a short deadline and high value, the way of ob-

serving multiple tasks at one time is allowed

in this study. These make the problem more

in line with the actual application process of

AEOSs. Since the scheduling process includes

selecting the observation and download time

windows and determining their start times, the

problem involves the time window, data stor-

age, energy consumption, data transmission,

sensor roll, sensor pitch, attitude stabilization,

turn-on time, and turn-off time.

3.1.1 Time Window
As illustrated in Figure 3, when the AEOS

moves above the ground target, it can see the

target for a period of time, which is called the

VPVTW. In actual applications, due to the low

quality of the maneuver imaging, AEOSs usu-

ally do not carry out maneuvers while imag-

ing to satisfy the user’s resolution require-

ments. Therefore, it is necessary to discretize

a VPVTW into multiple VTWs, the number of

which depends on the discrete granularity ΔP.

In fact, each VTW is similar to a visible time

window of the CEOS. Here, for convenience,

we will abbreviate the fixed-pitch visible time

windows as VTW. During a given scheduling

period, more than one VTW generally exists

between an AEOS and a target. Furthermore,

the VTW is often longer than the observation

time window (OTW) required for the observa-

tion time of the task (Hao et al. 2014). There-

fore, in the AEOS scheduling, not only the

VTW but also the precise start time of the ob-
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SSt t iti ff E d ti f
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Discrete 
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Figure 3 Time Window

servation must be selected (Xu et al. 2016). The

communication antennas of AEOSs cover very

wide areas and generally do not need to be

maneuvered. Thus, we do not discretize the

visible time windows of the ground stations.

For simplicity, we label the VTWs between the

satellites and task as the task VTWs and the

VTWs between the satellites and ground sta-

tion as the ground station VTWs.

3.1.2 Data Storage
The AEOS has onboard data storage that tem-

porarily stores the task observation data (Roy-

chowdhury et al. 2017). Once the data are

transmitted to the ground station, the storage

is released (Chen et al. 2016). Therefore, the

real-time memory capacity is changed dynam-

ically during the observation process.

3.1.3 Energy Consumption
Each operation, such as observation, maneu-

ver, and downloading, consumes energy. The

AEOS has limited energy, and the energy con-

sumption cannot exceed the maximum energy

capacity in each orbit circle. Therefore, the

AEOS’s residual energy also changes dynami-

cally during the observation process.

3.1.4 Data Transmission
The ground station can receive the observation

data transmitted by the satellite. As with the

observation task, the data transmission must

be completed within the ground station VTW

(Song et al. 2018). Because data transmission

will consume the working hours of the satel-

lites, full use should be made of the onboard
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storage to minimize the amount of data trans-

mission (Peng et al. 2017).

3.1.5 Sensor Roll
The AEOS sensor has a field of view and a max-

imum roll angle. Each observation can form

a wide strip on the ground at the maximum

roll angle range. Clearly, it is only possible

for the resource to complete the observation

if the target is within the maximum roll angle

range (Mao et al. 2012). If a target is not below

the AEOS, the AEOS must rotate its sensor to

ensure that the strip can cover the target. At

the same time, the AEOS will consume time

and energy when performing roll operations.

Therefore, we should minimize the number of

roll operations to conserve satellite energy.

3.1.6 Sensor Pitch
The AEOS sensor can pitch forward and back-

ward, which can extend the number of VTWs

to increase the opportunity for task insertion.

Similarly, the pitch operation of the sensor also

consumes time and satellite energy. Therefore,

the number of pitch operations should be re-

duced as much as possible.

3.1.7 Attitude Stabilization
The AEOS will generate vibrations after a ma-

neuver operation, and a certain amount of time

is required to stabilize. Generally, the attitude

stabilization time of the AEOS is fixed. After

this time, the AEOS can enter a stable state and

observe the ground target.

3.1.8 Turn-on and Turn-off Time
The AEOS will observe the ground target when

it turns its sensor on, which consumes energy

and storage. To save energy and storage, the

sensor should be turned off after each observa-

tion and turned on again when the next ground

target is observed.

3.2 Problem Processing
3.2.1 Problem Assumptions
In practice, the AEOS scheduling for emer-

gency tasks is rather complicated due to the

many constraints and user requirements.

Therefore, some assumptions are made to

simplify the problem, ignoring some non-

significant constraints.

(i) When the ground station VTW between the

AEOS and the ground station is scheduled,

the data on the AEOS is transmitted to the

ground station. The transmission time length

is the ground station VTW length, and the

storage is cleared after the transmission.

(ii) The start time of the VTW changes linearly

with the pitch angle of the AEOS sensor. This

assumption is used to calculate the impact of

the pitch angle on the VTW.

(iii) A target only needs to be observed one

time, and all the targets have the same obser-

vation duration.

(iv) There is no time conflict between the data

downloading and the task imaging for the

AEOSs, they can transmit data while imaging.

3.2.2 Scheduling Process
To address the AEOS scheduling problem for

emergency tasks, a novel algorithm is pro-

posed, which is used to deal with the arriv-

ing emergency tasks, as illustrated in Figure

4. First, the time windows are processed to

divide VPVTWs and filter task VTWs before

scheduling. The AEOS scheduling model is

then established to maximize the ratio of the to-

tal scheduled task value to the total task value.

Finally, the MISDR algorithm is designed to

schedule the tasks and generate a local adjust-

ment scheduling scheme rapidly.

4. Scheduling Model
The pitch angle changes with time in a VPVTW,

which will seriously affect the image quality

when observing. It is difficult to establish a

scheduling model that includes the simulta-

neous changes of time and angle. Therefore,

in this study, a time window division rule is

first carried out before the scheduling model

is established, which can convert a VPVTW to

multiple VTWs. Then, a time window filter-
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ing rule is designed to eliminate the invalid

visible time window and reduce the problem

scheduling scale. Finally, an AEOS scheduling

model with the limitations of the pitch and roll

capabilities is designed for the emergency task

scheduling problem.

4.1 Scheduling Symbols
The scheduling process involves satellites,

ground stations, tasks, time windows and so

on. In order to introduce the scheduling model

conveniently, the relevant symbols and defini-

tions are listed in Table 2.

4.2 Time Window Division
To ensure that the long time window continu-

ity of the VPVTW is retained and the oper-

ational requirements of the subsequent VTW

merging strategy are met during the division,

the following principles must be followed in

the time window division. (i) The overlap time

of two consecutive visible time windows must

be greater than the task duration time, and suf-

ficient time must be left for the maneuver for

the newly added pitch angle. (ii) All VPVTWs

except the first and last have the same discrete

granularity and discretize from 0° pitch angle

Figure 5 The Variable-Pitch Visible Time Window Divi-
sion

to both sides to ensure that the following merg-

ing strategy can be implemented.

• Discrete Granularity

As illustrated in Figure 5, based

on a variable-pitch visible time

window, denoted as VPVTW u
ij �

(vwsu
i j , vweu

i j ,+Pu
i j ,−Pu

i j , R
u
i j), between

the AEOS s j and task t j , the long

time window continuity is that the

VTW TW a
i j is available before time

timek and the VTW TW a+1
i j is available

after time timek . Therefore, we let

Lj �
ΔPu

i j×Lj

ΔHj
+
ΔPu

i j
pv j

+ di and keep enough

time for pitching maneuver, which can

be converted to ΔPu
i j �

(Lj−di )×ΔHj×pvj
L j×pvj+ΔHj

. To

ensure the VTW merging strategy can be

carried out, we let ΔP � min{ΔPu
i j |ti ∈

T, s j ∈ S, u ∈ {1, · · · ,NVPij }} for all

VPVTWs, which can guarantee enough

overlap time for the VTWs belonging

to a VPVTW. Thus, the same discrete

granularity ΔP can be obtained.

• Division Rule

Based on the discrete granular-

ity, for a VPVWTW VPVTWu
ij �

(vwsu
i j , vweu

i j ,+Pj ,−Pj , Ru
i j), we can cal-

culate the VTW number NF � 2×� Pj
ΔP �+1.

We can then calculate a visible time win-

dow TWa
i j � (wsa

i j , wea
i j , R

a
i j , p

a
i j), where

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

wsa
i j � vwsu

i j

wea
i j � vwsu

i j + Lj ,

pa
i j � Pj

Ra
i j � Ru

i j
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Table 2 The Table of Symbols

Sysmbol Definition

S � {s1 , · · · , s j , · · · , sNS } S is the AEOS set, NS is its AEOS number.

G � {g1 , · · · , gk , · · · , gNG } G is the ground station set, NG is its ground station number.

T � {DET
⋃

DGT
⋃

ET
⋃

GT} Task set.

DET � {t1 , · · · , tNDET } DET is the scheduled emergency task set, NDET is its task number.

DGT � {tNDET+1 , · · · , tNDET+NDGT } DGT is the scheduled general task set, NDGT is its task number.

ET � {tNDET+NDGT+1 , · · · , tNDET+NDGT+NET } ET is the unscheduled emergency task set, NET is its task number.

GT � {tNDET+NDGT+NET+1 , · · · , tNDET+NDGT+NET+NGT } GT is the unscheduled general task set, NGT is its task number.

NT � {NDGT + NDET + NET + NGT } Total task number.

ti � (tvi , di , dli)
ti is the i-th task in T,

tvi , di and dli are its task value, task duration time,

and task completion deadline, respectively.

TWi � {TWi1 , · · · , TWij , · · · , TWiNS } VTW set of ti .

TWij � {TW1
i j , · · · , TWa

i j , · · · , TW
NTWij

i j } TWij is the VTW set between ti and s j , NTWij is its VTW Number.

TWa
i j � (wsa

i j , wea
i j , p

a
i j , R

a
i j)

TWa
i j is the a-th VTW between ti and s j , wsa

i j , wea
i j , pa

i j and Ra
i j

are its start time, end time, pitch angle and ideal roll angle.

GWk � {GWk1 , · · · ,GWk j , · · · ,GWkNS } VTW set of gk .

GWk j � {GW1
k j , · · · ,GWb

k j , · · · ,GW
NGWk j

k j } GWk j is the VTW set between gk and s j , NGWk j is its VTW Number.

GWb
k j � (wsb

k j , web
k j) GWb

k j is the b-th VTW between gk and s j , wsb
k j and web

k j are its start and end times.

ΔHj Horizontal field of view in pitch direction of s j .

ΔVj Vertical field of view in roll direction of s j .

pv j Pitch velocity of s j .

rv j Roll velocity of s j .

b j Turn-on time of s j .

e j Turn-off time of s j .

as j Attitude stabilization time of s j .

Lj
Time from the ground target is covered until not covered

by the observation band of s j with a fixed pitch angle.

Mj Maximum storage capacity of s j .

Ej Maximum energy capacity within each orbit circle of s j .

NCj Maximum orbit circle number of s j .

α j Storage capacity required per unit time observation of s j .

β j Energy capacity required per unit time observation of s j .

ρ j Energy capacity required per unit time data transition of s j .

ω j Energy capacity required per unit time maneuver of s j .

Δt j Maximum power-on duration of s j .

VPVTWu
ij � (vwsu

i j , vweu
i j ,+Pj ,−Pj , Ru

i j)
VPVTWu

ij is the u-th VPVTW between ti and s j ,

vwsu
i j ,vweu

i j ,+Pj ,−Pj and Ru
i j are its earliest visible time,

latest visible time, maximum pitch angle and ideal pitch angle.

u ∈ {1, · · · ,NVPij } u and NVPij are the index and number of VPVTW between ti and s j .

ΔPu
i j Sub-discrete granularity.

ΔP Discrete granularity.

teb
k j Observation end time of the k-th VTW between gk and s j .

tsa
i j Observation start time of the a-th VTW between ti and s j .

tea
i j Observation end time of the a-th VTW between ti and s j .

ra
i j Observation roll angle of the a-th VTW between ti and s j .

TWTa
i j

Tasks whose observation time windows overlap with TWa
i j .

H Scheduling horizon.

Hs Start time of the scheduling horizon.

MT � {MT1 , · · · ,MTu , cdots ,MTNMT }
MT is the set of merging time window set, NMT is the number

of times that multiple time windows are executed at a time.

MTu � {TWa
i j , · · · , TWa′

i′ j′ } The u-th is merging time window set executed at a time.
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if a � 1;

⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩

wsa
i j �

vwsu
i j+vweu

i j
2 − ( NF+1

2 −a)×ΔP+ΔHj
ΔHj

× Lj
2

wea
i j �

vwsu
i j+vweu

i j
2 − ( NF+1

2 −a)×ΔP−ΔHj
ΔHj

× Lj
2 ,

pa
i j � (NF+1

2 − a) × ΔP

Ra
i j � Ru

i j

if 1 < a < NF ; or

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

wsa
i j � vweu

i j − Lj

wea
i j � vweu

i j ,

pa
i j � −Pj

Ra
i j � Ru

i j

if a � NF . As illustrated in Figure 5,

suppose NF � 3, we can get TW1
i j �

(vwsu
i j , vwsu

i j + Lj , Pj , Ru
i j), TW2

i j �

( vwsu
i j+vweu

i j−Lj

2 ,
vwsu

i j+vweu
i j+Lj

2 , 0, Ru
i j) and

TW3
i j � (vweu

i j − Lj , vweu
i j ,−Pj , Ru

i j).
pa

i j is positive in the forward direction;

otherwise, it is non-positive. Through

division, multiple VPVTWs can be con-

verted into more VTWs.

4.3 Time Window Filtering
The task VTWs in the scheduling horizon and

before the completion deadline are filtered to

reduce the complexity of the problem. As

shown in Figure 6, the scheduling horizon is

H and the start time of H is Hs , only the VTWs

after Hs and before dli are retained. Through

this process, some invalid VTWs are deleted,

and some valid VTWs, including TW1
i j , TW2

i j ,

TW3
i j , TW4

i j , TW5
i j , TW6

i j , TW1
i( j+1), TW2

i( j+1) and

TW3
i( j+1), are gained for task ti . Therefore, the

scale of the scheduling problem can be reduced

so that the scheduling efficiency can be im-

proved significantly.

4.4 Scheduling Objective and Constraints
According to the scheduling problem, we es-

tablish an objective function to maximize the

value of scheduled tasks and corresponding

constraints that include task observation num-

ber, task deadline, time window conflict, obser-

Figure 6 Time Window Filtering Diagram

vation time, observation angle, satellite stor-

age, satellite energy and observation merging.

In order to better understand the value

completion of scheduled tasks, the objective

function is designed as the ratio of the total

scheduled task value to the total task value,

which can guarantee the result between 0 and

1.

max

⎧⎪⎪⎨⎪⎪⎩[
NT∑
i�1

NS∑
j�1

NTWij∑
a�1

(xa
i j × tvi)]/

NT∑
i�1

tvi

⎫⎪⎪⎬⎪⎪⎭ (1)

where xa
i j is a decision variable defined as fol-

lows:

xa
i j �

{
1, ti is observed in TWa

i j

0, otherwise
(2)

(i) Each task can only be observed at most

once, and the transmission time must be be-

fore the task deadline. These constraints are

expressed as follows:

C1 :

⎧⎪⎪⎪⎨⎪⎪⎪⎩
NS∑
j�1

NTWij∑
a�1

xa
i j ≤ 1, ∀ti ∈ T

(dli − teb
k j) × xa

i j ≥ 0, ∀TWa
i j ∈ Wb

k j

(3)

In this study, we assume that the transmis-

sion duration is equal to the ground station

VTW duration. Thus, teb
k j is equal to web

k j .

Moreover, as illustrated in Figure 7, a ground

station VTW is virtualized on each satellite at

the scheduling time, and the VTWs that are

scheduled between two consecutive ground

station VTWs are denoted as W b
k j .

(ii) When two tasks are performed on the

same AEOS, the interval between their obser-

vation time windows must satisfy the maneu-
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Figure 7 Wb
k j and CWn

j Diagram

ver time requirements. Each AEOS cannot

transmit data to two ground stations at the

same time. Each ground station can only re-

ceive data from one AEOS at a time. These

constraints are expressed as follows:

C2 :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

xa
i j + xa′

i′ j ≤ 1,

∀(TWa
i j , TWa′

i′ j) ∈ {(TWij , TWi′ j)\
{(TWa

i j , TWa′
i′ j)|TWa

i j , TWa′
i′ j ∈ MTu ,

u ∈ {1, · · · ,NMT}}}, ti , ti′ ∈ T, s j ∈ S,

[tsa
i j − as j −

|ra
i j−ra′

i′ j |
rv j

− |pa
i j−pa′

i′ j |
pvj

− b j , tea
i j + e j]⋂

[tsa′
i′ j − as j −

|ra
i j−ra′

i′ j |
rv j

− |pa
i j−pa′

i′ j |
pvj

− b j , tea′
i′ j + e j] � ∅

yb
k j + yb′

k′ j ≤ 1,
∀s j ∈ S, gk , gk′ ∈ G, b ∈ {1, · · · ,NGWk j },

b′ ∈ {1, · · · ,NGWk′ j }, [wsb
k j , web

k j]
⋂[wsb′

k′ j , web′
k′ j] � ∅

yb
k j + yb′

k j′ ≤ 1,
∀s j , s j′ ∈ S, gk ∈ G, b ∈ {1, · · · ,NGWk j },

b′ ∈ {1, · · · ,NGWk j′ }, [wsb
k j , web

k j]
⋂[wsb′

k j′ , web′
k j′ ] � ∅

(4)

where yb
k j is a decision variable defined as fol-

lows:

yb
k j �

{
1, gk receives image data in GWb

k j

0, otherwise
(5)

(iii) The observation time window of each task

must be within the corresponding VTW. The

observation strip must cover the ground target.

These constraints are expressed as follows:

C3 :

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

xa
i j × (tsa

i j − wsa
i j) ≥ 0,

xa
i j × (wea

i j − tsa
i j − di) ≥ 0,

∀ti ∈ T, s j ∈ S,
a ∈ {1, · · · ,NTWij }

xa
i j × |ra

i j − Ra
i j | ≤

ΔVj
2 ,

(6)

(iv) The storage of each AEOS during the

observations cannot exceed the maximum stor-

age capacity, and the energy consumed within

each orbit circle cannot exceed the maximum

energy capacity. These constraints are ex-

pressed as follows:

C4 :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

yb
k j × (

∑
∀TWa

i j∈{Wb
k j\MT}

xa
i j × di+

NMT∑
u�1

( max
∀TWa

i j∈{Wb
k j
⋂

MTu }
{tea

i j}−

min
∀TWa

i j∈{Wb
k j
⋂

MTu }
{tsa

i j})) × α j ≤ Mj ,

∀s j ∈ S, gk ∈ G,
b ∈ {1, · · · ,NGWk j }

( ∑
∀TWa

i j∈{CWn
j \MT}

xa
i j × di+

NMT∑
u�1

( max
∀TWa

i j∈{CWn
j
⋂

MTn }
{tea

i j}−
min

∀TWa
i j∈{CWn

j
⋂

MTn }
{tsa

i j})) × β j+∑
∀GWb

k j∈CWn
j

yb
k j × dk × ρ j+∑

TWa
i j∈CWn

j

∑
∀TWa′

i′ j ∈ CWn
j

, TWa′
i′ j � TWa

i j

l(xa
i j , x

a′
i′ j)×

( |r
a
i j−ra′

i′ j |
rv j

+
pa

i j−pa′
i′ j

pv j
) × ω j ≤ Ej ,

∀s j ∈ S,
n ∈ {1, · · · ,NCj }

(7)

where l(xa
i j , x

a′
i′ j) is a is used to judge whether

two observation time windows are adjacent.

If they are adjacent, it is 1; otherwise, it is 0.

As shown in Figure 7, CWn
j indicates the set

of ground station VTWs and OTWs that are

scheduled within the n-th orbit of s j .

(v) Not every task can be merged with other

tasks, which is limited by angle and time con-

straints. (a) Angle constraint: The distance

of ideal roll angles of any two OTWs must be

smaller than the vertical field of view in the roll

direction of the AEOS, and their pitch angles

must be equal. (b) Time constraint: The merg-

ing observation duration of any two OTWs

must be within a certain time range. These

constraints are expressed as follows:

C5 :

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

|Ra
i j − Ra′

i′ j | ≤ ΔVj ,
∀TWa

i j , TWa′
i′ j ∈ MTu ,

u ∈ {1, · · · ,NMT}
pa

i j � pa′
i′ j ,

∀TWa
i j , TWa′

i′ j ∈ MTu ,

u ∈ {1, · · · ,NMT}
max

TWa
i j∈MTu

{tea
i j} − min

TWa
i j∈MTu

{tsa
i j} ≤ Δt j , ∀u ∈ {1, · · · ,NMT}

ra
i j �

max
TWa′

i′ j
∈MTu

{Ra′
i′ j }+ min

TWa′
i′ j
∈MTu

{Ra′
i′ j }

2 ,
∀TWa

i j ∈ MTu ,

u ∈ {1, · · · ,NMT}

(8)
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5. Scheduling Algorithm
The CEOS scheduling problem is an NP-

complete problem (Hall et al. 1994). The AEOS

scheduling problem for emergency tasks is

similar to it. Similarly, efficient solutions to the

problem with numerous resources and tasks

cannot be provided in a limited time. In par-

ticular, AEOSs can provide more observation

opportunities than CEOSs, which will lead to a

more complex scheduling problem. Therefore,

it is difficult to solve with exact algorithms. In

addition, since emergency tasks are highly ur-

gent and have relatively short deadlines, AEOS

scheduling for such tasks is usually required to

be completed in tens of seconds, or even sec-

onds. Thus, the meta-heuristic algorithms are

not suitable for the AEOS scheduling for emer-

gency tasks. Finally, we decide to design a

heuristic algorithm to solve the problem.

Based on the above scheduling model, to

quickly respond to the needs of emergency

tasks and complete as much task value as pos-

sible with limited AEOSs, an effective algo-

rithm based on merging insertion, direct inser-

tion, shifting insertion, deleting insertion, and

reinsertion strategies (MISDR) is proposed to

deal with the AEOS scheduling problem for

emergency tasks. In particular, different from

the previous papers, based on the pitch and roll

capabilities of the AEOS, a merging insertion

strategy is designed to include similar tasks in

the same observation strip, which can increase

the flexibility of the task time window selection

and save the AEOS resources. Based on the

fact that a VTW is longer than the task observa-

tion time, the task shifting strategy is designed.

Under satisfying the observation constraints,

the conflicting tasks can be moved forward or

backward within their own VTWs, which can

improve the insertion possibility of emergency

tasks. Simultaneously, the flexible insertion of

the ground station VTWs is considered to re-

duce the impact of the storage capacity limita-

tion. To further improve algorithm efficiency,

two heuristic factors, the urgency degree of an

emergency task and the merging degree of a

time window, are designed to guide the task

insertion sequence and task merging time win-

dow selection.

5.1 Heuristic Factors
An urgency degree and a merging degree are

designed to sort the unscheduled emergency

task set and select the merging position of the

emergency task, respectively.

(i) The urgency degree of an emer-

gency task ti is denoted by δi �

tvi× max
ti′ ∈ET

⋃
DET

{NTWi′ −NTWi }
max

ti′ ∈ET
⋃

DET
{NTWi′ ×tvi′ } / dli−Hs

max
ti′ ∈ET

⋃
DET

{dli′−Hs } .

Emergency tasks can be sorted from high to

low based on δi , which arranges emergency

tasks that are close to the deadline and have a

high value and less number of time windows

to be completed as early as possible. (ii) The

merging degree of a VTW TWa
i j is represented

by ψa
i j � max{

min{wea
i j ,tea′

i′ j }−max{wsa
i j ,tsa′

i′ j }
di

× dli−wsa
i j

dli−Hs
, TWa′

i′ j ∈
TWTa

i j}. When a task ti has multiple merging

opportunities, the time window with a larger

value of ψa
i j is selected, which can provide

guidance to choose a time window with a

higher overlap of time windows and an earlier

task completion time for the scheduling.

5.2 MISDR Algorithm
To present the algorithm clearly, the conflict-

ing tasks and conflict conception are firstly in-

troduced. Conflicting tasks, which cause the

task ti not to be inserted into the scheduling

scheme directly, can be divided into three cat-

egories. (i) Tasks whose observation time win-

dows overlap with TWa
i j , which is denoted as

TWTa
i j . To traverse the idle time period be-

tween conflict tasks better, the previous time

window and the next time window of the TWa
i j

are placed into TWTa
i j . (ii) Tasks whose obser-

vation time windows have the same previous

and next ground station VTWs as TW a
i j . If task

ti is executed within TWa
i j , the AEOS will be
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Figure 8 Conflict Task and Conflict Diagram

Figure 9 Merging Insertion Strategy

overloaded. These tasks are denoted as STa
i j .

(iii) Tasks whose observation time windows

and TWa
i j are in the same orbit circle. If task

ti is executed within TWa
i j , the AEOS energy is

insufficient. These tasks are denoted as ENTa
i j .

A conflict is a combination of conflicting

tasks, consisting of at least one task. The con-

flicts can be divided into three categories. (i)

When the conflict is deleted, the observation

duration of the task ti can be satisfied. These

conflicts are denoted as TWCa
i j . (ii) When the

conflict is deleted, the observation duration of

the task ti can be satisfied and the overload of

the AEOS cannot occur. These conflicts are de-

noted as SCa
i j . (iii) When the conflict is deleted,

the observation duration of the task ti can be

satisfied and the AEOS energy shortage cannot

occur. These conflicts are denoted as ENCa
i j .

As shown in Figure 8, when the task

ti is inserted within the VTW TWa
i j �

[wsa
i j , wea

i j], if constraints C3 and C4 are not

satisfied, TWTa
i j , TWCa

i j , STa
i j , SCa

i j , ENTa
i j

and ENCa
i j are {{t3}{t4}{t5}{t6}}, {{t4}{t5}},

{{t2}{t3}{t4}{t5}{t6}{t7}{t8}}, {{t3}{t4}{t5}
{t6}{t7}{t8}}, {{t1}{t2}{t3}{t4}{t5}{t6}{t7}}
and {{t1}{t2}{t3}{t4}{t5}{t6}}, respectively.

The MISDR algorithm includes merging

insertion, direct insertion, shifting insertion,

Figure 10 Direct Insertion Strategy

Figure 11 Shifting Insertion Strategy

deleting insertion, and reinsertion strategies.

Simultaneously, if the storage constraints are

not satisfied during executing these strategies,

the ground station VTW insertion is consid-

ered.

(i) Merging insertion strategy

As illustrated in Figure 9, in the schedul-

ing scheme, if TWT � ∅, where TWT �

NS∑
j�1

NTWij∑
a�1

TWTa
i j , the VTWs of the waiting task

ti can be sorted from high to low based on ψa
i j .

The sorted VTWs are traversed to select the one

that satisfies constraints C3, C4 and C5 to merge

with the conflicting task.

(ii) Direct insertion strategy

As illustrated in Figure 10, if the waiting

task ti can be inserted into an idle time of the

scheme while satisfying constraints C3 and C4,

it is directly inserted into the scheme.

(iii) Shifting insertion strategy

As illustrated in Figure 11, when the wait-

ing task ti cannot be scheduled by the above

strategies, the tasks before it are moved for-

ward and the tasks after it are moved backward

in their own VTWs while satisfying constraints

C3 and C4, after which the idle time within a

VTW of the waiting task ti is calculated. If
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Figure 12 Merging Insertion Strategy Based on
Ground Station VTW Insertion

the waiting task ti can be inserted into the idle

time while satisfying constraints C3 and C4, the

shifting strategy is performed and the waiting

task ti is inserted.

(iv) Merging insertion strategy based on

ground station VTW insertion

As illustrated in Figure 12, if the VTW of

the waiting task ti cannot be scheduled by the

merging insertion strategy only due to AEOS

overload, a suitable ground station VTW can be

inserted into the scheme with satisfying con-

straint C4 and C5, then the merging insertion

strategy is executed for the waiting task ti .

(v) Direct insertion strategy based on

ground station VTW insertion

Similar to (iv), if the VTW of the waiting

task ti cannot be scheduled by the direct in-

sertion strategy only due to AEOS overload, a

suitable ground station VTW can be inserted

into the scheme with satisfying constraint C4,

then the direct insertion strategy is executed

for the waiting task ti .

(vi) Shifting insertion strategy based on

ground station VTW insertion

Similar to (iv), if the VTW of the waiting

task ti cannot be scheduled by the shifting

strategy only due to AEOS overload, a suit-

able ground station VTW can be inserted into

the scheme with satisfying constraint C4, then

the shifting insertion strategy is executed for

the waiting task ti .

(vii) Deleting insertion strategy

As illustrated in Figure 13, for each VTW

TWa
i j of the waiting task ti , the time win-

dow conflict with a minimum sum value in

Figure 13 Deleting Insertion Process

TWCa
i j is selected as NTWCa

i j . SC is re-

calculated based on the assumption that all

tasks in NTWCa
i j are deleted, and the stor-

age conflict with a minimum sum value in

SCa
i j is selected as NSCa

i j . We then recalcu-

late ENCa
i j based on the assumption that all

tasks in NTWCa
i j
⋃

NSCa
i j are deleted, and the

energy conflict with a minimum sum value

in ENCa
i j is selected as NENCa

i j . Finally, the

NTWCa
i j
⋃

NSCa
i j
⋃

NENCa
i j is added to the

deleting conflict set NCi . After the VTWs of

the waiting task ti have been traversed, if the

NCk
i with a minimum sum value in NCi has a

smaller value than the waiting task ti , NCk
i is

deleted and the waiting task is inserted in the

scheme.

(viii) Reinsertion strategy

All the tasks deleted by the deletion strat-

egy are added to the corresponding unsched-

uled task set and are reinserted during the pro-

cess of traversing the task set.

Based on the above strategies, the schedul-

ing algorithm flow is shown in Algorithm 1.

The time complexity of the MISDR algo-

rithm can be estimated according to the algo-

rithm strategies and flow. We assume that N̄TW

is the maximum of single task VTW number

and single ground station VTW number. The

time complexity of line 1 is O(NET + NDET +

N2
ET). For lines 2, 3 and 4, the time com-

plexity is O((NET + NDET) × N̄TW × NT). The

time complexity of lines 2 and 6 is O((NET +

NDET) × N̄2
TW ). For lines 2 and 7-12, the time

complexity is O((NET + NDET) × N̄TW × NT).
The time complexity of lines 2 and 13-21 is
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Algorithm 1 MISDR Algorithm

Input: The unscheduled emergency tasks, the unscheduled general task set, the scheduled emergency

tasks, the scheduled general task set, the original scheduling scheme

Output: The new scheduling scheme

1: Calculate δi for ti ∈ ET and sort ET by it from high to low

2: for ti in ET do
3: for TWa

i j � (wsa
i j , wea

i j , p
a
i j , R

a
i j) in TWi of ti do

4: Calculate merging degree ψa
i j for visible time window TWa

i j
5: end for
6: Sort TWi of ti by ψa

i j from high to low

7: if ti is inserted by strategy (i) then
8: Insert ti by merging with other tasks and remove ti from ET
9: else if ti is inserted by strategy (ii) then

10: Insert ti and remove ti from ET
11: else if ti is inserted by strategy (iii) then
12: Insert ti by shifting conflict tasks and remove ti from ET
13: else if ti is inserted by strategy (iv) then
14: Insert a suitable ground station visible time window

15: Insert ti by merging with other tasks and remove ti from ET
16: else if ti is inserted by strategy (v) then
17: Insert a suitable ground station visible time window

18: Insert ti and remove ti from ET
19: else if ti is inserted by strategy (vi) then
20: Insert a suitable ground station visible time window

21: Insert ti by shifting conflict tasks and remove ti from ET
22: else if ti is inserted by strategy (vii) then
23: Insert ti by deleting conflict tasks and remove ti from ET, subsequently add conflict tasks to GT

and ET
24: end if
25: end for
26: Insert ti ∈ GT by strategy (i)(ii)(iii)(iv)(v)(vi) and (vii) without heuristic factors

O((NET + NDET) × N̄TW × NT × NG × N̄TW ).
For lines 2, 22 and 23, the time complexity is

O((NET + NDET) × N̄TW × NT). Thus, the time

complexity is O((NET+NDET)×NT×NG×N̄2
TW )

for lines 1 to 25. Because the scheduling flow

of general tasks is similar to that of emer-

gency tasks, the time complexity of line 26 is

O((NGT + NDGT) × NT × NG × N̄2
TW ). As a re-

sult, the total time complexity is calculated as

follows: O((NET +NDET +NGT +NDGT)×NT ×
NG × N̄2

TW ) � O(NT
2 × NG × N̄2

TW ).

6. Experimental Simulation and Dis-
cussion

To verify the scheduling algorithm, we carried

out multiple experiments by comparing the re-

sults of the proposed algorithm with those of

the ISDR and TMBSR-DES algorithms, and an-

alyzed and summarized the experimental re-

sults.

6.1 Experimental Design
We simulated nine satellites, as indicated in Ta-

ble 3. Moreover, we set the turn-on time, turn-

off time, attitude stabilization time, maximum

pitch angle, maximum roll angle, roll velocity,

and pitch velocity equal to 7 s, 7 s, 4 s, 30°, 30°,



Sun et al.: Agile Earth Observation Satellite Scheduling Algorithm for Emergency Tasks Based on Multiple Strategies 641

Table 3 Simulated Satellites

Sat_id Sat_name Apogee (km) Perigee (km) Inclination (deg)

0 AEOS 1 653 628 98.0

1 AEOS 2 633 622 98.0

2 AEOS 3 666 617 98.0

3 AEOS 4 629 626 97.9

4 AEOS 5 667 613 98.4

5 AEOS 6 491 488 97.3

6 AEOS 7 514 511 97.5

7 AEOS 8 479 471 97.4

8 AEOS 9 1206 1196 100.7

5°/s, and 5°/s, respectively. We set the max-

imum storage capacity, maximum energy ca-

pacity, storage capacity required per unit time

observation, energy capacity required per unit

time observation, energy capacity required per

unit time data transition, and energy capacity

per unit time maneuver equal to 200 units, 300

units, 5 units/s, 5 units/s, 5 units/s, and 5

units/s.

We simulated four ground stations on the

earth surface, as indicated in Table 4, and then

randomly generated 300, 400, 500, and 600 gen-

eral task sets as well as 10, 20, 30, 40, 50, and

60 emergency task sets. Without loss of gen-

erality, the general task values were randomly

distributed in the range 1-50, the emergency

task values were randomly distributed in the

range 80-100, and the durations of the task ob-

servations were randomly distributed in the

range of 10-20 s.

H was defined as a 24-h scheduling horizon

from July 24, 2019, 00:00:00 to July 25, 2019,

00:00:00. Prior to scheduling, we calculated

the time windows for tasks and ground sta-

tions and carried out initial scheduling to gen-

erate four initial schemes for different scales

of the general tasks by means of the genetic

algorithm.

6.2 Algorithm Analysis
To analyze the proposed algorithm effectively,

based on the four initial schemes, four groups

of scheduling experiments with different emer-

gency task scales were carried out with MISDR,

TMBSR-DES, and ISDR algorithms, as indi-

cated in Table 5.

As illustrated in Figure 14, although the

running time of the proposed algorithm was

worse than that of the ISDR and TMBSR-DES

algorithms in some experiments, it was only

1.70% higher than that of the ISDR algorithm

and 2.29% higher than that of TMBSR-DES al-

gorithm on average. In addition, the maxi-

mum running time of the proposed algorithm

was less than 643 ms. Thus, we could draw

some conclusions that the running times of the

algorithms are similar and the proposed algo-

rithm could meet users’ time requests. Due

to the addition of a merging insertion strategy

in the proposed algorithm, the merging pro-

cess could take some time, but it could provide

more insertion opportunities with less storage

and energy and reduce the execution number

of subsequent insertion strategies. Therefore,

the proposed algorithm appeared the phenom-

ena that it took more time in some experiments

while less time in other experiments. More-

over, the running time of each algorithm gener-

ally increased with the number of tasks, which

indicated that the growth in the task scale

increased the conflict degree between tasks.

Consequently, more calculation time was re-

quired to eliminate conflicts.

Figure 15 illustrated that the objective func-

tion values of the three algorithms generally

decreased as the number of tasks increased,

which indicated that the conflicts between
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Table 4 Simulated Ground Stations

Gro_id Gro_name Gro_lon(deg) Gro_lat(deg) Gro_alt(deg)

0 BEĲING 116.595 39.04 0

1 CHANGSHA 113.037 28.25 0

2 TAIYUAN 112.585 37.82 0

3 WULUMUQI 87.395 43.86 0

Table 5 Simulated Experiments

Initial schemes
Algorithms Scenarios Emergency task scale

Satellite scale General task scale

9

300

MISDR

S1

10, 20, 30, 40, 50, 60

400 S2

500 S3

600 S4

300

ISDR

S5

400 S6

500 S7

600 S8

300

TMBSR-DES

S9

400 S10

500 S11

600 S12

Figure 14 Algorithm Running Time

tasks dramatically increased and the opportu-

nities for task insertion decreased when the

task scale became large. Furthermore, the pro-

posed algorithm was demonstrated to be supe-

rior to the ISDR and TMBSR-DES algorithms in

the 24 groups of task scales. As shown in Fig-

ures 14, 15 and 16, the objective function of the

proposed algorithm was 23.27% higher than

that of the ISDR algorithm and 16.37% higher

than that of TMBSR-DES algorithm on average

Figure 15 Objective Function

for similar running time and observation time.

This was because the tasks in the scheme and

the waiting tasks could be merged to reduce

task conflicts and save energy and storage ca-

pacities with the proposed algorithm, which

increased the opportunities for the insertion of

other waiting tasks. Furthermore, the conflict-

ing tasks could be moved forward and back-

ward using the proposed algorithm, which

could increase the idle time for the waiting

tasks. However, ISDR algorithm does not have

a merging insertion strategy, and TMBSR-DES

algorithm only merges waiting tasks. Thus,
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Figure 16 Observation Time

Figure 17 Disturbance Measure

these algorithms have lower flexibilities and

limited conflict resolution capabilities.

Figure 17 illustrated that the disturbance

measure with the proposed algorithm was sig-

nificantly less than those with the ISDR and

TMBSR-DES algorithms, with values 28.35%

and 27.31% smaller, respectively, which indi-

cated that the proposed algorithm exhibited a

stronger conflict resolution capacity to reduce

the number of tasks moved and deleted from

the scheme. The disturbance measure values

of the changes, which included the observa-

tion start time, end time, roll angle, and pitch

angle on the single satellite, were 0.5. If these

changes occurred at the same time, the distur-

bance measure was counted only once. The

disturbance measures of the changes between

AEOSs and the deletion were 1 and 1.5, re-

spectively. These results demonstrated that the

MISDR algorithm had the ability to search for

the solution with a smaller disturbance mea-

sure.

6.3 Algorithm Scalability Analysis
The resources in the actual applications are not

all AEOSs, there are also some CEOSs. To

verify the effect of the proposed algorithm on

hybrid resources, based on the experimental

cases described in Section 6.1 and the algo-

rithms described above, we adjusted the flex-

ibility parameters of the first five satellites of

the nine total satellites. The maximum pitch

angle and maximum roll angle were set to 0°
and 0°, respectively. By adjusting the param-

eters, hybrid resources, including AEOSs and

CEOSs, could be formed.

Based on the hybrid resources, the three al-

gorithms were compared. As shown in Fig-

ure 19a, the objective function of the pro-

posed algorithm was superior to the ISDR and

TMBSR-DES algorithms, with values 25.46%

and 14.46% higher on average, respectively.

Accordingly, as shown in Figure 19b, the sched-

uled task value with the proposed algorithm

was higher than those with the other two al-

gorithms. Therein, the scheduled task value

of the AEOSs was increased by 25.76% and

24.66% compared to the ISDR and TMBSR-

DES algorithms on average, respectively, and

the scheduled task value of the CEOSs in-

creased by 25.25% and 6.54% on average, re-

spectively. In terms of the scheduling capabil-

ity for emergency tasks, as illustrated in Figure

19c, the scheduled emergency task value with

the proposed algorithm was 2.19% and 1.47%

higher than those with the ISDR and TMBSR-

DES algorithms on average, respectively. Fur-

thermore, the proposed algorithm produced a

smaller disturbance measure based on the ini-

tial scheme, as shown in Figure 19d, and the

disturbance measures for both the AEOS and

CEOS schemes were generally smaller than

those with the other two algorithms. There-

fore, the proposed algorithm could complete

the scheduling for the hybrid resources of

AEOSs and CEOSs and produce better results.
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(a) Objective Function
(b) Scheduled Task Value

(c) Scheduled Emergency Task Value
(d) Disturbance Measure

Figure 18 Experimental Results for the Hybrid Resources

7. Conclusion and Future Work

In this paper, based on the high flexibilities of

AEOSs and the short deadline and high value

of emergency tasks, we studied AEOS schedul-

ing for emergency tasks. First, we developed

a novel time window division method to con-

vert a VPVTW to multiple VTWs. Second, a

more accurate model for AEOS scheduling was

designed, including not only the general lim-

itations of the data transmission time, turn-

on time, turn-off time, storage, and energy,

but also the limitations of the roll time, pitch

time, and attitude stability time for AEOSs and

the deadline for emergency tasks. To solve

this model, we proposed the MISDR algo-

rithm based on merging insertion, direct in-

sertion, shifting insertion, deletion insertion,

and reinsertion strategies to find a better so-

lution. Moreover, we conducted multiple ex-

periments, and the results indicated that the

proposed algorithm could effectively improve

the efficiency of AEOS scheduling for emer-

gency tasks and meet the users’ requests. The

final experimental results showed that the pro-

posed algorithm could support the scheduling

for the hybrid resources of AEOSs and CEOSs.

There are a few open issues to be addressed

in our future studies. First, the satellite re-

source capability model that can match the

most suitable satellite resource set to the task

set must be studied urgently. Second, further

work on AEOS scheduling for regional emer-

gency tasks is necessary. Finally, the schedul-

ing for satellite and UAV collaboration is a new

trend that should be studied in the future.
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Endnotes
1 The left panel illustrates that the maneuver time between

the tasks t2 and t3 is not satisfied, and thus, the task t3

cannot be executed. The right panel illustrates that the

AEOS can lengthen the visible time window of the task

so that the observation start time of the task t2 can be

advanced to facilitate the execution of the task t3.
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