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Abstract
Prediction of the stage of cancer plays an important role in planning the course of treatment and has been largely reliant on 
imaging tools which do not capture molecular events that cause cancer progression. Gene-expression data–based analyses are 
able to identify these events, allowing RNA-sequence and microarray cancer data to be used for cancer analyses. Breast cancer 
is the most common cancer worldwide, and is classified into four stages — stages 1, 2, 3, and 4 [2]. While machine learning 
models have previously been explored to perform stage classification with limited success, multi-class stage classification 
has not had significant progress. There is a need for improved multi-class classification models, such as by investigating deep 
learning models. Gene-expression-based cancer data is characterised by the small size of available datasets, class imbalance, 
and high dimensionality. Class balancing methods must be applied to the dataset. Since all the genes are not necessary for 
stage prediction, retaining only the necessary genes can improve classification accuracy. The breast cancer samples are to 
be classified into 4 classes of stages 1 to 4. Invasive ductal carcinoma breast cancer samples are obtained from The Cancer 
Genome Atlas (TCGA) and Molecular Taxonomy of Breast Cancer International Consortium (METABRIC) datasets and 
combined. Two class balancing techniques are explored, synthetic minority oversampling technique (SMOTE) and SMOTE 
followed by random undersampling. A hybrid feature selection pipeline is proposed, with three pipelines explored involving 
combinations of filter and embedded feature selection methods: Pipeline 1 — minimum-redundancy maximum-relevancy 
(mRMR) and correlation feature selection (CFS), Pipeline 2 — mRMR, mutual information (MI) and CFS, and Pipeline 
3 — mRMR and support vector machine–recursive feature elimination (SVM-RFE). The classification is done using deep 
learning models, namely deep neural network, convolutional neural network, recurrent neural network, a modified deep 
neural network, and an AutoKeras generated model. Classification performance post class-balancing and various feature 
selection techniques show marked improvement over classification prior to feature selection. The best multiclass classifica-
tion was found to be by a deep neural network post SMOTE and random undersampling, and feature selection using mRMR 
and recursive feature elimination, with a Cohen-Kappa score of 0.303 and a classification accuracy of 53.1%. For binary 
classification into early and late-stage cancer, the best performance is obtained by a modified deep neural network (DNN) 
post SMOTE and random undersampling, and feature selection using mRMR and recursive feature elimination, with an 
accuracy of 81.0% and a Cohen-Kappa score (CKS) of 0.280. This pipeline also showed improved multiclass classification 
performance on neuroblastoma cancer data, with a best area under the receiver operating characteristic (auROC) curve score 
of 0.872, as compared to 0.71 obtained in previous work, an improvement of 22.81%. The results and analysis reveal that 
feature selection techniques play a vital role in gene-expression data-based classification, and the proposed hybrid feature 
selection pipeline improves classification performance. Multi-class classification is possible using deep learning models, 
though further improvement particularly in late-stage classification is necessary and should be explored further.
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1  Introduction

Cancer is a genetic disease and globally one of the leading 
causes of death. In 2020, 2.3 million women were diagnosed 
with breast cancer and 685,000 died [35]. Charting out plans for 
treatment and prognoses have to factor in the stage of cancer. 
Automating this process using artificial intelligence methods 
is of great research interest as it would eliminate the need of 
assessments by professionals and would also ensure greater data 
collection from a single procedure. Cancer prediction models 
to date have depended on neural networks to uncover com-
plex connections in the data. Depicting the metamorphosis of 
genotype into phenotype by inspecting the transcribed mRNA 
count in a genomic system is called gene expression. The most 
popular standardised ways to recognise gene expression vari-
ation are RNA sequencing and microarray data. RNA-Seq or 
RNA sequencing is a next-generation sequencing method that 
measures the presence and change in the RNA quantity in a 
sample at any given time [28]. Microarray-based gene expres-
sion profiles are widespread in cancer research for biomarker 
identification in the prediction of clinical endpoints like diag-
nosis, prognosis, and treatment response prediction. They use 
microarrays to calculate the relative activity of previously 
marked target genes [10, 17]. RNA-Seq gives greater cover-
age and resolution of the changing nature of the transcriptome 
compared to microarray-based techniques [25].

PET and MR imaging techniques, although widely avail-
able for the scope of early breast cancer detection, rely on 
physical features which do not provide insights into cancer 
progression causing molecular events [3]. On the other hand, 
gene expression analysis can capture early stage indicators 
as well as ascertain molecular events that show early to late 
stage disease advancement. So, gene-expression data can be 
used to identify and classify the stages of cancer. By nature, 
gene-expression cancer data brings with it some challenges, 
including high dimensionality and class imbalance. Hence, 
appropriate feature selection methods and class balancing 
techniques must be applied. While machine learning models 
for predicting the stage and type of cancer exist [36, 37], no 
attempts have been made to pre-process the gene expression 
data, apply deep learning models [8, 18], and determine the 
stage of cancer with high accuracy. Therefore, there is a need 
to explore multiclass classification of cancer stages, using a 
hybrid feature selection technique and deep learning models.

2 � Related work

A survey of neural-network-based cancer prediction 
models from microarray data [7] surveyed papers pub-
lished between 2003 and 2018 on neural networks, 

gene-expression data, and cancer prediction, and covered 
cancer classification, discovery, survivability prediction, 
and statistical analysis models. Pre-processing methods 
covered included affymetrix normalisation, fragments 
per kilobase per million (FPKM) normalisation, and zero 
mean one unit variance normalisation. Synthetic minor-
ity oversampling technique (SMOTE) and other oversam-
pling techniques were used for class balancing. Deep MLP 
models, generative models, extreme learning machines, 
convoluted neural network (CNN), and genetic algorithms 
were used for classification of cancer and for cancer sur-
vivability prediction.

The initial findings of gene expression profile of periph-
eral blood mononuclear cells may contribute to the identi-
fication and immunological classification of breast cancer 
patients [30] which imply that evaluating gene expres-
sion trends of PMBCs can be a less invasive diagnostic 
method and helpful in giving insights into breast cancer 
biomarkers.

In [22], the authors propose a novel machine learning 
method using transfer learning for reconstructing gene 
regulatory networks (GRNs) from gene expression data. 
The method leverages knowledge from a source organ-
ism’s GRN to reconstruct the GRN of a target organism, 
and performs well in positive-unlabelled settings and dem-
onstrates superior performance compared to state-of-the-
art approaches, identifying previously unknown functional 
relationships among genes in the human GRN.

The combined pN stage and breast cancer subtypes in 
breast cancer: a better discriminator of outcome can be 
used to refine the 8th AJCC staging manual [38], suggests 
that the combined pN stage and breast cancer subtypescan 
predict and discriminate between breast cancer results.

KRAS expression is a prognostic indicator and asso-
ciated with immune infiltration in breast cancer [20], 
concluded that KRAS expression can indicate the breast 
cancer prognoses and is closely linked to tumour immune 
infiltration.

Microarray cancer feature selection: Review, chal-
lenges, and research directions [17] present an extensive 
survey of studies on microarray cancer classification with 
a focus on feature selection methods. The use of filter, 
wrapper, and embedded and hybrid approaches to feature 
selection were covered. The list of techniques discussed 
are filter techniques: correlation-based feature selection, 
the fast correlation-based filter (FCBF) technique, the 
INTERACT algorithm, information gain, ReliefF, mRMR 
algorithm, consistency-based filter; wrapper techniques: 
ant colony optimization, distance sensitive rival penalised 
competitive learning–support vector machine (ADSRPCL-
SVM) genetic algorithm with SVM; embedded techniques: 
SVM-RFE; hybrid approach: a combination of statistical 
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and machine learning approaches, such as ANOVA and 
LDA coupled with SVM and filtering using mRMR fol-
lowed by NB and SVM.

A hybrid gene selection method based on ReliefF and 
ant colony optimization algorithm for tumour classification 
[29] described an effective hybrid gene selection method 
based on ReliefF [33] and ant colony optimisation (ACO) 
algorithm called RFACO-GS for tumour classification. It 
was tested on four datasets — colon cancer, leukaemia, lung 
cancer, and prostate cancer. The classification accuracy of 
RFACO-GS, 94.3%, was found to be highest out of the algo-
rithms implemented.

The authors in the work [39] propose a model called lami-
nar augmented cascading flexible neural forest (LACFN-
Forest) for the classification of cancer subtypes. The model 
utilises a cascading flexible neural forest with a hierarchi-
cal broadening ensemble method and an output judgment 
mechanism to improve classification accuracy and reduce 
computational complexity. Experimental results on RNA-
seq gene expression data demonstrate that LACFNForest 
outperforms conventional methods in cancer subtype clas-
sification, offering a promising approach for ensemble learn-
ing of classifiers with improved accuracy and robustness.

Identification of gene-expression signatures and protein 
markers for breast cancer grading and staging [36] described 
a computational method for prediction of gene signatures for 
breast cancer stages based on RNA-seq data using the TCGA 
[31] breast cancer dataset. The Wilcoxon signed-rank test 
was applied to identify genes that are differentially expressed 
in cancer versus control samples. Spearman correlation coef-
ficient was used to assess the level of correlation between the 
average gene expression and the sample stage for identifying 
genes whose expression change go up or down with respect 
to stages. The Mann Whitney test is then applied to iden-
tify the differentially expressed genes among the different 
stages. Pathway enrichment analysis was performed. SVM-
RFE approach was applied to predict gene signatures for 
each breast cancer grade as well as stage. A 30-gene panel 
and a 21-gene panel are predicted as gene signatures for 
distinguishing advanced stage (stages 3—4) from early stage 
(stages I–II) cancer samples and for distinguishing stage 2 
from stage 1 samples, respectively.

Classification models for invasive ductal carcinoma (IDC) 
progression, based on gene expression data-trained super-
vised machine learning [27], covered staging of IDC sam-
ples using machine learning algorithms. Samples bearing 
clinical stages of stages 1 and 2 were pooled together as 
‘early stage’, while stages 3 and 4 were pooled together as 
‘late stage’. Near zero variance features and features having 
correlation coefficients more than 80% were removed. The 
training datasets were standardised using z-score normalisa-
tion. Feature selection algorithms such as RFE, RLASSO, 
random forest, linear modelling, and linear regression were 

implemented. In order to get consensus ranking, the over-
all mean of each feature rank obtained from an individual 
method was calculated. Subsequently, the top 20, 30, 40, 
50, 60, and 80 features were used to train and evaluate 
accuracy of models for binary classification of early vs late 
IDC, based on 5 machine-learning methods namely RF, 
Naive Bayes, SVM, logistic regression, and decision tree. 
The feature list which gave the highest accuracy for all the 
machine-learning methods was selected for model genera-
tion and evaluation. The classification accuracy of the gener-
ated prediction models ranges from 74 for SVM to 95% for 
random forest, and auROC value ranges from 0.76 for LR to 
0.93 for the random forest trained model for complete gene 
expression-based model.

In deep learning for stage prediction in neuroblastoma 
using gene expression data [23], the dataset to build a model 
was obtained through the Gene Expression Omnibus (GEO) 
[4] and TCGA. DNN Classifier on TensorFlow was used to 
classify the neuroblastoma dataset into 5 stages — 1, 2, 3, 4, 
and 4S. Stages 1 and 4 could be distinguished in neuroblas-
toma patients. Considering the poor prediction of the other 
stages in the test set, it is likely that overfitting occurred for 
stages 2, 3, and 4S, small size of dataset (280 cases). The 
accuracy calculated from each training set and test set was 
found to be 100% and 55.56%, respectively. The stage wise 
(1, 2, 3, 4, and 4S) one-vs-rest (OVR) AUCs were 0.8, 0.66, 
0.59, 0.85, and 0.58, respectively.

A novel machine learning method was proposed by 
exploiting the knowledge about the gene regulatory networks 
(GRNs) from gene expression data of a source organism for 
the reconstruction of the GRN of the target organism, by 
means of a novel transfer learning technique. The results of 
proposed methods outperform state-of-the-art approaches 
and identify previously unknown functional relationships 
among the analysed genes [22]. A laminar augmented cas-
cading flexible neural forest (LACFNForest) model was 
proposed to complete the classification of cancer subtypes. 
This model is a cascading flexible neural forest using deep 

Fig. 1   Proposed methodology for cancer staging multiclass classifica-
tion
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Fig. 2   Data extraction and pre-
processing

Fig. 3   Feature selection pipelines
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flexible neural forest (DFNForest) as the base classifier. A 
hierarchical broadening ensemble method was proposed, 
which ensures the robustness of classification results and 
avoids the waste of model structure and function as much as 
possible. The LACFNForest model effectively improves the 
accuracy of cancer subtype classification with good robust-
ness. It provides a new approach for the ensemble learning 
of classifiers in terms of structural design [39].

The inference of gene regulatory networks (GRNs) is 
of great importance for understanding the complex regu-
latory mechanisms within cells. The emergence of single-
cell RNA-sequencing (scRNA-seq) technologies enables 
the measure of gene expression levels for individual cells, 
which promotes the reconstruction of GRNs at single-cell 
resolution. The authors proposed a multi-view contrastive 
learning (DeepMCL) model to infer GRNs from scRNA-seq 
data collected from multiple data sources or time points. An 
attention mechanism is introduced to integrate the embed-
dings extracted from different data sources and different 
neighbour gene pairs [21].

In gene expression classification based on deep learning [2], 
gene expression data of 4 types of cancer were used: diffuse 
large B cell lymphoma, prostate cancer, leukaemia, and colon 
cancer. Min–max normalisation technique was applied. Four 
deep learning models were applied on the cancer classification 
task, and the results were compared. The models used were deep 
neural network, recurrent neural network (RNN), convolutional 
neural network, and modified DNN: DNN in combination with 
dropout. The performance of the models was evaluated using the 
accuracy measure. It was found that the modified DNN model 
performed best across the datasets.

In integration of RNA-Seq data with heterogeneous microar-
ray data for breast cancer profiling [5], heterogeneous datasets 
of microarray data and RNA-Seq data were integrated to iden-
tify gene expressions and classify genes as possible biomarkers 
for breast cancer. Overall, classification models tend to perform 
poorly with respect to minority classes and usually overfit during 
training leading to incorrectly high accuracy. Gene expression 
data is characterised by high dimensionality and selecting the 
most important features from this data reduces computational 
cost. Hence, the construction of a hybrid model to use deep 
learning on gene-expression data, in order to gain insight into 
and improve the results of cancer staging prediction, has been 
proposed in the coming sections.

3 � Materials and methods

3.1 � Proposed methodology

The proposed methodology for multiclass classification of 
cancer stages has been detailed in Fig. 1.

3.2 � Data extraction and pre‑processing

Gene expression data is extremely high dimensional by nature. 
Often, the number of samples is in the order of tens and hun-
dreds, while the number of features is close to 20,000. This 
poses serious computational challenges. Efficient methods that 
can capture the required information from a select group of fea-
tures while not compromising on classification performance, 
computational, and time requirements are crucial. Gene expres-
sion data is mostly of 2 types, RNA-Seq and microarray. Having 
explored that study reproducibility and data-model sensitivity 
is an issue in medical datasets, the two chosen datasets from 
TCGA (RNA-Seq) and METABRIC (microarray) were com-
bined. This is extremely important since most of the earlier stud-
ies would have used microarray, but more recent studies would 
be using RNA-Seq as it continues to rise in popularity. This 
would mean that the model, if trained properly, could accept any 

Fig. 4   Visualisation of DNN model used for multi-class classification 
post SMOTE prior to feature selection
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sample as input and classify it into the correct stage [32]. The 
steps involved in combining the datasets are detailed in Fig. 2.

3.3 � Hybrid feature selection

High-dimensional data and class imbalance were two other 
issues that were identified in current work. As such, a good fea-
ture selection method would be crucial to the success of the task 
of staging cancer. Since each method has its own strengths and 
weaknesses, a combination of different types of feature selec-
tion methods might prove fruitful by utilising the advantages 
of each. It also adds a level of confidence since the selected 
features would be due to the consensus of the selected methods. 
Therefore, experiments were conducted to identify the optimal 
feature selection pipeline for a deep learning model. Based on 
available literature, possible choices and combinations of filter 
and embedded feature selection methods were selected. Three 
pipelines were built for multiclass classification, and two from 
those three were implemented [14, 16, 24] for binary classifi-
cation. The filter methods used are mRMR [9], CFS and MI. 
SVM-RFE, an embedded technique, is also used. The three 
pipelines are described in Fig. 3.

Fig. 5   Visualisation of CNN model used for multi-class classification 
post SMOTE prior to feature selection

Fig. 6   Visualisation of modified DNN model used for multi-class 
classification post SMOTE prior to feature selection
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The three methods were chosen for their performance on 
gene expression datasets in other works. mRMR has been 
shown to be successful in selecting features and hence was 
chosen for all three pipelines. In order to identify which 
combination performs best, the other methods chosen varied.

3.4 � Deep learning models for classifying cancer 
stages

Finally, the choice of deep learning model was also made 
experimentally. Most previous works used machine learning 
methods, and only a handful used deep learning algorithms.

Therefore, combinations of feature selection and deep learn-
ing methods were executed to find the optimal combination. 
The deep architectures selected were deep neural network, con-
volutional neural network, deep neural network with dropout, 
recurrent neural network, and AutoKeras generated model. 
DNN and dropout were chosen specifically since there was 
a possibility of the model overfitting the dataset due to class 
imbalance. AutoKeras is a tool that identifies the optimal model 
architecture for a given dataset. Since it aligned with the objec-
tive to find the best deep learning model [11], AutoKeras was 
used to identify other possible architectures that may perform 
well. The deep learning classification models used were con-
structed using the Tensorflow framework [1].

3.4.1 � Deep neural network

The deep neural network model used consisted of three 
dense layers, with the activation function ReLU (Fig. 4).

3.4.2 � Convolutional neural network

The convolutional neural network model used consisted of 
a 1D convolution layer, Max pooling operation followed 
by flattening the input (Fig. 5).

Fig. 7   Visualisation of modified DNN model used for multi-class 
classification post SMOTE prior to feature selection

Table 1   Class-wise distribution of combined dataset

Stage TCGA​ METABRIC Combined

Stage 1 123 355 478
Stage 2 419 640 1059
Stage 3 147 90 237
Stage 4 13 6 19
Total 702 1091 1793

Table 2   Combined dataset description

TCGA​ METABRIC Combined

No. of records 702 1091 1793
No. of features 54,874 24,368 16,057

Fig. 8   List of 88 features extracted by Pipeline 1 (mRMR and CFS)
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3.4.3 � Modified DNN − DNN + dropout model

This model is a modified version of the DNN discussed pre-
viously, with each dense layer followed by a dropout layer. 
Below is the plot of the modified DNN model (Fig. 6).

3.4.4 � Recurrent neural network

This model made use of the simple RNN layer, a fully con-
nected RNN where the output is to be fed back to input (Fig. 7).

3.4.5 � AutoKeras

AutoKeras [19] is a publicly available library designed 
to facilitate automated machine learning (AutoML) pro-
cesses specifically tailored for deep learning models. It 

leverages Keras models, implemented through the Ten-
sorFlow tf.keras API, to conduct the search.

3.5 � Dataset

Gene expression data for invasive ductal carcinoma was 
extracted from 2 publicly available sources, TCGA (RNA-
Seq) and METABRIC (microarray) (Tables 1 and 2).

4 � Results

4.1 � Performance analysis metrics

The following metrics were used to evaluate the perfor-
mance of the models on the given multi-class classification 
and binary classification problems.

For the multi-class classification problem, accuracy meas-
ure and Cohen Kappa score [34] were used. For binary clas-
sification, accuracy, sensitivity, specificity, Matthew correla-
tion-coefficient, and area under the ROC curve were used.

4.2 � Feature selection

Post feature selection using Pipelines 1, 2, and 3, the rel-
evant features were extracted and are given in Figs. 8, 9, 
and 10, respectively.

Fig. 9   List of 18 features extracted by Pipeline 2 (mRMR, mutual 
information, and CFS)

Fig. 10   List of 100 features extracted by Pipeline 3 (mRMR and SVM-RFE)

Table 3   Training set distribution — class balancing techniques

Stage Pre SMOTE Post SMOTE Post 
SMOTE + random 
undersampling

Stage 1 371 812 384
Stage 2 812 812 384
Stage 3 182 812 384
Stage 4 14 812 128
Total 1379 3248 1280
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4.3 � Class balancing

To counter the issue of class imbalance as described in the pre-
vious section, two class balancing techniques were explored — 
SMOTE [15] and SMOTE followed by random undersampling, 
which were applied on the training set. The dataset was split 
into training and test sets in an 80:20 split (Table 3).

4.4 � Deep learning classification models

The deep learning models being considered, as used by the 
authors of [2], are deep neural network (DNN), convolu-
tional neural network (CNN), modified DNN: DNN + drop-
out, RNN, and Auto-Keras.

Table 4   Multiclass classification performance of models pre feature selection post SMOTE

Table 5   Multiclass classification performance of models pre feature selection post SMOTE and random undersampling

Table 6   Multiclass classification performance of models post feature selection using Pipeline 1 post SMOTE
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Table 7   Multiclass classification performance of models post feature selection using Pipeline 1 post SMOTE and random undersampling

Table 8   Multiclass classification performance of model post feature selection using Pipeline 2 post SMOTE

Table 9   Multiclass classification performance of model post feature selection using Pipeline 2 post SMOTE and random undersampling

Table 10   Multiclass classification performance of model post feature selection using Pipeline 3 post SMOTE
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4.5 � Results and inferences

4.5.1 � Performance prior to feature selection

Prior to the application of feature selection, the results of 
the models applied on the dataset with 16,055 features, 
post SMOTE and post SMOTE, and random undersam-
pling are described as in Tables 4 and 5.

It can be seen that there is not a significant difference 
in performance between the two class balancing methods 
chosen.

The accuracy across the models is in the range of 
40–55%, with the AutoKeras generated model exhibiting 
highest accuracy post SMOTE and post SMOTE and ran-
dom undersampling. The highest CKS is shown by the CNN 
model in both class balancing techniques, with the accuracy 
being comparable to the highest as well.

4.5.2 � Feature selection using Pipeline 1 (mRMR and CFS)

The top 500 features were selected based on the mRMR 
technique, which was further reduced to 88 features through 

Table 11   Multiclass classification performance of model post feature selection using Pipeline 3 post SMOTE and random undersampling

Table 12   Binary classification performance of model post feature selection using Pipeline 1 post SMOTE

Table 13   Binary classification performance of model post feature selection using Pipeline 1 post SMOTE and random undersampling
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CFS. This is an 82.4% reduction in the number of features. 
In Tables 6 and 7, the results of the classification of each 
model using the two class balancing techniques post the 
application of feature selection using Pipeline 1 have been 
tabulated.

Here again, there is no significant difference in performance 
between the two class balancing methods chosen. There is a 
marked improvement in CKS scores across the models post 
feature selection. The accuracy remains in the same range. 
Therefore, it can be understood that feature selection does play 
a key role in the decision boundaries between the classes in 
this multi-class classification problem. The highest accuracy is 
shown by the DNN model in both class balancing techniques, 
and the highest CKS is shown by the AutoKeras model in the 
case of SMOTE, and the CNN model in the case of SMOTE 
and random undersampling.

4.5.3 � Feature selection using Pipeline 2 (mRMR, MI, 
and CFS)

The top 500 features were selected using the mRMR and mutual 
information methods each. The intersection of these top features 
was found, which was a subset of 41 features. CFS was applied 
on this subset, which yielded 18 features. This is a reduction of 

96.4% in the number of features. Tables 8 and 9 show the tabula-
tion of the results of the classification of each model using the 
two class balancing techniques post the application of feature 
selection using Pipeline 2.

Yet again, there is no significant difference between the 
performance of the two class balancing methods; though 
accuracy wise, only SMOTE performs marginally better.

The overall performance based on CKS is worse than that 
of Pipeline 1. This can be attributed to the possibility that 
too few features were retained, which influenced the clas-
sification decision boundaries leading to poor classification 
performance.

Pipelines 1 and 2 relied on a combination of filter meth-
ods to construct a hybrid feature selection model. In the next 
pipeline, a wrapper method, SVM-RFE was implemented 
and its performance evaluated.

4.5.4 � Feature selection using Pipeline 3 (mRMR 
and SVM‑RFE)

In this pipeline, the top 500 features were identified using 
mRMR. Recursive feature elimination (RFE) was applied on 
this subset, retaining the top 100 features. Tables 10 and 11 
show the performance of the models in classification post 

Table 14   Binary classification performance of model post feature selection using Pipeline 3 post SMOTE

Table 15   Binary classification performance of models post feature selection using Pipeline 3 post SMOTE and random undersampling
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the application of class balancing and feature selection using 
Pipeline 3.

There is an increase in the accuracy across the models 
as compared to Pipeline 2, with DNN with SMOTE and 
random undersampling performing marginally better than 
the other models.

Importantly, while the other pipelines failed to correctly 
classify the stage 4 samples, Pipeline 3 was able to clas-
sify a Stage 4 sample correctly, in the DNN, CNN, and 
DNN + Dropout models as seen in the confusion matrices 
in Table 10.

Fig. 11   Plot of PCA on the 
original dataset

Table 16   Performance of 
models post feature selection 
using Pipelines 1 and 3 on the 
external dataset
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4.5.5 � Inference from multiclass classification results

The results of the multiclass classification from Tables 4, 
5, 6, 7, 8, 9, 10 and 11 were based on the test set which 
is a 20% split of the combined TCGA and METABRIC 
data. The best overall results are seen from the DNN 
Model in Pipeline 3, with a CKS of 0.303 and an accu-
racy of 53.1%. Pipeline 3 DNN, CNN, and DNN + Drop-
out models were able to classify a Stage 4 sample cor-
rectly. Additionally, SMOTE along with undersampling 
did not improve the models as expected, with most 
results being within the same range as models that used 
only SMOTE.

4.5.6 � Binary classification

The above results evaluated the classification of the 
samples into 4 classes. Stages 1 and 2 can be com-
bined into a single early stage, and stages 3 and 4 into 
late stage, and this can be approached as a binary clas-
sification problem. The results of the same, post fea-
ture selection using Pipelines 1 and 3, are as follows in 
Tables 12, 13, 14 and 15.

The accuracy scores for binary classification are found 
to be significantly higher for all the models than the cor-
responding scores for multiclass classification. Across 
the models, it can be seen that the classification of early 
stage (stages 1 and 2) is quite good, but late-stage classi-
fication performance is poor. As in the multiclass results, 
mRMR followed by SVM-RFE seems to have performed 
best. The DNN, CNN, and DNN + dropout models in this 
Pipeline 3 with SMOTE and random undersampling all 
showed very similar performance. While DNN showed 
the best test accuracy, the DNN + dropout model obtained 
the best CKS of 0.280 and accuracy of 81%.

While all 3 models are able to classify early stage samples 
correctly, DNN + dropout was able to classify the most late 
stage samples correctly, which has been a major pain point 
across the analysis.

We can conclude that DNN + dropout in Pipeline 3 had the 
best overall performance, as it is able to strike the best balance 
of correct predictions for both late stage and early stage samples.

4.5.7 � Inferences

Analysing the results from Tables 4, 5, 6, 7, 8, 9, 10, 11 
12, 13, 14 and 15, it is evident that feature selection has 
improved the performance of the classification system. 
Additionally, Pipeline 3 (mRMR followed by SVM-RFE) 
performed best of the 3 feature selection pipelines for both 
multiclass and binary classification. Overall, it can be seen 
that the models were able to classify stages 1 and 2 better 
than the later stages.

All the models were able to distinguish between stages 
1 and 4 well. However, most were unable to correctly clas-
sify stage 4 samples. This could be attributed to the unclear 

Table 17   Performance of 
existing machine learning 
models on the external dataset 
from [27]

Table 18   Comparison of macro-average AUC values
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decision boundaries between classes. This inference is sup-
ported by Fig. 11. Due to the high dimensionality inher-
ent in our dataset, the visualisation of decision boundaries 
between classes is difficult. Hence, the authors have cho-
sen to employ principal component analysis (PCA) as a 

means to facilitate visualisation. By examining the spatial 
arrangement of the projected data points, valuable insights 
into the separability of distinct classes can be obtained.

Figure 11 is a graphical representation of the PCA conducted 
on the original dataset. As evident from the plot, the classes 

Fig. 12   ROC curves for each model post feature selection using Pipeline 1
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demonstrate overlapping regions in the reduced-dimensional 
space. This observation suggests that accurately defining the 
decision boundaries between these classes poses a greater chal-
lenge. Owing to the unclear decision boundaries, it was possible 

for all models to differentiate between stages 1 and 4, but the 
majority struggled to correctly classify stage 4 samples.

The high training accuracy of the models alludes to 
possible over-fitting.

Fig. 13   ROC curves for each model post feature selection using Pipeline 2
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Fig. 14   ROC curves for each model post feature selection using Pipeline 3
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In the binary classification system, the accuracy is much 
higher than in the multiclass problem, with it being able 
to classify early stage samples well. However, late stage 
classification can be improved.

4.6 � Comparison with existing research work

4.6.1 � Binary classification for invasive ductal carcinoma 
cancer from GEO database

In the work done by the authors of [7], an external test set 
consisting of a microarray dataset, obtained from GEO 
with accession ID GSE61304 containing 56 samples of 
IDC, was used. The results of the models described earlier 
on this test set are mentioned in Tables 16 and 17.

The metrics used are accuracy, sensitivity, specificity, 
Mathew’s correlation coefficient (MCC), and area under 
the ROC curve [12, 13].

The model with the best performance in [27] was a 
Naive Bayes model that attained highest MCC of 0.27. 
While the deep learning models evaluated here do not 
perform as well as Naive Bayes, they perform just as well 
if not better than the other machine learning methods in 
[27]. Refinements in the feature selection process and 
the construction of the deep learning models may make 
them surpass the performance of their machine learning 
counterparts.

4.6.2 � Multiclass classification on neuroblastoma cancer 
data from GEO database

Comparison of AUC scores on IDC dataset with relevant 
research in literature  The area under the ROC curve metric 
was calculated for multi-class classification, as used by the 
authors in [23]. Specifically, the macro-average AUC and 
One-versus-Rest (OVR) AUC values were computed, and 
have been compiled as in Table 21. The CNN used with 

Fig. 15   Test set ROC curve from [8]

Table 19   Neuroblastoma 
dataset description

Neuroblastoma

Stage Number 
of sam-
ples

Stage 1 50
Stage 2 36
Stage 3 43
Stage 4 124
Stage 4S 27
Total 280

Table 20   Performance of model post feature selection using Pipeline 3 on the neuroblastoma dataset post SMOTE
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the third feature selection pipeline had the highest macro-
average AUC of 0.678 (Table 18).

The ROC curves for each classification model for feature 
selection using Pipeline 1 are depicted in Fig. 12.

The ROC curves for each classification model for feature 
selection using Pipeline 2 are depicted in Fig. 13.

The ROC curves for each classification model for feature 
selection using Pipeline 3 are depicted in Fig. 14.

The ROC curves obtained by the authors of [23] on neu-
roblastoma cancer [26] using a DNN is shown in Fig. 15.

The model proposed by the authors of [23] had a margin-
ally higher macro-average AUC of 0.71. The higher value 
is most likely due to the characteristics of the cancer (neu-
roblastoma) as well as not suffering from the problem of 
severe class imbalance. This is evident in the one-vs-rest 
AUC values as well with stage 4 having the highest value 
of 0.85, and is also represented most in the dataset with 124 
samples out of 280 total.

However, the values obtained by [23] are comparable to 
the ones seen in Fig. 9 with the RNN stage 4 one-vs-rest 
AUC being 0.79, and the other values being in the similar 
ranges.

Comparing classification performance of hybrid feature 
selection pipeline on neuroblastoma dataset  In addition to 
comparing the AUC values obtained by the models on the 
IDC dataset, a feature selection pipeline was also imple-
mented on the neuroblastoma dataset used by the authors 
in [23] (original data provided by [26], GEO accession 
GSE85047) (Table 19). Pipeline 3 was selected for this pur-
pose since it had been performing the best as seen in earlier 
sections (Table 20).

The results obtained from implementing Pipeline 3 on the 
neuroblastoma data show good classification performance 
(Table 21). The CNN model obtained the highest overall macro-
average AUC of 0.872 when class balancing using SMOTE was 
performed. In the same pipeline, DNN model showed slightly 
higher accuracy (0.643) and CKS (0.600), and a macro-average 
AUC score of 0.8. While using SMOTE + random undersam-
pling, CNN performed the best with a macro-average AUC of 
0.840. The ROC curves for each classification model for feature 
selection using Pipeline 3 post SMOTE and SMOTE + random 
undersampling are depicted in Figs. 16 and 17, respectively.

The macro-average values of 0.872 and 0.840 are signifi-
cantly higher than the values obtained by the authors of [23], 
who obtained a macro-average score of 0.71, as mentioned 
in Fig. 15. This is an improvement of 22.81%. Looking more 
closely at the class-wise one-vs-rest AUC values, pipeline 3 
again outperforms with the highest value of 0.95 for stage 2 in 
CNN with SMOTE. The same CNN classification model also 
achieved higher stage 4 one-vs-rest AUC of 0.91 compared to 
the authors’ 0.85, shown in Fig. 15.

It can be concluded that the class-balancing and feature 
selection pipelines described in this work significantly 
improve the multi-class classification performance of can-
cer staging.

5 � Discussion

In order to perform the multi-class classification of inva-
sive ductal carcinoma cancer into stages 1, 2, 3, and 4, 
class balancing methods, feature selection techniques, and 
deep learning methods were explored. In the past litera-
ture survey, multiple problems were identified. Firstly, the 

Table 21   Performance of models post feature selection using Pipeline 3 on the neuroblastoma dataset post SMOTE and random undersampling
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issue of small size of datasets was encountered, to counter 
which data from two different datasets were combined, 
and normalised and pre-processed the data accordingly. 
Additional samples were not the only benefit of combin-
ing the TCGA and METABRIC [6] datasets. Since they 

are 2 different types of gene expression data (RNA-Seq 
and microarray respectively), our model can be used on 
test samples for either type. This is extremely important 
since most of the earlier studies would have used micro-
array, but more recent studies would be using RNA-Seq 

Fig. 16   ROC curves for each model post feature selection using Pipeline 3 post SMOTE on the neuroblastoma dataset
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Fig. 17   ROC curves for each model post feature selection using Pipeline 3 post SMOTE and random undersampling on the neuroblastoma data-
set
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as it continues to rise in popularity. To counter the class 
imbalance of the dataset, SMOTE and SMOTE followed 
by random undersampling were both implemented. It was 
seen that there was no significant difference in the per-
formance of the two class balancing methods. Due to the 
high-dimensional nature of the dataset, feature selection 
was a key step. Three different pipelines of hybrid feature 
selection techniques were used — mRMR followed by 
CFS, mRMR, mutual information followed by CFS, and 
mRMR followed by SVM-RFE. All 3 pipelines had a posi-
tive effect, improving performance compared to models 
run on the full feature set. Additionally, class balancing 
using SMOTE and random undersampling, and feature 
selection using mRMR followed by SVM-RFE (Pipeline 
3) performed the best for both multiclass classifications 
using a deep neural network classification model (0.303 
CKS, 53.1%ACC) and for binary classification using a 
modified deep neural network classification model (0.280 
CKS, 81.0% ACC).

On comparing with the existing work in [23], Pipeline 3 
resulted in high classification performance on neuroblastoma 
data. The CNN model obtained the highest overall macro-
average AUC of 0.872 when class balancing using SMOTE 
was performed. It achieved higher stage 4 OVR AUC of 
0.91 compared to the previous work which resulted in 0.85. 
There was an improvement of 22.81% with respect to macro-
average AUC while comparing with results of previous work 
in [23]. The DNN model showed slightly higher accuracy 
(0.643) and CKS (0.600), and a macro-average AUC score 
of 0.8.

6 � Conclusion

The multi-class classification of stages of gene-expression 
cancer data using deep learning was attempted. Three dif-
ferent pipelines of hybrid feature selection techniques along 
with SMOTE were used which improved performance 
compared to models run on the full feature set. mRMR fol-
lowed by SVM-RFE (Pipeline 3), and a deep neural network 
classification model performed the best for both multiclass 
classification (0.303 CKS, 53.1%ACC) and for binary clas-
sification (0.280 CKS, 81.0% ACC). The results and analysis 
reveal that feature selection techniques play a vital role in 
gene-expression data-based classification, and the proposed 
hybrid feature selection pipeline improves classification 
performance.

The limitation of this work was the lack of high accu-
racy obtained, particularly in the classification of stage 
4. Most models based on medical data are highly sensi-
tive to the dataset, and this was no different. Due to the 
nature of the dataset, the decision boundaries between the 
classes were not very clear, resulting in poor multi-class 

classification. As mentioned above, due to the nature of the 
dataset, study reproducibility will be an issue. However, 
the results show that there is scope for the same. Accu-
racy cannot be completely relied on, which is why Cohen-
Kappa score was used as a metric. Other metrics can be 
looked at to better represent the results and performance of 
the models. A closer look at the deep learning models and 
hyperparameter tuning would be beneficial. Comparison 
of the types of SMOTE such as G-SMOTE and M-SMOTE 
can be performed. The feature selection techniques did not 
take into account the biological significance of the genes. 
This could be incorporated into the feature selection stage.
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