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Abstract
Heart failure is a life-threatening syndrome that is diagnosed in 3.6 million people worldwide each year. We propose a deep 
fusion learning model (DFL-IMP) that uses time series and category data from electronic health records to predict in-hospital 
mortality in patients with heart failure. We considered 41 time series features (platelets, white blood cells, urea nitrogen, 
etc.) and 17 category features (gender, insurance, marital status, etc.) as predictors, all of which were available within the 
time of the patient’s last hospitalization, and a total of 7696 patients participated in the observational study. Our model was 
evaluated against different time windows. The best performance was achieved with an AUC of 0.914 when the observation 
window was 5 days and the prediction window was 30 days. Outperformed other baseline models including LR (0.708), RF 
(0.717), SVM (0.675), LSTM (0.757), GRU (0.759), GRU-U (0.766) and MTSSP (0.770). This tool allows us to predict the 
expected pathway of heart failure patients and intervene early in the treatment process, which has significant implications 
for improving the life expectancy of heart failure patients.
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Abbreviations
EHR  Electronic health record
HF  Heart failure
LR  Logistic regression
RF  Random forest
SVM  Support vector machine
LSTM  Long short-term memory
GRU   Gate recurrent unit

1 Introduction

Heart failure (HF) is a life-threatening syndrome diag-
nosed in 3.6 million people worldwide each year with 35% 
of patients dying within the first year and the rest within 
5 years [1]. HF is increasingly common in China, with a 
standardized prevalence of HF of 1.38% in patients older 
than 35 years of age, about 50% than in the survey dated 
in 2000 [2]. A favorable prognosis of HF using deep learn-
ing techniques can delay disease progression and improve 
patients’ quality of life and life expectancy. Accurately 
predicting in-hospital mortality in HF can assist physicians 
in diagnosing, which plays an essential role in clinical 
decision-making [3].

Electronic health record (EHR) contains healthcare 
information about patients, including diagnoses, proce-
dures, medications, laboratory measurements, and imaging 
data [4], typically used to develop clinical decision sup-
port systems [5]. For example, several studies have con-
structed EHR risk models for adverse event prediction in 
HF [6–8]. In these analyses, traditional machine learning 
algorithms such as logistic regression (LR), random forest 
(RF), support vector machine (SVM), decision tree (DT), 
etc. are applied to EHR data to identify early HF or predict 
patient outcomes. However, these models use only limited 
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information based on traditional statistical methods, which 
has the potential limitation of information loss.

In recent years, deep learning has been used in bioinformat-
ics and healthcare with great success [13, 14] and is used for 
risk prediction in different clinical situations [15–17]. How-
ever, most studies rarely consider longitudinal time series 
information regarding inpatient treatment trajectories. Recur-
rent neural network (RNN) has achieved better performance 
by capturing temporal patterns present in EHR longitudinal 
series data [18]. However, using only the time series features 
of the EHR as a single input model, without considering cat-
egorical features such as demographics or without additional 
processing of categorical features, results in insufficient fea-
tures and thus biases the decision direction of the final model, 
limiting the accuracy of the model. Feature fusion techniques 
extract complementary and more complete information by 
fusing data from multiple modalities. The completeness of the 
data allows for better execution of machine learning models, 
thus improving the accuracy of decisions [19].

In this study, we propose a deep fusion learning model, 
DFL-IMP, for HF mortality prediction. The model refines 
time series features and category features in structured EHR 
data and fuses the refined features for analysis, fully exploit-
ing different forms of data information under a single model. 
Specifically, in our DFL-IMP, we propose a novel GRU cell, 
stochastic-decay gate recurrent unit, called GRU-S, which 
introduced a stochastic decay factor to capture the informa-
tion on time series features in EHR. The category features are 
input to the fully connected layer for feature dimensionality 
reduction. The reduced-dimension features are fused with the 
output of the last hidden layer of GRU-S. The overall features 
are then fed to the fully connected layer and further fed to the 
classifier to predict the in-hospital mortality of HF. In addi-
tion, to address the problem of many missing values com-
monly found in EHR serial data, in our model, we invoked a 
variational recurrent neural network (VRNN) to estimate the 
missing values of the serial data.

The remainder of this paper is organized as follows. We 
review the related work in Section 2. Section 3 introduces 
the data, formulates the problem, and presents our proposed 
approach in detail. The experimental setup and results using 
a real clinical dataset are presented in Section 4. We discuss 
in Section 5 and conclude our work and highlight future 
research directions in Section 6.

2  Related work

2.1  Machine learning in EHR applications

Early prognostic work of HF mainly relies on traditional 
machine learning modeling techniques, such as LR, RF, 

SVM, DT, etc. A large number of studies have shown that 
machine learning plays a crucial role in the prognostic study 
of HF based on EHR data. Konig et al. [9] used four machine 
learning algorithms (i.e., LR, RF, XGBoost, NNet) to predict 
in-patient mortality to explore whether managing routine 
data alone could improve future care for HF. The problem 
is that it ignores information about patients’ heart imaging, 
laboratory results, medication, and treatment-related data, 
making it impossible to add more objective measures of 
disease severity. Adler et al. [10] trained an enhanced DT 
algorithm to capture the correlation between patient charac-
teristics and mortality. To capture the higher-order correla-
tion between input variables, it excluded missing data, which 
may introduce additional bias. Angraal et al. [11] used five 
machine learning methods to predict the risk of death and 
hospitalization in HF with ejection fraction retention, but 
it only used the baseline characteristics of patients without 
follow-up data, and the model explored was not enough to 
be applied to a wider population. Davide et al. [12] applied 
10 machine learning classifiers to predict the survival of 
patients, and the results showed that serum creatinine and 
ejection fraction were sufficient to predict the survival of 
patients, but the dataset used was only 299 pieces, and the 
data scale was small. In general, the above studies only use 
traditional statistical methods, such as LR model multi-
variate analysis, which may have the limitation of loss of 
information.

2.2  Deep learning in EHR applications

In recent years, an increasing number of scholars have 
applied deep learning techniques to medical research. One of 
the advantages of deep learning is that features and relation-
ships can be learned automatically from given data without 
the need for feature engineering. Wang et al. [20] proposed 
a deep learning system based on feature rearrangement to 
predict heart failure mortality. This framework dealt with the 
problem of unbalanced datasets and achieved better feature 
representation. However, a limitation of their study is that 
only the aggregated features of events within a single obser-
vation window are used, ignoring the temporal relationship 
between events within the observation window.

Recently, RNN models have been used effectively in 
many complex machine learning tasks, such as image cap-
tioning and language translation. The ability of RNNs to 
model high-dimensional non-linear long-term dependencies 
between elements has attracted the attention of researchers 
in healthcare, with a series of studies using RNN models 
to capture the temporal patterns present in EHR longitudi-
nal series data for disease progression and risk prediction. 
Jun et al. [21] introduced a stochastic gradient variational 
Bayesian (SGVB) approach to RNN sequence models to 
capture the underlying sequence structure and generate 
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missing values for multivariate time series data inference. 
Missing values expressed as variance were used as fidelity 
using uncertainty and a new uncertainty-gated stochastic 
sequence model was proposed for clinical time series pre-
diction. Men et al. [22] used a long and short-term memory 
network with a time-aware and attention-based mechanism 
to classify multi-labeled diseases based on patients’ clinical 
attendance records, but with a single dataset and without 
using demographic data. Priyanga et al. [23] used a multi-
layer bidirectional LSTM algorithm for feature selection, 
the LCBWO algorithm for structural improvement and fast 
convergence, and the LSTM algorithm for predicting heart 
disease within 5 years, achieving high accuracy. Yoon et al. 
et al. [24] proposed the M-RNN, which uses a bidirectional 
RNN to estimate missing values. The M-RNN in which 
the estimated values are considered constant and cannot be 
updated sufficiently. It uses a bidirectional RNN-based con-
sistency loss to prevent the propagation of errors. McGil-
vray et al. [25] integrated a deep learning model using time 
series and densely connected networks developed based on 
standard EHR data to assist clinicians to identify HF drug 
treatment non-response and predict death in a timely and 
accurate manner. Li et al. [38] proposed an MTSSP model 
for predicting survival, which interpolates missing values 
by combining mask and time interval information to obtain 
a global view using a bidirectional RNN architecture and 
a local view using a one-dimensional dilated convolution, 
combining a missing value complementation approach with 
a time series classification prediction approach. Shickel et al. 
[39] proposed a dynamic approach to label discrete and con-
tinuous patient data and proposed a transformer classifier 
that uses a joint embedding space to integrate different tem-
poral patient measures. Six mortality and readmission out-
comes were also predicted simultaneously. However, these 
studies focused on other clinical conditions and did not focus 
on the area of heart failure.

We further explored studies in the HF domain, where Chu 
et al. [26] used an adversarial learning scheme to distinguish 
generated feature vectors from true feature vectors, using 
the prediction of HF feature vectors as an adjunct to end-
point prediction, but its data used only part of the treatment 
trajectory, missing the value-rich outpatient information 
with follow-up data. Radhachandran et al. [27] developed a 
gradient-enhanced decision tree to predict 7-day mortality 
in AHF patients by applying continuous information from 
the first 8 h of the patient’s hospitalization.

It can be concluded from the above studies that previous 
studies in the field of heart failure are often limited by the 
dataset, where a single dataset or a small or unbalanced data-
set may lead to a decrease in model accuracy. Most of the 
models using EHR time series have a single input, ignoring 
categorical features such as demographics and no additional 
features have been applied to them. Our research focuses on 

exploring the integration of time series data with categori-
cal data for heart failure patients to predict their in-hospital 
mortality.

2.3  Feature fusion analysis of EHR

Feature fusion techniques improve decision accuracy by fus-
ing data from multiple modalities to extract complementary 
and more comprehensive information for better execution of 
machine learning models [28]. Most studies [31–33] have 
shown that models using fusion perform better compared 
to the performance of a single model. Feature fusion plays 
a crucial role in medical decision making. Zhi et al. [29] 
proposed a multimodal fusion model based on a multilayer 
perceptron and a two-dimensional CNN to ingest EHR data 
and CT images for pulmonary embolism diagnosis. In addi-
tion, multidimensional scaling (MDS) algorithms were used 
to reduce the dimensionality of EHR data. Zheng et al. [30] 
used a novel longitudinal data fusion approach to model 
disease progression for chronic disease care. A temporal 
regularization term was designed to maintain the temporal 
inheritance of data at different time points, and data from 
both the source level and feature level were analyzed based 
on a sparse regularized regression approach. Li et al. [40] 
proposed an enhanced BEHRT model, Hi-BEHRT, for risk 
prediction. It allows integration of long EHR series from 
different modalities, addresses the shortcomings of common 
transformers in handling long series data and avoids the loss 
of important historical information in risk prediction, and 
has achieved superior results in four investigated (heart fail-
ure, diabetes, CKD and stroke) risk prediction tasks. Liu 
et al. [41] proposed a new multimodal PLM for jointly mod-
eling unstructured and structured data in electronic medical 
records that learns cross-modal interactions while maintain-
ing unimodal representation capabilities.

In summary, the above studies focus on data fusion in 
multiple modalities, ignoring the different forms of data 
types in a single modality. Instead, we argue that a granular 
analysis of different types of data in a single modality can 
help to mine more adequate information with fewer data. In 
addition, data from other modalities of medical clinics are 
not readily available.

3  Methods

3.1  Data preparation

We used the Medical Information Mart for Intensive Care 
(MIMIC-III1) dataset, an extensive medical center database 

1 Available at https:// mimic. physi onet. org/

https://mimic.physionet.org/
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with EHR data related to 53,423 adult patient admissions 
to intensive care units at the Beth Israel Deaconess Medi-
cal Center between 2001 and 2012. It includes vital signs, 
medications, laboratory measurements, observations, and 
notes recorded by nursing staff, fluid balance, procedure 
codes, diagnosis codes, imaging reports, length of stay, sur-
vival data, and more [36]. Criteria for the incident onset of 
HF were adopted from Gurwitz et al. [37], which relied on 
qualifying International Classification of Diseases, Ninth 
Revision (ICD-9) codes. Our target sample was HF patients 
with ICD-9 code 4280.

We selected 41 laboratory longitudinal measured time 
series features and 17 category features. Time series features 
are mainly laboratory measurements. These data share the 
same property that they change over time, and the distribu-
tion is nonuniform in time. For instance, a blood test is a 
discrete event that happens sometime during the admission. 
The category features are the patient’s gender, insurance, 
etc. Usually, it will not change during hospital admission. 
In all our observation windows, 41 time series features and 
17 category features are included, and the number of fea-
tures did not decrease due to the decrease in observation 
windows. Table 1 shows the information on several of the 
critical patient features we selected. Differences between the 
positive and negative classes were assessed for significance 
using a two-proportion t-test.

For the time series features in our data, we consider dif-
ferent observation and prediction windows to evaluate the 
performance of our model, each patient was considered for 
multiple observations, the observation window length lasted 
for days, choose one observation per day, corresponding to 
a time window. If the patient had multiple observations in 
a day, we used the average value to represent the obser-
vations for that day, and the unobserved values we set to 
Null. As shown in Fig. 1, the observation windows were 
selected as 5, 7, and 10 days, and the prediction windows 
were selected as 10, 20, and 30 days. The reason for choos-
ing the window this way is that the data drives us to do so; 
an observation window that is too short would not take full 
advantage of the information in the time series data, and too 
long an observation window would exclude too many posi-
tive samples resulting in unbalanced data. As our goal was 
to predict patient death, for patients with multiple hospitali-
zations, we selected data from the patient’s last hospitaliza-
tion. If the patient’s last hospitalization was less than the 
length of our observation window (5 days/7 days/10 days), 
this hospitalization data was excluded and the patient’s most 
recent hospitalization data was then selected. If all of the 
patient’s hospital admissions are less than our observation 
window, the patient is excluded. For category features, such 
as gender, and co-morbidities, that did not change during the 
hospital admission.

Overall, we extracted a total of 13,112 EHR data from 
the MIMIC-III database for patients with HF. After exclud-
ing non-compliant patients and after data pre-processing, 
7696/6296/4472 samples remained, with sample sizes vary-
ing by observation window, as shown in Table 2, with sample 
sizes varying by observation window. Patients were included 
in the positive class only if the death date occurred within the 
selected prediction windows for mortality prediction. Patients 
with mortality dates later than the observation window were 
included in the negative class, as they were still alive within 
the prediction window. Surviving patients with no docu-
mented mortality were also included in the negative class.

Since the data values of the time series are continuous, 
to prevent the influence of outliers on the study results, we 
remove the outliers with a Winsorize process. As each vari-
able has other evaluation indicators, there are different units 
of magnitude, and they are in different magnitudes. Z-score 
normalization is performed for all datasets so that each feature 
is in the same order of magnitude for a comprehensive com-
parison. For the category features, we use one-hot coding to 
transform the category variables.

3.2  Problem formulation

We define a patient sample with D time series features and Q 
category features (time-invariant features). Given a time series 
feature X , which is observed at T time points, we denote it as 

X =
�
x1,⋯ , xd,⋯ , xD

�
=

⎡
⎢⎢⎣

x1
1
⋯ x1

D

⋮ ⋮

xT
1
⋯ xT

D

⎤⎥⎥⎦
 , where xt

d
 is the 

observed value of the feature d at the moment t . Given a cat-
egory feature C , which is denoted as C =

[
c1,⋯ , cq,⋯ , cQ

]
 , 

cq denotes the observed value of the feature q.
We introduce the masking vector M that marks the 

observed and missing values in the time series, denoted as 
M =

(
m1,… ,md,… ,mD

)
 , if xt

d
 is observed, then mt

d
= 1 ; 

otherwise, mt
d
= 0 . Based on the mask vector, we define a new 

time series containing missing values X̃ =
(
x̃1,… , x̃d,… , x̃D

)
 , 

as follows:

where  ∗  indicates the missing values, and the ini-
tial ∗ is set to 0. In addition, we define the time interval 
Δ =

(
�1, ..., �d, ..., �D

)
 as the difference between the time 

stamp of the last observed value and the current timestamp 
with the following equation:

(1)x̃t
d
=

{
xt
d
,mt

d
= 1

∗,mt
d
= 0

(2)𝛿t
d
=

⎧
⎪⎨⎪⎩

st
d
− st−1

d
+ 𝛿t−1

d
, if t > 1,mt−1

d
= 0

st
d
− st−1

d
, if t > 1,mt−1

d
= 1

1, if t = 1
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where st
d
 represents the time stamp t observed by the feature 

d , assuming that the timestamp of the first observation is 0 
(i.e.s1 = 0).

F o r  N  s a m p l e s ,  g i v e n  t h e  d a t a s e t 
V =

{(
X̃(n),M(n),Δ(n)

)
◦C(n)

}N

n=1
 , ◦ denotes the matrix jux-

taposition. Y  is the predictive label for whether the patient 
died in the hospital (1 for death and 0 for survival), 
denoted as:Yn =

[
y1,⋯ , yn

]
.

3.3  Model description

The proposed DFL-IMP consists of three main components: 
(1) VRNN missing value imputation, (2) GRU-S, and (3) 
mortality prediction of feature fusion. The idea of the bidi-
rectional recurrent neural network is applied in our model, 
specifically, the inputs of DFL-IMP are both the serial for-
ward direction X =

{
x1, x2,… , xD

}
 and backward direction 

X
�

=
{
x
�

1
, x

�

2
,… , x

�

D

}
 . The final result is the average of the 

Table 1  Baseline features of experimental HF dataset

Feature type Feature No. of participants 
(n = 6296)

Death (n = 941) Survival (n = 5355) P-value

Time series features Platelet, mean (SD) 236.12 (129.57) 232.45 (140.23) 236.76 (127.61) 0.346
Creatinine, mean (SD) 1.74 (1.68) 1.98 (1.75) 1.70 (1.66)  < 0.001
Urea nitrogen, mean (SD) 34.02 (25.15) 41.39 (29.12) 32.73 (24.16)  < 0.001
White blood cell, mean (SD) 11.31 (12.82) 13.27 (25.84) 10.97 (8.67)  < 0.001
Hematocrit, mean (SD) 32.96 (7.79) 32.68 (6.65) 33.01 (7.97) 0.23
Lymphocyte, mean (SD) 8.88 (10.76) 9.05 (10.97) 8.85 (10.72) 0.615
Neutrophil, mean (SD) 51.87 (38.52) 59.58 (36.40) 50.52 (38.72)  < 0.001
Calcium, mean (SD) 5.58 (4.18) 6.21 (3.86) 5.47 (4.22)  < 0.001
Potassium, mean (SD) 4.13 (1.21) 4.32 (0.95) 4.10 (1.25)  < 0.001
Chlorine, mean (SD) 97.45 (22.11) 99.56 (16.10) 97.08 (22.98) 0.002
Sodium, mean (SD) 129.77 (33.11) 134.60 (21.57) 128.92 (34.68)  < 0.001
Magnesium, mean (SD) 1.39 (0.99) 1.51 (0.95) 1.37 (1.00)  < 0.001
Albumin, mean (SD) 1.27 (1.67) 1.31 (1.56) 1.26 (1.69) 0.387

Category features Insurance (%)  < 0.001
Missing 22 (0.3) 2 (0.2) 20 (0.4)
Government 88 (1.4) 10 (1.1) 78 (1.5)
Medicaid 378 (6.0) 36 (3.8) 342 (6.4)
Medicare 4505 (71.6) 734 (78.0) 3771 (70.4)
Private 1278 (20.3) 155 (16.5) 1123 (21.0)
Self-pay 25 (0.4) 21 (0.4) 21 (0.4)
Gender (%) 0.503
Missing 22 (0.3) 2 (0.2) 20 (0.4)
Female 2896 (46.0) 421 (44.7) 2475 (46.2)
Male 3378 (53.7) 518 (55.0) 2860 (53.4)
Medical comorbidities (%)
Myocardial infarction (suffered) 355 (5.6) 52 (5.5) 303 (5.7) 0.923
Diabetes (suffered) 2353 (37.4) 330 (35.1) 2023 (37.8) 0.199
Acute renal failure (suffered) 2439 (38.7) 529 (56.2) 1910 (35.7)  < 0.001
Respiratory support (supported) 1742 (27.7) 469 (49.8) 1273 (23.8)  < 0.001

Fig. 1  Framework for data 
extraction for predictive 
modeling tasks. Relation of 
prediction window, observation 
window
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forward DFL-IMP and backward DFL-IMP calculations. 
The overall architecture of the DFL-IMP is shown in Fig. 2.

3.3.1  VRNN missing value imputation

We adopt VRNN [34] to fill in the missing values in the time 
series. Figure 3 shows the flowchart of the model, which con-
sists of three main steps: (1) prior, (2) inference, and (3) genera-
tion. VRNN cyclically updates the hidden layer state as follows:

The derivation of the formula is detailed in Appendix A.

3.3.2  GRU‑S

Our proposed model GRU-S is based on the GRU-U [21] 
made improvement; the model architecture is shown in Fig. 4. 

(3)ht = f�
(
H

x
(
x̂t
)
,H

z
(
zt
)
, ht−1

)

We propose two different decay factors, the stochastic decay 
factor and the time decay factor, which mainly address the 
problem of input variables disappearing over time due to the 
long-term absence of EHR time series data.

Firstly, we investigated the effectiveness of the stochastic 
decay factor propagation in the GRU hidden state ht . Since 
the imputation value are stochastic, we capture stochastically 
in VRNN with a stochastic estimate of �x,t , as:

We introduced a training decay rate in the model using a 
negative exponential rectifier to make the stochastic decay 
factor dt ∈ (0, 1] monotonically decreasing, as follows:

where st is a stochastic factor and Wd is a diagonal matrix to 
ensure that the decay factors of each variable are independ-
ent of each other. The stochastic decay factor dt is fed into 
our network by updating the state of ht−1:

Secondly, we consider a time decay factor �t to decay the 
input features. The calculation is similar to the stochastic decay 
factor as follows:

W� , b� is the trainable model parameter, and �t is the time 
interval. Based on the time decay factor �t , ̃xt and the estimated 
mean values �x,t from VRNN weighted calculation to obtain 
the time decay estimate ct as follows:

(4)st =
(
1 − mt

)
⊙ 𝜎x,t

(5)dt = exp
{
−max

(
0,Wdst + bd

)}

(6)h
�

t−1
= ht−1 ⊙ dt

(7)�t = exp
{
−max

(
0,W��t + b�

)}

Table 2  Total number of samples for different observation and pre-
diction windows

Observa-
tion window 
(days)

Prediction 
window 
(days)

Missing 
rate（%）

Total Positive Negative

5 10 57.93 7696 772 6924
20 1045 6651
30 1190 6505

7 10 58.82 6296 589 5707
20 821 5475
30 941 5355

10 10 59.11 4472 420 4052
20 621 3851
30 701 3771

Fig. 2  Whole architecture of the DFL-IMP
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where mt is the mask vector, and Hdecay is a fully connected 
layer. We finally express the imputation estimates in the fol-
lowing equation:

where Hcor is a feature regression layer to calculate the rela-
tionship between features, Hpool is a neural network layer. 
From this, we can obtain the hidden layer state ht as follows:

In GRU-S, the information is controlled by resetting 
gate r and updating gate u with the following equations:

(8)ct = �xt ⊙H
decay(𝛾t,mt) + 𝜇x,t ⊙

(
1 −H

decay(𝛾t,mt)
)

(9)x̂t = mtx̃t +
(
1 − mt

)
H

pool(Hcor(�x,t)◦ct)

(10)ht = f�
(
H

x
(
x̂t
)
,H

z
(
zt
)
, h

�

t−1

)

(11)rt = �
(
Wr

[
H

x
(
x̂t
)
◦H

z
(
zt
)]

+ Urh
�

t−1
+ Vrmt + br

)

(12)ut = �
(
Wu

[
H

x
(
x̂t
)
◦H

z
(
zt
)]

+ Uuh
�

t−1
+ Vumt + bu

)

(13)
�ht = tanh

(
Wh

[
H

x
(
�xt
)
◦H

z
(
zt
)]

+ Uh

[
rt ⊙ h

�

t−1

]
+ Vhmt + bh

)

where � is a nonlinear activation function. It is worth not-
ing that xt and ht−1 in the original GRU formula have been 
replaced with Hx

(
x̂t
)
◦H

z
(
zt
)
 and h�

t−1
 . In addition, we input 

the masking vector mt additionally to the model.

3.3.3  Mortality prediction of feature fusion

Feature fusion is the process of combining data and knowl-
edge from different sources to maximize useful informa-
tion content. It improves the reliability or discriminant 
capability and offers the opportunity to minimize the 
data retained [35]. There are three main types of integra-
tion strategies, namely early fusion, joint fusion, and late 
fusion [19]. In this work, joint fusion was adopted. For 
time series features, we take the output of the features 
from the last hidden layer of GRU-S, and for category, we 
use a fully connected layer (FC) to extract features. Specif-
ically, a new feature vector is composed which consists of 
time series features extracted using GRU-S, and category 
features extracted by FC, as shown in Fig. 2. We directly 
concatenate the features extracted from the two networks.

(14)ht =
(
1 − ut

)
⊙ h

�

t−1
+ ut ⊙�ht

Fig. 3  Graphical illustrations of each operation of VRNN: (1) computation of conditional prior; (2) inference step; (3) generation step; (4) recur-
ring update of hidden states of RNN; (5) overall structure of VRNN

Fig. 4  Graphical illustrations of 
the proposed GRU-S
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Firstly, we extract category features as follows:

where Cone−hot is the category features after one-hot encod-
ing, which is because our category features are mainly com-
posed of patient demographic features (gender, insurance, 
etc.) and patient co-morbidities, and these feature values 
are discrete and disordered, and using one-hot encoding to 
process the data will make the calculation of the distance 
between features more reasonable. H is a fully connected 
layer that extracts and reduces the dimensionality of the fea-
tures and alleviates the sparsity and high dimensionality of 
the one-hot coding input vector. tanh is a nonlinear activa-
tion function.

Secondly, since the last GRU-S hidden state contains 
temporal information encoded across all time steps, we use 
the last GRU-S hidden state ht to fuse with the category 
features as follows:

(15)Cfc = tanh(H(Cone−hot))

(16)Vt = ht ⊕ Cfc

where ⊕ is a matrix concatenation, the fused features Vt 
contain richer data information, and Vt is fed into a fully 
connected layer, followed by a sigmoid activation function, 
which is used to perform our binary classification task. This 
is shown below:

where Wo is a classifier parameter.

3.4  Training and testing

We use a joint learning strategy throughout defining the 
loss function of the model as a composite function with 
four components: (1) VRNN loss LVRNN ; (2) consistency 
loss Lcons ; (3) masked imputation value loss Limp ; and (4) 
classification loss Lbce.

(1) We refer to the loss calculation function of VAE to 
define the VRNN loss LVRNN , the main objective is to 
integrate the reconstruction error and Kullback–Leibler 
(KL) divergence of N samples over the time series, as 
follows:

(17)p
(
y = 1|Vt

)
= �

(
WoVt

)

(2) Consistency loss is defined as the difference between the 
estimate of VRNN in the forward DFL-IMP x̂t and the 
estimate of VRNN in the backward DFL-IMP x̂′

t
 by time 

variation, calculated from the mean absolute error (MAE).

(18)LVRNN =

N∑
n=1

T∑
t=1

(−KL(q(zt |̃x(n)1∶t
, z1∶t−1) ∥ p(zt |̃x(n)1∶t

, z1∶t−1)) + logp(̃x
(n)
t |1∶t, x̃(n)1∶t−1

))

(19)Lcons =
1

N

N∑
n=1

|||X̂
� (n) − X̂(n)|||

Fig. 5  (a) AUC values of models on mortality prediction with the changing observation window, where the prediction window is set to be 
30 days. (b) AUC values of models on mortality prediction with the changing prediction window, where observation window is set to be 7 days
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(3) Masked imputation value loss Limp , we calculate the 
masked MAE between the original sample X as the 
ground truth and the input sample X̂ , Mimp is the initial 
masking matrix.

(4) Classification loss Lbce , we calculate from the binary 
cross entropy loss.

yn is the label, pn is the predicted probability and � is the 
sigmoid activation function.

Therefore, all losses are defined by integrating the for-
ward and reverse losses and the composite loss is defined as 
L = �1

(
LVRNN + L

�

VRNN

)
+ �2Lcons + �3

(
Limp+ L

�

imp

)
+ �4

(
Lbce + L

�

bce

)
 , where 

�1 , �2 , �3 , and �4 are the hyperparameters that control the 
loss ratio. We optimize all parameters of the model in an 
end-to-end manner through this composite loss.

3.5  Experimental setup

In our mortality prediction task, missing value imputed and 
outcome prediction are performed simultaneously during 
training. We trained our model using the RAdam optimizer 
with an initial learning rate of 0.001, epoch set to 80, learn-
ing rate decay set to every 10 epochs, decay 0.01 times, 
and batch size set to 64. The composite loss parameter �1 , 
�2 , �3 , and �4 is set to 1e−5 , 1, 1e−2 and 1. We set masking 
scenarios is 5% of the observations that were additionally 
masked for dataset. We selected the final optimal model 
based on the performance of the validation set.

4  Results

Our baseline model consists of three main components: 
machine learning models (LR, RF, SVM), deep learning 
models (LSTM, GRU), and published approaches from the 
literature (GRU-U [21], MTSSP [38]). LR is a linear clas-
sifier with a linear combination of features as independent 
variables, RF is an algorithm that integrates multiple deci-
sion trees, and SVM is a binary classification model defined 
on the feature space with the largest interval. The above 
model is difficult to process sequence data, the model is 
prone to underfitting problems, and the experimental results 
are not very ideal. The time series model LSTM learns long-
term dependencies through three gate mechanisms, while 
the GRU greatly improves the training speed by discarding 

(20)Limp =
1

N

N∑
n=1

|||X
(n) ⊙M

(n)

imp
− �X(n) ⊙M

(n)

imp

|||

(21)

Lbce =
1

N

N∑
n=1

(−[ynlog�(pn) + (1 − yn)log(1 − �(pn))]

forgetting gates, but these two models are less effective when 
there is a large amount of missing data.

Our proposed model, DFL-IMP, captures missing time 
series through the attenuation mechanism of GRU-S and 
introduces the VRNN model to interpolate missing values, 
which solves the problem of missing time series values in 
medical data of heart failure well. In addition, we fused cat-
egory features and extracted features using FC to make full 
use of different forms of data information in patients with 
HF.

For all models, we used a five-fold cross-validation strat-
egy, with 60% of the data trained, 20% used for validation, 
and the performance of the trained models evaluated on the 
remaining 20% of the data (the final test set), which was 
not used during training. The experiment was repeated five 
times and the final performance was the mean and standard 
deviation of these five repetitions. AUC (area under the ROC 
curve), accuracy, precision, F1 score, and specificity were 
used as evaluation metrics. 

The algorithms were implemented in Python 3.7. LSTM 
and GRU were trained using Pytorch 1.10.0 for model train-
ing and implemented using the Torch.nn.Module library. 
LR, RF, and SVM were implemented using Python Scikit-
Learn 0.24.2.

4.1  Performance by DFL‑IMP

We evaluated the validity of the proposed model DFL-IMP, 
based on the observation window shown in Fig. 1.

First, we investigated the effect on the AUC values 
obtained by the HF mortality prediction model by chang-
ing the observation and prediction windows. We set one 
of the windows by default and conducted experiments 
by changing the value of the other window, as shown in 
Fig. 5. The results show that the performance of our model 
decreases as the length of the observation window increases 
(Fig. 5(a)) and increases as the prediction window increases 
(Fig. 5(b)).

With an observation window of 5 days and a prediction 
window of 30 days, our model achieves an AUC of 0.914. 
Machine learning models have AUCs around 0.7, specifi-
cally: LR (0.708), RF (0.717), and SVM (0.675). Our model 
improved by 20.6% over LR and 19.7% over RF. The AUC 
values for the deep learning models were approximately 0.75 
for LSTM (0.757) and GRU (0.759), GRU-U (0.766), and 
MTSSP (0.770). Our model improved by 15.7% over LSTM, 
14.8% over GRU-U, and 14.4% over MTSSP. Overall, our 
model results are around 0.9 for all evaluation windows, sig-
nificantly better than other benchmark models. Secondly, we 
investigated the model’s performance in terms of accuracy, 
precision, F1 score, and specificity under specific predic-
tion windows, as shown in Table 3. When the observation 
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window is 5 days and the prediction window is 30 days, the 
accuracy (0.928), precision (0.867), and F1 score (0.734) of 
our model all rank first, although the specificity (0.982) of 
our model is not as good as SVM (0.999), but in general, our 
model metrics outperform other models.

In addition, we explored the ROC curves for all the mod-
els evaluated over a 7-day observation window and a 30-day 
prediction window, as shown in Fig. 6, and the results show 
that our models achieved excellent results.

From the results, our model achieves such excellent 
results mainly due to the refinement analysis and fusion 
processing of time series data with category data, as well 
as the inclusion of a stochastic attenuation factor in GRU-S 
to capture the missing data. Specifically, firstly, the missing 
time series data are captured by the stochastic attenuation in 
GRU-S to reduce the non-fidelity of the information passed 
downstream. We also introduce VRNN to interpolate the 
sequence data to reduce the information loss of the missing 
time series, capturing the trend information well. Secondly, 
the patient demographic information is captured by extract-
ing category features through FC. Our proposed model pro-
vides significant improvements in all metrics, fully explores 

patients’ survival health information, and more accurately 
predicts patient survival outcomes. This has important 
implications for researchers and provides a reference for 
future research work.

4.2  Performance by GRU‑S

To analyze the effectiveness of our proposed GRU-S in 
handling time series data, we analyzed the performance 
of HF mortality prediction based on time series features. 
We evaluated GRU-S according to the window shown in 
Fig. 1, and the results are shown in Table 4. The results show 
that the deep learning model outperforms the traditional 
machine learning model in handling time series data, while 
our proposed GRU-S outperforms MTSSP and GRU-U in 
most cases. When the observation window is 5 days and the 
prediction window is 30 days, the AUC value of GRU-S 
reaches 0.775, while the AUC value of MTSSP is only 
0.770, GRU-U (0.766), GRU (0.759), and LSTM (0.757). 
The GRU-S model worked best and outperformed the other 
benchmark models in most evaluation windows.

Table 3  The prediction performance of all the models

The highest performance of all models is shown in bold

Prediction window (days) Observation 
window (days)

Models Accuracy Precision F1 score Specificity

30 5 LR 0.845 ± 0.005 0.506 ± 0.114 0.138 ± 0.041 0.988 ± 0.001
RF 0.847 ± 0.002 0.586 ± 0.111 0.093 ± 0.019 0.998 ± 0.000
SVM 0.845 ± 0.000 0.483 ±0.409 0.009 ± 0.009 0.999 ± 0.009
LSTM 0.844 ± 0.010 0.509 ± 0.073 0.254 ± 0.033 0.967 ± 0.013
GRU 0.848 ± 0.008 0.563 ± 0.093 0.238 ± 0.032 0.976 ± 0.011
GRU-U 0.840 ± 0.008 0.475 ± 0.049 0.333 ± 0.034 0.947 ± 0.008
MTSSP 0.841 ± 0.001 0.454 ± 0.003 0.202 ± 0.002 0.971 ± 1.244
DFL-IMP 0.928 ± 0.003 0.867 ± 0.021 0.734 ± 0.018 0.982 ± 0.003

7 LR 0.849 ± 0.002 0.478 ± 0.056 0.126 ± 0.022 0.988 ± 0.001
RF 0.852 ± 0.002 0.626 ± 0.169 0.091 ± 0.016 0.998 ± 0.000
SVM 0.850 ± 0.000 0.200 ± 0.266 0.006 ± 0.008 0.999 ± 0.000
LSTM 0.848 ± 0.006 0.480 ± 0.051 0.254 ± 0.029 0.967 ± 0.004
GRU 0.854 ± 0.002 0.557 ± 0.028 0.241 ± 0.014 0.978 ± 0.002
GRU-U 0.845 ± 0.010 0.473 ± 0.056 0.364 ± 0.037 0.941 ± 0.009
MTSSP 0.845 ± 0.003 0.434 ± 0.031 0.197 ± 0.016 0.970 ± 0.001
DFL-IMP 0.928 ± 0.005 0.857 ± 0.035 0.726 ± 0.024 0.981 ± 0.004

10 LR 0.843 ± 0.003 0.557 ± 0.16 0.128 ± 0.025 0.989 ± 0.002
RF 0.843 ± 0.002 0.595 ± 0.211 0.008 ± 0.011 0.998 ± 0.006
SVM 0.843 ± 0.000 0.333 ± 0.421 0.066 ± 0.011 0.999 ± 0.000
LSTM 0.841 ± 0.004 0.467 ± 0.031 0.227 ± 0.027 0.968 ± 0.003
GRU 0.841 ± 0.005 0.517 ± 0.063 0.216 ± 0.038 0.975 ± 0.006
GRU-U 0.820 ± 0.015 0.432 ± 0.040 0.423 ± 0.040 0.895 ± 0.025
MTSSP 0.841 ± 0.006 0.471 ± 0.028 0.273 ± 0.022 0.960 ± 0.002
DFL-IMP 0.922 ± 0.004 0.863 ± 0.017 0.709 ± 0.023 0.982 ± 0.003
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It is shown that the update and reset gates of the GRU-S 
control the inflow of more useful information and the dis-
carding of unnecessary information, respectively. For time 
series with missing values in the EHR, the impact of low-
fidelity input data on the prediction task is reduced by add-
ing a stochastic decay factor to the data input and hidden lay-
ers, effectively propagating randomness within the GRU unit 
gates at each timestamp, thus allowing the estimated data to 
be combined with this randomness in a non-linear manner.

4.3  Performance by feature fusion strategy

First, we explore whether data integration can improve the 
accuracy of the prediction models. For the machine learning 
models LR, RF and SVM, we concat mean of time series 
features and category features, fed into the model to predict 
patient mortality. For LSTM, GRU, GRU-U and MTSSP, 
we applied our fusion ideas to these baseline models by 
fusing the RNN final hidden layer state with the category 
features. The experimental results under all evaluation win-
dows are shown in Table 5. Our model works best with an 
observation window of 5 days and a prediction window 
of 30 days, with an AUC value of 0.914, compared to LR 
(0.898), RF (0.900), SVM (0.881), LSTM (0.909), GRU 
(0.910), GRU-U (0.913), and MTSSP (0.792). Notably, with 
an observation window of 5 days and a prediction window 
of 20 days, GRU-U achieves an AUC of 0.902 after fusing 
features, which is higher than our model (0.900); with an 
observation window of 10 days and a prediction window 
of 20 days, GRU-U achieves an AUC of 0.891 after fusing 
features, which is higher than our model (0.890). However, 
in most cases, our model performed better than the other 
benchmark models.

Figure 7 compares the model performance before and 
after data integration, with the same window settings as in 
Fig. 5 by default. With an observation window of 5 days and 
a prediction window of 30 days, the AUC of LR can reach 
0.898 after data integration, which is 19% higher than before 
integration, the AUC of LSTM can reach 0.909, which 
is 15.2% higher than before integration, and the AUC of 
GRU-U can reach 0.913, which is 14.7% higher than before 
integration, and MTSSP can achieve an AUC of 0.792, 
2.2% higher than before integration. Our model achieves an 
AUC of 0.914, 13.9% higher than before integration. The 
experimental results show that data integration of time series 

Fig. 6  ROC curves for the evaluated all models (observation window 
of 7 days and prediction window of 30 days)

Table 4  The achieved AUC values of the GRU-S and benchmarks in different windows

The highest performance of all models is shown in bold

Predic-
tion 
win-
dow 
(days)

Obser-
vation 
win-
dow 
(days)

LR RF SVM LSTM GRU GRU-U MTSSP GRU-S

10 5 0.700 ± 0.017 0.697 ± 0.018 0.650 ± 0.013 0.747 ± 0.018 0.752 ± 0.015 0.748 ± 0.012 0.746 ± 0.001 0.768 ± 0.013
7 0.699 ± 0.013 0.679 ± 0.032 0.636 ± 0.012 0.733 ± 0.017 0.741 ± 0.024 0.745 ± 0.011 0.749 ± 0.015 0.767 ± 0.015
10 0.686 ± 0.036 0.689 ± 0.004 0.637 ± 0.048 0.721 ± 0.023 0.722 ± 0.029 0.732 ± 0.022 0.698 ± 0.012 0.747 ± 0.024

20 5 0.702 ± 0.011 0.709 ± 0.012 0.665 ± 0.015 0.748 ± 0.013 0.750 ± 0.015 0.756 ± 0.016 0.772 ± 0.001 0.771 ± 0.012
7 0.716 ± 0.007 0.700 ± 0.032 0.674 ± 0.018 0.747 ± 0.017 0.746 ± 0.019 0.765 ± 0.013 0.746 ± 0.009 0.777 ± 0.014
10 0.704 ± 0.036 0.708 ± 0.021 0.654 ± 0.025 0.735 ± 0.019 0.739 ± 0.019 0.747 ± 0.021 0.739 ± 0.009 0.757 ± 0.027

30 5 0.708 ± 0.011 0.717 ± 0.016 0.675 ± 0.022 0.757 ± 0.009 0.759 ± 0.009 0.766 ± 0.011 0.770 ± 0.001 0.775 ± 0.006
7 0.713 ± 0.007 0.716 ± 0.021 0.673 ± 0.013 0.716 ± 0.015 0.744 ± 0.020 0.766 ± 0.016 0.731 ± 0.007 0.775 ± 0.012
10 0.704 ± 0.026 0.715 ± 0.027 0.662 ± 0.027 0.738 ± 0.007 0.735 ± 0.010 0.740 ± 0.027 0.728 ± 0.012 0.760 ± 0.016
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features with category features is effective in improving the 
accuracy of the models compared to prediction models using 
a single time series feature or a single aggregated feature.

In addition, we explored the effectiveness of fine-grained 
analysis of the data on the sequence models, as shown in 
Fig. 8. “Model + Fusion” denotes our fusion strategy, which 
explicitly treats time series data separately from category data 
using different models. “Model + Integration” means that the 
category data are concatenated to the time series data based 
on the length of the time series data and input to a separate 
model. The results show that our model achieves an AUC 
of 0.914 under the applied fusion strategy, while under data 
integration the AUC is 0.911. GRU-U achieves an AUC of 

0.913 under the applied fusion strategy, while under data inte-
gration, the AUC is 0.896. LSTM achieves an AUC of 0.909 
under the applied fusion strategy, while under data integration 
the AUC is 0.881. The results show that the model fusion 
strategy is particularly effective in improving outcomes. 
We believe that refined analysis of healthcare data can help 
improve prediction accuracy.

The study shows that feature fusion in heart failure 
mortality prediction research questions, introducing mul-
tiple forms of patient electronic health data helps to fully 
exploit patient information and obtain a closer approxima-
tion to the patient’s true physical condition. In addition, 
with the joint fusion strategy we used, the model better 
achieved interactions between data in different formats, 

Table 5  The achieved AUC values using the fusion strategy under different windows

The highest performance of all models is shown in bold

Prediction 
window 
(days)

Observa-
tion window 
(days)

LR + Fusion RF + Fusion SVM + Fusion LSTM + Fusion GRU + Fusion GRU_U + Fusion MTSSP + Fusion DFL-IMP

10 5 0.862 ± 0.008 0.884 ± 0.017 0.845 ± 0.025 0.887 ± 0.014 0.891 ± 0.017 0.893 ± 0.017 0.866 ± 0.001 0.894 ± 0.015
7 0.859 ± 0.010 0.878 ± 0.024 0.834 ± 0.029 0.874 ± 0.022 0.874 ± 0.022 0.886 ± 0.018 0.837 ± 0.001 0.887 ± 0.021
10 0.826 ± 0.027 0.858 ± 0.033 0.823 ± 0.036 0.848 ± 0.033 0.851 ± 0.029 0.859 ± 0.028 0.856 ± 0.003 0.865 ± 0.024

20 5 0.883 ± 0.015 0.894 ± 0.017 0.864 ± 0.021 0.897 ± 0.014 0.896 ± 0.016 0.902 ± 0.012 0.866 ± 0.006 0.900 ± 0.022
7 0.885 ± 0.018 0.888 ± 0.028 0.861 ± 0.027 0.885 ± 0.012 0.883 ± 0.015 0.896 ± 0.018 0.884 ± 0.006 0.899 ± 0.011
10 0.869 ± 0.017 0.882 ± 0.015 0.855 ± 0.018 0.877 ± 0.006 0.874 ± 0.014 0.891 ± 0.009 0.869 ± 0.008 0.890 ± 0.004

30 5 0.898 ± 0.012 0.900 ± 0.010 0.881 ± 0.012 0.909 ± 0.008 0.910 ± 0.010 0.913 ± 0.009 0.792 ± 0.013 0.914 ± 0.008
7 0.894 ± 0.014 0.902 ± 0.016 0.870 ± 0.018 0.898 ± 0.010 0.897 ± 0.010 0.908 ± 0.013 0.852 ± 0.008 0.911 ± 0.014
10 0.884 ± 0.026 0.891 ± 0.028 0.864 ± 0.012 0.895 ± 0.027 0.888 ± 0.014 0.906 ± 0.010 0.789 ± 0.007 0.907 ± 0.009

Fig. 7  The plots before and after fusion. (a) show the AUC values 
achieved by the models with different observation windows when the 
prediction window is set to 30 days, and (b) shows the AUC values 

achieved by the models with different prediction windows when the 
observation window is set to 7 days
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improving the accuracy of the model for heart failure pre-
diction tasks.

4.4  Ablation studies

In this study, we performed two sets of ablation experiments 
under two different observation windows to validate the 
results obtained by our method.

Firstly, we conducted an ablation study of the pro-
posed GRU-S and fusion strategy, and the results are pre-
sented in Table 6. Our proposed DFL-IMP model exhib-
ited degraded performance by ablating the GRU-S and 
fusion strategies. With an observation window of 5 days, 
the model performance was 0.775 when GRU-S was 
applied without the fusion strategy, and conversely, the 
model performance reached 0.910. It can be concluded 
that the gain in classification performance by applying the 
GRU-S model was not as significant as the fusion strat-
egy. The model performance is best when both are applied 
and worst when neither is applied. It can be seen that the 
DFL-IMP model is not a single module that improves the 
algorithm performance, but the best result is produced by 
the combination.

Secondly, we used a convolutional neural network 
(CNN) instead of the FC used in the category features 
and the results of the study are shown in Table 7. With 

an observation window of 5 days, the AUC value reached 
0.914 when using FC, whereas when using CNN, the AUC 
value was only 0.887. This indicates that FC performs bet-
ter than CNN. We speculate that this is because FC mainly 
maps vectors, while CNN is mainly used for feature extrac-
tion and is good at extracting Euclidean structured data. 
For the category features after preprocessing (one-hot) in 
the experiment, convolution cannot extract feature infor-
mation effectively, while FC can learn effective mapping 
transformations.

Fig. 8  Comparative plot of fine-
grained analysis, AUC values 
achieved by the model with 
different observation windows 
when the prediction window is 
set to 30 days

Table 6  DFL-IMP submodule ablation study results

The highest performance of all models is shown in bold

Prediction windows Obser-
vation 
windows

GRU-S Fusion AUC 

30 5  ×  × 0.759 ± 0.009
 × √ 0.910 ± 0.010
√  × 0.775 ± 0.006
√ √ 0.914 ± 0.008

7  ×  × 0.750 ± 0.020
 × √ 0.897 ± 0.010
√  × 0.775 ± 0.012
√ √ 0.911 ± 0.014
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5  Discussion

In this study, it was first hypothesized that a refined analy-
sis of time series and category data in the electronic health 
record would help to improve the accuracy of in-hospital 
mortality prediction models for patients with HF. The pre-
diction performance results for all models are shown in 
Fig. 5 and Table 3. The proposed model, DFL-IMP, is con-
siderably more effective after the introduction of category 
data and significantly outperforms other baseline models 
(LR, RF, SVM, LSTM, GRU, GRU-U, MTSSP). This leads 
to the conclusion that mining the hidden information con-
tained in each of the different forms of data and introduc-
ing auxiliary information (i.e., demographic information) is 
crucial to the HF mortality prediction model.

Secondly, we believe that for a large number of missing 
values in medical time series data, the model adopts addi-
tional processing mechanisms to help extract information 
from the data and improve prediction accuracy. As can be 
seen from Table 4, our proposed GRU-S outperforms other 
sequence models (LSTM, GRU, GRU-U, MTSSP), 0.9% 
increase compared to GRU-U, achieving good results. This 
suggests that propagating uncertainty within the GRU unit 
gate reduces the loss of information in the time series due 
to missing values, allowing the estimated data to be com-
bined with randomness in a non-linear manner. This helps 
to reduce the impact of low-fidelity input data on mortality 
prediction results. That is, in the presence of missing values, 
key information in the sequence data can still be captured.

For the first time, we use a feature fusion strategy to con-
struct a deep learning model to predict in-hospital mortal-
ity in patients with heart failure. In our evaluation results, 
we confirmed that our model results represent the most 
advanced predictive performance that can be achieved by 
applying a deep learning model that uses feature fusion 
strategies to discover complex relationships in EHR data. 
For small differences in window length, the model effect 
does not differ much. For the same prediction window, the 
prediction effect decreases with the increase of the obser-
vation window. Under the same observation window, the 
prediction effect of the model increases with the increase of 

the prediction window, as shown in Fig. 5(b), and Fig. 7(b). 
This is due to our dataset; the longer the observation win-
dow (the shorter the prediction window), the more positive 
samples we exclude, the more unbalanced the data and the 
decreasing model effect. This suggests that our model pre-
fers a more balanced dataset and works relatively better on 
a more balanced dataset. We expect that model performance 
will benefit from using a more balanced sample of cases.

Limitations of this study focus on three aspects. Firstly, 
the length of our time series feature observation window is 
short and insufficient, and the performance of the model is 
limited by the equilibrium state of the dataset. Secondly, our 
fusion is a simple fusion without further exploration of other 
fusion strategies. Third, we mined different forms of data in 
a single mode without combining multiple modes, such as 
chest radiographs, medical prescriptions, and medications, 
to obtain adequate prognostic information on heart failure.

6  Conclusion and future work

This paper aims to apply deep learning methods to in-hospi-
tal mortality prediction in HF using classification methods. 
We propose a new model DFL-IMP to refine the analysis of 
time series features and category features in EHR data and 
perform feature fusion modeling. In this, GRU-S is proposed 
to capture time series features, FC to capture category fea-
tures and VRNN to estimate missing values of time series 
features. The experimental results show that our proposed 
model DFL-IMP dramatically improves the accuracy of in-
hospital mortality decisions in HF, which helps physicians 
to make timely interventions in high-risk patients, delay the 
progression of HF disease, and improve the quality of life 
and life expectancy of patients.

In future work, we will combine data from clinical hos-
pitals, select samples with fewer missing values, and choose 
observation windows of appropriate length. We will also 
introduce a priori knowledge of clinical medicine and use 
statistical analysis to find the impact of specific features on 
the results to enhance the interpretability of deep learning. 
Further, we will explore whether other advanced fusion strat-
egies can improve model performance, as well as consider 
multimodal data fusion studies, e.g., physician’s orders versus 
chest films, to produce more clinically meaningful models.
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