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Abstract
Parkinson’s disease (PD) severity assessment in clinical settings largely depends on expertise level of clinicians which have 
inherent limitations and non-uniformity. Instrumented gait analysis plays a significant role in disease diagnosis and manage-
ment. However, these are agonized from data dispersion due to demography, anthropometry, and self-selected walking speed 
of an individual. This research work aims to develop computationally efficient hybrid strategy using normalized features for 
PD severity evaluation. The relevance of each considered gait feature in demonstrating the outcomes is explained through 
feature importance and partial dependence plot (PDP) to build substantial insight for clinical needs. Gait, a biomarker, is used 
to access human mobility by utilizing vertical ground reaction force (VGRF) data of 72 healthy and 93 Parkinson’s individu-
als. A multi-variate normalization approach identifies gait differences between PD and non-PD. The proposed hybrid model 
used is able to detect PD with accuracy of 99.39% and 99.9%, and its severity assessment based on MDS-UPDRS-III shows 
coefficient of determination (R2) as 97% and 98.7% using leave-one-out cross-validation (CV) and tenfold CV respectively. 
The significant features suitable for clinical implications are reported. Moreover, normalized gait parameters supplement 
capability to compare individuals with diverse physical properties, resulting in assistive system for evaluation of PD severity.
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1  Introduction

Quantitative gait assessment is significant in Parkinson’s dis-
ease (PD) diagnosis and management. Despite of advances 
in medical and healthcare, gait impairments worsen with 
progression of the disease, leading to fall-risk, loss of inde-
pendence, and degradation in quality life [1]. The disease 
diagnosis can take several years due to inherent variability in 
sign, symptoms, and frequency based on individuals’ medi-
cal records and neurological analysis [2]. The quantifica-
tion of disease severity is carried out using various clinical 
scales [3, 4]. Out of which, unified Parkinson disease rating 
scale (UPDRS) is the most commonly used scale for PD 
assessment. The analysis based on the scale [4] is a col-
lection of self-assessed questionnaires, and ratings through 

visual observation by experts to evaluate behavioral char-
acteristics, daily activities of living, motor symptoms, and 
complications of therapy. The evaluation based on expert 
opinion leads to bias adding unreliability and low efficiency 
[5]. Moreover, the current development in wearable sensors 
allows monitoring motor symptoms, which in turn has made 
gait analysis possible in unconstraint environment but still 
lacks decision-making. Thus, to make inferences predictive 
models capable of processing high-dimensional complex 
data is required.

Machine learning (ML) techniques have gained popularity 
in recognizing activities of daily living. They are widely used 
in gait analysis for classifying individuals with neurological 
disorders [6, 7], quantifying pre and post-intervention out-
comes [8]. The potential application areas to use such tech-
niques for PD diagnosis include speech signal [9], handwriting 
variations [10], and gait variability [11–13]. Particularly, the 
variation in gait patterns can act as a significant biomarker to 
diagnose PD as well as to determine progression of disease 
[14]. Rather than focusing on statistical time or frequency 
domain features that lack clinical meaning, this study inves-
tigates to extract clinically relevant features from raw VGRF. 
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The extracted features based on domain knowledge, and 
related to pace, rhythm, variability in spatial–temporal domain, 
force variation, and temporophasic represent a greater poten-
tial for disease classification. Nevertheless, the spatio-temporal 
features [15] are affected by height, body mass, gender, and by 
aging [16] which limits the degree to which pathological traits 
can be reliably distinguished. However, such parameters are 
also influenced to a great extent by walking speed [17] of an 
individual. Also, the force-related features are affected by body 
mass [18] leading to unpredictability in pathology detection.

Therefore, to reduce data dispersion, it is effective to mini-
mize the effect of inter-subject variations to improve sever-
ity assessment. The data normalization using dimensionless 
equations accounts for subjects’ body mass and height using 
inverted pendulum analogy [19]. However, such techniques do 
not account for variation in multiple characteristics. A study 
[15] proposed a normalization approach to account for such 
differences. The authors hypothesized that the inclusion of this 
approach would significantly improve severity assessment of 
PD. Thus, the study aims to extract clinically relevant fea-
tures from foot sensor data and development of hybrid strategy 
using ML for PD severity assessment based on motor disor-
ders. The main contribution of the research work includes:

•	 To analyze normalization approach for correcting indi-
vidual differences in extracted features due to individu-
als’ demography, anthropometry, and walking speed 
between non-PD and PD individuals.

•	 To determine PD severity rating through developed novel 
hybrid strategy. The first stage is used to distinguish a 
PD individual from non-PD, and thereby accessing their 
severity in the second stage.

•	 To compare the performance of the hybrid model with 
traditional methods, including evaluation of model 
through various performance metrics.

•	 To propose a relevant feature set using interpretability 
techniques for disease severity assessment to build clini-
cal insight.

The paper is structured as follows: Section 2 discusses 
literature related to PD detection. Section 3 briefs about the 
dataset, data normalization, and proposed model. The results 
and findings together with various evaluation metrics are 
described in Section 4. Section 5 presents the comparative 
analysis with existing work. Finally, Section 6 concludes 
by highlighting significant outcomes of the research work.

2 � Background work

The existing studies employ kinematic and/or kinetic signal 
to extract both low- and high-level features. Some of the 
features included in previous work comprise mean, median, 

maximum, and minimum value with its index, range [15, 
16], kurtosis, skewness, entropy, root mean square, inter-
quartile range, harmonic mean, phase, energy, and power 
[20]. Moreover, the high-level gait features are more 
informative, interpretable, and can be computed using more 
sophisticated methods. Previous studies rely on statistical 
approaches [21–23]; undoubtedly, such methods provide 
transparency in determining discriminative power and con-
tribution of each individual feature. But converting their 
results into automated classification results in thresholding 
which can lead to bias and classification errors.

However, ML techniques are more powerful to draw such 
inferences. The well-explored learning models reported 
in literature for PD classification include support vec-
tor machine (SVM) [24, 25], neural networks (NNs) [26], 
k-nearest neighbors (kNN) [27, 28], Bayes network (BN) 
[26], naïve Bayes (NB) [26], logistic regression (LR) [26], 
random forest (RF) [29], decision trees (DT) [29], Gaussian 
mixture model (GMM) [28], and 1D-Convnets [12]. Such 
techniques are capable of processing high-dimensional, 
complex, and multi-variate feature set possessing non-line-
arity and potentially leading to superior performance. Most 
of these models consist of statistical, time, or frequency 
domain features and aid in detecting PD. But high-level gait 
parameters are more valuable to build clinical insight for dis-
ease classification. Also, many existing studies are related to 
objective assessment that reveals only PD abnormality. How-
ever, few studies [11–13, 20, 30] quantify severity of disease 
according to Hoehn and Yahr (H&Y) scale, and studies [12, 
20] aim to quantify disease severity based on UPDRS using 
raw foot sensor signal and statistical measures.

The studies worth mentioning are presented here; in [20], 
the authors developed a computational solution to analyze 
PD and its severity based on regression analysis using sta-
tistical time and frequency domain features, thereby, obtain-
ing high inferences. Another study [12] used 1D-convnets 
having high computational burden to determine PD severity 
based on UPDRS. They classify PD subjects into categorical 
form by dividing clinical scores into five classes, leading to 
low classification accuracies. Thus, it can be concluded from 
literature screening that the classification accuracy reported 
for severity assessment still needs high inferences and clini-
cal implications using clinical gait parameters. There is also 
a need to devise a computationally efficient methodology 
[30] for studying PD severity assessment more precisely. 
However, UPDRS scale constitutes measures of non-motor 
symptoms along with motor components which are difficult 
to quantify using instrumentation analysis. Also, quantifica-
tion of disease based on UPDRSm (MDS-UPDRS-III) is 
advantageous than H&Y scale due to its capability to inherit 
the measures provided by later scale.

Considering the limitations of existing work, the sig-
nificant features for disease classification are extracted, 
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normalized, and used as an input to the hybrid model. 
The hybrid model provides PD severity assessment based 
on a clinical scale (UPDRSm) for motor disorders. The 
process flow highlighting the progress in existing work 
till the proposed methodology is demonstrated in Fig. 1. 
The details of most relevant studies considering PD detec-
tion are outlined in Table 1. The merits and demerits of 
included studies are also mentioned.

3 � Methodology

In this section, details about considered dataset, data 
pre-processing, feature extraction, data normaliza-
tion, and methodology for PD severity assessment is 
presented. To reduce inter-subject gait variability, and 
to provide quantitative assessment of PD symptoms, 
a novel hybrid strategy is developed in this work. The 
main significance of the proposed approach is to deter-
mine the exact value of PD severity rating based on 
motor disorders using instrumented gait analysis rather 
than obtaining the categorical results that define the 
severity levels. Thus, the proposed model can benefit the 
clinicians with precise prognostic outcomes rather than 
binary diagnostic decision. Further, to improve sever-
ity prediction normalization is carried out that excludes 
dependency due to demography, anthropometry, and 
self-selected walking speed of an individual. Finally, the 
most significant features for PD and its severity evalu-
ation are identified.

3.1 � Dataset

An open access dataset of gait in Parkinson’s disease col-
lected using foot insole sensors (Ultraflex Computer DynoG-
raphy, Infotronic Inc.) is taken from Physionet [34]. The 
database includes 306 gait recordings (19,320 gait cycles) 
from 72 healthy and 93 idiopathic Parkinson’s. This data-
set collected at the movement disorder unit of Tele-Aviv 
Sourasaky Medical Centre, Laboratory for Gait and Neuro-
dynamics was established by three different research groups. 
The study by Frenkel-Toledo [21] includes gait time series 
for normal ground walk and walk on motorized treadmill. 
Another group [22] includes walk with and without rhythmic 
auditory stimulation (RAS) at a comfortable pace. Finally, 
the third study [23] comprises leveled ground walk at self-
selected speed under conditions such as usual walking and 
dual tasking. Each recording consists of VGRF data from 
16 sensors, in which each insole contains 8 sensors and rest 
two accounts for total VGRF signal from both foot sensors. 
The data acquisition protocol constitutes walk of 2 min at 
self-selected speed on leveled surface. The VGRF signals 
are sampled at 100 Hz and measured in Newtons. Thus, to 
identify the PD severity, in this work all datasets are taken 
together because the gait dynamics through force sen-
sor data can unveil underlying locomotor disability which 
aids in quantifying stride-to-stride variability. Along with 
demographic measures, dataset includes details of mobility 
(Timed Up and Go Test (TUG)) and severity measures based 
on clinical scales (H&Y, UPDRS, UPDRSm). Table 2 high-
lights the demographic detail of the included subjects. The 
acquisition system included a pair of shoes equipped with 

Fig. 1   Process flow highlighting the progress in existing work till proposed methodology
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sensory module and a recording unit (19*14*4.5 cm; 1.5 kg) 
attached to the waist. Figure 2 illustrates the position of each 
sensor in both feet to capture VGRF recordings, and relative 
position of each sensor with origin (0, 0) between both legs 
towards positive y-axis is given in Table 3.

3.2 � Pre‑processing and feature extraction

The raw sensor data is filtered and segmentation is carried 
out to extract gait cycles [13]. Further, to remove startups 
and termination effects 20 s of data from both initiation and 
termination of each gait cycle is removed. In total 16 gait 
characteristics are derived and categorized into broad inde-
pendent domains. The progression of PD can be accessed 
through gait variations as the disease affects the walking pat-
tern of the individual. Therefore, a study comprising disease 
significant features helps to understand gait disorder of PD 
subjects and acts as a significant biomarker. The features 
extracted using raw sensor data comprise stance-interval, 
swing-interval, step-time, stride-length, stride-interval, step-
length, center of pressure in x and y directions, heel-strike 
force, toe-off force, double limb support, percent of tem-
poral features with respect to gait cycle, and ratio of swing 
to stance interval. Table 4 comprehends various features 
extracted using VGRF, and their distribution is plotted in 
Fig. 3.

3.3 � Data normalization

Nevertheless, gait data accounts for variation due to demog-
raphy, anthropometry, and self-selected walking speed of an 
individual. In this case classification results would be biased 
leading to decrease in performance and more prone to errors 
for determining disease severity. So, to gain efficient sever-
ity prediction and to exclude all such dependencies from the 
features, multi-variate regression model selection followed 
by backward elimination is implemented [15]. The statistical 
assumptions required for each independent variable includ-
ing linearity, normality, and homoscedasticity are met. First, 
correlation between various independent variables (such 
as gender (G), age (A), height (H), weight (W), and self-
selected walking speed (S)) is determined using Spearman’s 
rank correlation. To address the issue of multicollinearity, 
variance inflation factor (VIF) of each variable is computed. 
If VIF exceeds 5, then variance decomposition values over 
0.5 and condition index exceeding 30 are indicators of mul-
ticollinearity. So, such parameters are not to be included in 
the final model. After selection of independent variables, 
regression model for each dependent variable (gait features 
as listed in Table 4) is constructed by removing least sig-
nificant independent variable (p < 0.001). The process con-
tinues until only significant variables remain in the model. 
To avoid overfitting, the tenfold cross validation root mean A
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square error (RMSE-CV) is computed and compared with 
model’s RMSE. Thereafter, normalization of each parameter 
is carried out using Eqs. (1)–(3).

where, zi represents dependent variables for the ith obser-
vation; xi,j denotes independent variables corresponding to 
ith observation and �j are the coefficients of model for par-
ticular independent variable obtained in the final model; �o 
represents intercept term of regression model; independent 
residual error is represented as �i ∼ N

(

0, �2
)

 . All spatio-
temporal features are normalized using this approach, and 
model coefficients can be determined using Eq. (1).

where, zn is the normalized value of gait feature computed by 
dividing the raw value with model predicted value shown as

The model’s ability is evaluated using Spearman’s rank 
order correlation with raw and normalized data. The reduc-
tion in data dispersion is determined using coefficient of 
variation with 95% confidence level (CL) and standard error 
(SE) [35]. The statistical significance of outcomes is evalu-
ated (p < 0.05) using Student t test.

3.4 � Hybrid strategy

A two-stage ML hybrid strategy is designed for assessment 
of PD and its severity. The first stage comprises DT classifier 
that predicts PD gait; thereafter, ensemble regressors (ER) 
are tuned to determine severity of PD. The classifier internal 
parameters are tuned using grid search and cross-validated 
with tenfold and leave-one-out (LOOCV). In DT classifier, 
Gini’s diversity index is chosen as split criterion consisting 
of maximum splits as 100. The DT assigns the data in the 
form of nodes and branches and thus is able to determine 
the non-linearity between features and target response of 
the system. It results in better generalization on unseen data 

(1)zi = �o +

n
∑

j=1

�jxi,j + �i

(2)zn =
zi

zi−pred

(3)zi = zi−pred + �i−pred

Table 2   Demographic details of gait in Parkinson’s dataset

S. no Category of subject No. of subjects Age (in years) Gender Walking speed (m/s) Mobility measure
(TUG)

Male Female

1 Healthy (HC) 72 63.65 ± 8.58 40 32 1.24 ± 0.159 9.29 ± 1.57
2 Parkinson’s (PD) 93 66.30 ± 9.45 58 35 1.033 ± 0.205 12.05 ± 3.94

Fig. 2   Sensor location inside insoles

Table 3   Relative positioning of sensors

Sensors X axis (mm) Y axis (mm)

L1  − 500  − 800
L2  − 700  − 400
L3  − 300  − 400
L4  − 700 0
L5  − 300 0
L6  − 700 400
L7  − 300 400
L8  − 500 800
R1 500  − 800
R2 700  − 400
R3 300  − 400
R4 700 0
R5 300 0
R6 700 400
R7 300 400
R8 500 800
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[36]. In order to predict PD severity, the second stage of the 
model is trained using collection of tree-based ER model 
built using bagged approach with 30 as number of learners 
containing leaf size of 8 and 0.1 as learning rate. The pro-
posed approach provides an exact value of PD severity rating 
based on motor disorders using instrumented gait analysis 
rather than obtaining the categorical outcomes that define 
severity levels.

The performance metrics considered for evaluating the 
efficacy of hybrid strategy are accuracy (Acc.) which is 
described as the proportion of correct predictions to the 
total number of predictions, specificity (Sp.) that measures 
true negatives to actual negatives that is correctly identify-
ing individuals without a disease, and sensitivity (Sen.) or 
recall that determines the number of true positives to total 
number of actual positives which helps in identifying the 
individual with a disease condition. They are good indicators 

Table 4   List of extracted features with their type and definition

Type Gait features Definition

Time Stance-interval (stn-dur) Duration for which one foot is in contact with ground
Swing-interval (sw-dur) Duration for which one foot is off the ground
Stride-interval (str-dur) Duration between two consecutive events of the same foot
Double limb support (DS-dur) Duration of bilateral foot contact
Step-time (stp-time) Duration between initial contact of one foot to initial contact of con-

tralateral foot
Length Stride-length (str-length) Total distance between successive ground contacts of same foot

Step-length (stp-length) Distance between initial contact of one foot to initial contact of con-
tralateral foot

Frequency Cadence Number of steps taken per minute
Temporophasic Normalized (Nm) stance duration (nm-stn-dur) Stance interval measured with respect to gait cycle time or stride time, 

i.e., stn-dur/str-dur
Normalized (Nm) swing duration (nm-sw-dur) Swing interval measured with respect to gait cycle time or stride time, 

i.e., sw-dur/str-dur
Normalized (Nm) double limb support (nm-DS-dur) Double limb support measured with respect to gait cycle time or stride 

time, i.e., DS-dur/str-dur
Swing stance ratio (SSR) Ratio of swing to stance intervals

Force Heel-strike force (HS-force) Mean of sensor values beneath the heel for initial 5% sample points in 
stance duration of total gait cycle

Toe-off force (TO-force) Mean of sensor values beneath the toe for final 5% sample points in 
stance duration of total gait cycle

Centre of pressure (x,y) (COP_x, COP_y) Total sum of pressure field acting on a body causing force to act on 
ground

Fig. 3   Distribution of extracted 
features using VGRF data
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for identifying the specific condition of an individual. The 
positive predicted values are termed as precision (prec.). 
It conveys how many of diagnostic test positives are true 
positives; the higher value indicates superior performance. 
Finally, F1-score defines the harmonic mean of both prec. 
and Sen./recall (Eq. 4). The variability score α = 1 is chosen 
as default for equal importance of both variables.

The mean absolute error (MAE), root mean square error 
(RMSE), and coefficient of determination (R2) are presented 
in Eqs. (5–7).

where, n, yj, ypredj represent total number of strides, actual 
value, and predicted value by the model.  yj is the average of 
[y1, y2, …., yn], thus, a model where predicted values exactly 
match the observed value. The sum of square of residuals 
(SSR) is zero and R2 = 1. However, variance of the data is 
determined by total sum of squares (SST).

3.5 � Interpretability in machine learning

ML models, however, are widely used in the medical 
domain, but explaining the cause of prediction can assist 
clinicians in treatment planning. To estimate the feature 
importance in this work, out-of-bag feature ensemble 
method is used to arbitrarily permute the value of extracted 
features and thereby examining their effect on resulting 
error bias. After defining the most relevant features, partial 
dependence plot (PDP) [37–39] is used to determine the 
marginal contribution of each considered gait parameter 
to predicted UPDRSm of hybrid model allowing better 
understanding of the model. The individual conditional 
expectation (ICE) indicates the dependence of prediction 
on specific feature for each patient, while PDP represents 
averaged contribution of the predicted values on model 
outcome. Thus, keeping all the other features same, partial 

(4)F1 − score(%) =
(

1 + �
2
) prec. ∗ Sen.
(

�2 ∗ prec.
)

+ Sen.
∗ 100

(5)MAE =
1

n

n
∑

j=1

∣
(

ypredj − yj

)

∣

(6)
RMSE =

�

�

�

�

�

�

n
∑

j=1

�

ypredj − yj

�2

n

(7)R2 = 1 −
SSR

SST
= 1 −

n
∑

j=1

(yj − ypredj )
2

n
∑

j=1

(yj − yj )
2

dependency of prediction is determined based on changes 
in prediction scores (y-axis) by replacing the values of 
considered gait feature (x-axis).

3.5.1 � Mathematical model

The partial dependency for severity prediction in PD is 
computed using normalized feature set. To define PDP, let 
S ⊂

{

x1, x2,…… xp
}

 and C denote the complement set of S 
such that Z = S ∪ C =

{

x1, x2, .… xp
}

 where, p is the total 
number of gait features. The term ZS denotes the set of fea-
tures for which partial dependence function needs to be plot-
ted and ZC demonstrates all the other features that were used 
in predicting the outcome of ML model (ensemble regres-
sion model). The ensemble regression (ER) model f (.) is 
defined as combination of several decision trees to produce 
better predictive performance than utilizing a single decision 
tree. The various groups of learners are hereby combined 
to form a strong learner. Using bagging approach, several 
subsets of data from training dataset are created randomly, 
and each subset is used for model training. Thus, the average 
of all predictions from different decision trees is used being 
more robust than a single decision tree (hyper parameters for 
trained ER model include bagged approach with 30 as num-
ber of learners containing leaf size of 8 and 0.1 as learning 
rate). In this work, partial dependence represents relation-
ship between features and response in a trained ensemble 
regression model; the single input (gait) feature of interest 
is taken at a time. Thus, S =

{

x1
}

 and C =
{

x2, x3, ..… xp
}

 
for computation of PDP for feature 1 (stance duration) and 
so on. Then, f (Z) provides partial dependency outcomes 
of trained ER model f (.) to know the relationship between 
response (UPDRSm) and gait features that can be linear, 
monotonic, or complex. The subset of features considered 
is by marginalizing over other features in the set. Thus, a 
predicted outcome depends on all the variables in the set as

To calculate PDP, selected subset consists of either one 
variable 

(

ZS
)

 , while other variables are included in com-
plementary set 

(

ZC
)

 in Z that are used in trained ER model. 
The partial dependencies of predicted outcome in  ZS are 
defined by expectation of the outcome with respect to ZC 
using marginal probability. Each subset of features in S has 
its own partial dependence function f S , which determines 
average value of f (Z) when ZS is fixed, and other feature 
set ZC varies its marginal distribution dP

(

ZC
)

 . Thus, by 
marginalizing over the other features, we get a function 
f S that depends only on selected feature with inclusion of 
other feature interactions. The interaction between the two 
sets is weak, and all samples in the set are equally likely.

(8)f (Z) = f
(

ZS, ZC
)
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The different values of ZC
j

 are represented as 
{

ZC
1
, ZC

2
, ..……ZC

N

}

 occurring over all the observations in 
the training dataset. In other words, to estimate partial 
dependency of a considered feature (input feature of inter-
est), the entire training set must be utilized for every set of 
calculated values. Finally, the partial function is the resultant 
of calculating averages in training data (Eqs. 8–10).

This is a visualization tool, which assumes no or weak 
correlation of features in the given subsets 

(

ZS, ZC
)

 , and for 
one-dimensional feature set as in this case, PDP involves 
plotting of averaged value of f S as a function of ZS conven-
tionally joined by a line.

Unlike PDP, which shows averaged relation between 
severity predication and gait features, the set of ICE plots 
shows individual dependency for each observation by disag-
gregating the averaged information. Thus, the contribution 
of each jth sample is defined as follows from Eq. (11) by 
considering the estimated response function f S and the 
observations. Considering each of N observed and fixed val-
ues of ZC , a curve f S

j
 is plotted against observed values in 

ZS . Therefore, at each coordinate of x-axis, ZS is fixed and 
ZC varies across N  observations in the training dataset. 
Therefore, each curve defines the conditional relationship 
between ZS and f  at fixed value of ZC.

In this work, average contribution of each extracted fea-
ture indicating the functional relationship between UPDRSm 
and normalized feature set is explored through PDP curves.

(9)f S
(

ZS
)

= E
[

f
(

ZS, ZC
)]

= ∫ f
(

ZS, ZC
)

dP
(

ZC
)

(10)f S
(

ZS
)

≈
1

N

N
∑

j=1

f
(

ZS, ZC
j

)

(11)f S
j
= f

(

ZS, ZC
j

)

4 � Results

4.1 � Association between demography, 
anthropometry, walking speed, and gait 
features

The association of all spatio-temporal gait features (Table 5) 
with walking speed is high (|rs|> 0.60) except swing inter-
val that shows a moderate correlation (|rs|= 0.42). However, 
after normalization through multi-variate model (highlighted 
in Section 3.3), all the parameter association reduced to less 
than |rs|= 0.2 (weak correlation). The gait features such 
as cadence, stride interval, swing interval, and step time 
before normalization are moderately related to gender, and 
their de-correlation significantly reduces association from 
0.17 <|rs|< 0.34 to 0.002 <|rs|< 0.06. The other measures 
such as age, height, and weight are shown to have moderate 
to weak correlation with gait features. Thus, after normali-
zation significant correlations are successfully removed. All 
force-related features (Table 4) are normalized with weight 
of an individual and are not mentioned in Table 5.

All correlation between independent variables is com-
puted using Spearman’s correlation except the dichotomous 
variable (gender) for which point bi-serial correlation coef-
ficient [40] is used. The VIF analysis of each independent 
variable to identify dependencies among other individual 
independent measures is shown in Table 6.

Since all computed VIF values are less than 5, so all 
independent variables are incorporated into the regression 
model. The other diagnostic results to determine multicollin-
earity are included in Table 6 which comprises CI and VDP, 
although, VIF and CI indicate the presence of multicollin-
earity but cannot indicate which independent variables are 
multi-collinear. So, VDPs are used to identify such condition 
based on extent of inflation according to each CI.

The CI of more than 30 and VDPs of 0.9973 indicates 
linear dependencies in the regression model for one variable. 

Table 5   Spearman’s rank order correlation coefficient with pre (raw) and post normalization (p < 0.05)

Spearman’s correlations Gender (G) Age (A) Height (H) Weight (W) Walking speed (S)

Raw Norm Raw Norm Raw Norm Raw Norm Raw Norm

Gait features
Cadence 0.31 0.018 0.07 0.089  − 0.11  − 0.063  − 0.09 0.145 0.64 0.025
Stride length  − 0.17 0.005  − 0.15  − 0.04 0.23 0.02  − 0.03  − 0.154 0.80  − 0.003
Stride interval  − 0.31 0.014  − 0.08  − 0.07 0.10 0.04 0.08  − 0.151  − 0.63 0.01
Swing interval  − 0.33 0.004  − 0.02 0.091 0.12 0.08  − 0.08  − 0.061  − 0.42 0.037
Stance interval  − 0.27 0.002  − 0.07  − 0.13 0.08 0.07 0.16  − 0.049  − 0.72  − 0.004
Double limb support  − 0.16  − 0.05  − 0.09  − 0.19 0.04 0.011 0.30 0.069  − 0.70  − 0.186
Step length  − 0.18 0.006  − 0.16  − 0.041 0.24 0.028  − 0.04  − 0.16 0.81  − 0.004
Step time  − 0.32 0.03  − 0.09  − 0.055 0.11 0.015 0.09  − 0.165  − 0.64  − 0.013
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The fact is also supported by moderate Spearman correla-
tion between height with weight (R = 0.55), and with gen-
der (R =  − 0.672) (Table 6). Therefore, best-fitted regression 
model has not incorporated the height (H) into regression 
analysis. The resulting multi-variate models are shown in 
Table 8. As clear from the results, that self-selected walking 
speed (S) and gender (G) remained significant for all consid-
ered features. Due to moderate correlation between height 
(H) and weight (W), the W parameter remains significant 
during swing and double limb support, although, for swing 
interval, model performed with low adjusted R2 (≤ 0.39) 
as compared to other parameters, but backward elimina-
tion considered this parameter at significance p < 0.001. 
Thus, all models and remained independent variables are 
tested for statistical significance (p < 0.001). To avoid model 

overfitting, RMSE-CV using tenfold is also computed. On 
observation, only slightly higher values are reported for 
RMSE-CV as compared to RMSE. Since, most of the gait 
features are correlated with self-selected walking speed 
along with demography and anthropometry, so it is advis-
able to consider walking speed as well to de-correlate data, 
which in turn, helps to reduce data dispersion.

The multi-variate approach succeeded in reducing the 
data dispersion as depicted by coefficient of variation 
(Table 9). The good predictive models such as stride length, 
stance interval, double limb support, and step length help to 
reduce dispersion by 51 to 67%. The other models that are 
cadence, stride interval, and step time reduced dispersion 
from 41 to 49%. On the other hand, less predictive model 
(swing interval) reduces dispersion by just 11%.

Table 6   Spearman’s rank order 
correlation coefficient and VIF 
for independent variables

Spearman’s correlations Gender (G) Age (A) Height (H) Weight (W) Walking 
speed 
(S)

Age (A) 0.098 1 - - -
Height (H)  − 0.672 0.06 1 - -
Weight (W)  − 0.595  − 0.01 0.55 1 -
Walking speed (S) 0.065  − 0.14 0.07  − 0.113 1
VIF analysis
VIF 2.09 1.06 2.13 1.79 1.08

Table 7   Multi-collinearity diagnostics

Multicollinearity 
diagnostics

Eigenvalue Condition index (CI) Variance decomposition proportions (VDPs)
Gender (G) Age (A) Height (H) Weight (W) Walking speed (S)

2.2024 1 0.0033 0.0007 0.0002 0.0006 0.0006
0.3354 6.5653 0.5524 0.0013 0.0015 0.0286 0.0009
0.1384 15.909 0.0189 0.3065 0.0007 0.021 0.4522
0.1189 18.5143 0.4165 0.4077 0.0003 0.5169 0.0944
0.0566 38.896* 0.0089 0.2839 0.9973* 0.4329 0.4519

Table 8   Multi-variate regression analysis for spatio-temporal parameters

Gait features (dependent variables) Multi-variate regression model (independent variables) Adjusted R2 RMSE RMSE-CV

Spatio-temporal parameters
Cadence  = 53.83  + 36.27 S  + 4.856 G 0.69 6.30 6.88
Stride length  = 0.616  + 0.6421 S  − 0.0571 G 0.77 0.070 0.078
Stride interval  = 1.5833  − 0.3518 S  − 0.0471 G 0.61 0.06 0.08
Swing interval  = 0.6283  − 0.0939 S  − 0.0333 G  − 0.001 W 0.39 0.02 0.03
Stance interval  = 1.045  − 0.2630 S  − 0.0282 G 0.71 0.038 0.04
Double limb support  = 0.2505  − 0.0921 S  − 0.0005 G  + 0.0004 W 0.70 0.014 0.017
Step length  = 0.308  + 0.3210 S  − 0.0286 G 0.76 0.036 0.039
Step time  = 0.791  − 0.1759 S  − 0.0236 G 0.66 0.03 0.04
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4.2 � Assessment of Parkinson’s severity using 
normalized gait features

The proposed hybrid ML model provides good classification 
and assessment accuracies. Two experiments were carried 
out using two CV schemes. For tenfold CV prior to clas-
sification, the normalized dataset is randomly divided into 
two subsets: training data comprises 50 non-PD and 65 PD 
individuals containing 13,520 gait cycles from 2-min leveled 
ground walk and the testing dataset includes remaining 5800 
gait cycles from another subject group not included as part 
of training (non-PD: 22, PD: 28). The tenfold CV is used for 
validation purposes in which the complete training dataset 
is randomly divided into ten equal parts. Further, each part 
(1352 gait cycles) is reserved for validation, and the remain-
ing nine parts (12,168 gait cycles) are used for training by 
the considered ML model. The process continues until each 
part has been used for the validation. Thus, model training 
performance is the average score obtained in each tenfold. 
This approach extensively improves the model performance 
on unseen test data by removing bias and variance.

In leave-one-out CV, the validation process is based on 
leaving the gait feature dataset of one subject out for vali-
dation (as an unseen dataset) and using the gait features 
from other subjects for training the model. This process is 
repeated for total number of subjects in the dataset (165 
subjects). The classification accuracy is the average of 
all the individually left-out subjects. The majority voting 
on prediction is done to make final prediction on subject 
because dataset contains on an average three walking trails 
for some subjects. The normalized features are fed to the 
hybrid model, and overall model evaluation is determined 
using metrics highlighted in Section 3.4.

The first stage of classification with tenfold CV compris-
ing of DT classifies PD with mean accuracy of 99.9 ± 0.025% 
using normalized feature set. Apart from acc., other met-
rics sp. and sen. performed equally well for DT classifier, 

resulting in high positive predictive values and lesser 
false discovery rate for both the groups. Then, PD sever-
ity (UPDRSm) is determined using ER with mean RMSE 
of 0.977 ± 0.06, MAE = 0.3476 ± 0.024, and R2 as 98.7%. 
The results showed high inference accuracy with minimum 
misclassification rate as 0.3476 points (out of 108). It is also 
computationally efficient with average hybrid model training 
time (14.57 s) in comparison to deep-learning techniques. 
The PD and its severity assessment are also evaluated based 
on LOOCV using the same hybrid model which resulted in 
accuracy of 99.39% for PD prediction, and RMSE = 0.989, 
MAE = 0.3921, and R2 as 97% for PD severity prediction. It 
can be remarked from the results that proposed hybrid ML 
model well recognized the gait patterns. Nevertheless, our 
strategy requires domain knowledge for parameter extrac-
tion and normalization. Thus, this inherent knowledge in 
features suited to disease detection is valuable for model to 
achieve high inference accuracies. The classification results 
are computed using other classifiers such as SVM, kNN, LR, 
NB for comparison and analysis. The various performance 
metrics are evaluated and shown in Fig. 4.

The performance results using various evaluation 
metrics clearly demonstrate that DT classifier is robust 
performing consistently in terms of sp., sen., prec., and 
F1-score using both CV methods. However, SVM and 
kNN also presented good accuracies, but training time  
of these classifiers is higher as compared to DT for ten- 
fold CV. The training time of NB is lower compared to  
DT, but the performance degrades for other evaluation 
metrics creating bias for detection accuracy of one class 
(non-PD). Thus, a trade-off between the two results in 
making DT as the possible choice for classification. All 
computations are executed on PC with Intel(R) Xeon(R) 
W-2155 CPU@ 3.30 GHz processor and 16 GB RAM. 
Thereafter, the classified PD individual is used as an 
input to second stage of hybrid model to determine PD 
severity comprising score from 0 (no disability) to 108 

Table 9   Coefficient of 
variation (%) indicating data 
dispersion pre (raw) and post 
normalization

Coefficient of variation (%) Un-normalized data (raw data) Normalized data Signifi-
cance (p 
value)

Mean 95% CL SE Mean 95% CL SE
Spatio-temporal parameters
Cadence 9.29 [8.48:15.48] 1.31 4.99 [4.42:6.56] 0.69  < 0.001
Stride length 17.35 [14.00:20.69] 1.69 5.76 [4.96:6.57] 0.61  < 0.001
Stride interval 10.47 [8.64:12.29] 0.92 5.40 [5.09:7.71] 0.66  < 0.001
Swing interval 11.02 [9.36:12.67] 0.83 9.78 [9.19:11.37] 0.39  < 0.001
Stance interval 13.90 [12.33:15.47] 0.79 6.76 [5.21:7.31] 0.58  < 0.001
Double limb support 29.80 [27.07:32.53] 1.42 13.7 [11.88:14.52] 0.36  < 0.001
Step length 17.03 [15.68:19.02] 0.84 6.77 [5.97:7.58] 0.59  < 0.001
Step time 24.24 [21.16:27.32] 1.55 12.28 [11.71:13.85] 0.79  < 0.001
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(total disability). The regressor results are also computed 
using various regression approaches for comparison such 
as SVM regressor, Gaussian process regressor (GP), and 
DT regressor. From Fig. 5, it is clear that ER performed 
better in terms of R2 as well as reported low RMSE and 
MAE for both CV methods. Moreover, the training time 
of DT regressor is 3.52 s which is reduced by 69% in  
comparison with ER. But the RMSE and MAE reported 

are higher as shown in Fig. 5. It can be demonstrated  
from the results that proposed model performed equally 
well in detection of PD and its severity using both CV 
approaches. But, as LOOCV is a special case of k-fold 
CV, where, k depends upon the total number of subjects 
in the dataset, it is computationally more expensive than 
tenfold but has led to creation of a generic model with 
more generalization ability as required for medical data. 

Fig. 4   Comparative analysis 
of various classifiers for PD 
prediction. (a) tenfold CV. (b) 
LOOCV
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Figure 6 well demonstrated the capability of the model to 
determine PD severity for motor disorders.

4.3 � Interpretability of proposed hybrid strategy 
for clinical applicability

It has been observed when interpreting the gait features 
that consideration of multiple features is advantageous 
rather than focusing on single feature as it would be less 
accurate. Some features of PD gait when viewed individu-
ally overlap with non-PD individuals, particularly true in 
case of the initial stage of Parkinson’s. However, abnor-
malities can be detected if considered feature is accessed 
with other features altogether. As an individual tries to 
increase the pace, the average stride length and cadence 
increase. For instance, a shorter stride length with high 
cadence may be an attempt to achieve certain speed in 
which a faster rate compensates small steps that can be 
a sign of abnormality. Thus, these two features must be 
interpreted in reference to one other. A high cadence 
value combined with low stride length also indicates 
the difficulties in lifting the feet off the ground, which 
an individual compensates by taking faster steps. These 

features can also be misleading to detect an abnormality 
if biased by individual age, gender, height, weight, and 
intended walking speed at that particular moment. There-
fore, it becomes impossible to detect gait pathology by 
merely computing these gait features. Thus, it is always 
better to access the gait features with respect to subject’s 
physical properties. The significant inferences can be 
made by de-correlating the subjects’ data from the effect 
of anthropometry, demography, and self-selected walking 
speed of the individual. The greatest strength of this study 
is data normalization of clinically relevant features which 
aids in developing important insight to detect exact value 
of PD severity rating, and such information is useful in 
medical diagnosis.

The highly significant features for PD detection are 
step length (lower values), force variations at heel strike 
(less force values), COP_y (more variability), swing 
stance ratio (lower values), and normalized (Nm) dou-
ble support phase (higher values) as reported through 
feature importance analysis (Fig. 7). The heterogeneity 
and dependence of extracted features are determined by 
creating PDP curves (Fig. 8) indicating the functional 
relationship between extracted features (x-axis) and PD 

Fig. 5   Comparative analysis of 
various regressors for PD sever-
ity prediction. (a) tenfold CV. 
(b) LOOCV

Fig. 6   PD severity assessment 
using UPDRSm
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severity prediction (UPDRSm) (y-axis). These curves 
revealed that changes in normalized feature values do not 
exhibit a linear relationship with changes in severity pre-
diction. The severity level UPDRSm (response) increases 
with stn-dur because it becomes harder for a PD patient 
to lift off the feet from ground; a significant variation is 
observed with an increase in severity thereafter. With high 
severity, reduction in sw-dur of PD individuals is seen, 
although a significant increase in str-dur is shown for high 
UPDRSm. The variability that is decrease in str-length 
and increase in stp-time with high severity is observed 

from the trend line in Fig. 8. Nevertheless, a decrease is 
seen for step length with increase in severity which dem-
onstrates more asymmetry with PD progression. The DS 
period is increased in case of high severity. Parkinson’s 
subject tends to avoid fall risk by reducing their sw-dur 
and increasing DS. But a small increase and then a decline 
are reported in number of steps for a given distance for 
high severity. A high cadence value combined with low 
str-length indicates difficulties in walking being compen-
sated by faster steps. But sometimes when an individual 
is not able to take the steps faster that is in case of high 
severity index, then a decrease in cadence is observed. Yet 
a significant drop off with high severity level is observed 
for SSR indicating difficulty in initiation of walk for PD 
individuals and high asymmetry that alters this ratio. 
When the temporal features are normalized with respect 
to gait cycle/stride time (nm-DS-dur, nm-sw-dur, nm-stn-
dur), the normalized values are very close to normal range 
that is, 0.6 over 1 for nm-stn-dur (0.6035 ± 0.066), and 0.4 
over 1 for nm-sw-dur (0.395 ± 0.037) with the variability 
being very low. Any significant deviation from the nomi-
nal value indicates abnormality, though, higher deviation 
indicates severity and progression rate of the disease. This 
also accounts for poor coordination and loss of rhythmic 
movements leading to movement disorders. A reduction 
has been reported for force variation at time of HS as well 
as TO and shift in pressure profile (COP_x, COP_y) due 
to flat foot in PD subjects. In some cases, the heel strike 

Fig. 7   Feature importance estimates of extracted features

Fig. 8   Partial dependency plots 
for extracted features
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was not observed, and feet get strucked on the ground for 
longer duration (as depicted through high nm-stn-dur and 
low nm-sw-dur).

5 � Discussion

The study is carried out to assess PD severity based on 
the proposed hybrid strategy using ML techniques and 
normalized feature set. The previously reported studies 
[15, 17] have shown considerable effects of individual’s 
demography, anthropometry, and walking speed on gait 
features. Using, dimensionless equations [31] cannot 
account for correcting multiple characteristics, thus, are 
proved to be less efficient. The multi-variate regression 
approach overcomes the said limitation by de-correlating 
these factors from gait features and improving the assess-
ment. The correlation between various physical properties 
and walking speed was accessed using Spearman’s rank 
order correlation which described most of data disper-
sion in spatio-temporal features and prevented the gait 
impairment related differences between PD and non-PD 
from being determined. Moreover, the force-related fea-
tures are mostly influenced by subjects’ body mass [18] 
and are normalized with body mass of individual in this 
study. Therefore, after normalization, it can be inferred 
from gait characteristics that PD individuals possess an 
increase in stride interval, which leads to an increase in 
the stance interval and reduction in swing interval. Such 
individuals also tend to increase their double limb support 
to avoid the risk of falls. A reduction in stride length, step 
length, and cadence is observed for PD group as com-
pared to non-PD counterparts. A significant decrease in 
force at time of heel strike and toe off determines the flat 
foot profile of PD subjects. Also, the weight distribution 
is significantly different in both the groups. All these fac-
tors show variability with disease progression rate. The 
highly significant features for PD detection reported in 

this work includes step length (lower values), force varia-
tions at heel strike (less force values), COP_y (more vari-
ability), swing stance ratio (lower values), and Nm double 
support phase (higher values) through feature importance 
estimates. This may have implications in evaluation of 
disease-modifying interventions and early assessment of 
PD. Table 10 highlights the performance validation of our 
proposed method to state-of-art approaches using same 
gait dataset.

The PD classification accuracy observed in the cur-
rent study is higher as compared to previous accuracies 
reported from the literature, though, many studies only 
considered detection of PD without quantifying level of 
impairment. In the present study, to avoid data under- and 
over-fitting and to get statistically unbiased results, two 
experiments were performed such as tenfold and LOOCV. 
The mean accuracy obtained are 99.39% and 99.9 ± 0.025% 
for LOOCV and tenfold respectively. Another study [20] 
demonstrated PD detection with an accuracy of 99%, 
Sen. = 97.8%, and Sp. = 99.5%, but following statistics 
(RMSE = 7.382, MAE = 4.462, and correlation coefficient 
as 0.895) are perceived for UPDRS severity rating without 
normalized feature set using locally weighted RF. The rea-
son for high RMSE can be attributed to inclusion of non-
motor symptoms as well that cannot be computed using 
instrumented analysis. Alternatively, one study reported 
classification with deep neural network using UPDRS 
and that too categorized in broad categories. This study 
reported [12] higher accuracy (98.5%) in terms of classi-
fying a PD individual, but accuracy of 85.3% is observed 
for severity analysis. Nevertheless, the approach takes a 
long training time which leads to computational burden. 
On the other hand, this study provides low RMSE rate of 
0.989 and 0.977, MAE = 0.3921 and 0.3476, and R2 as 
97% and 98.7% for LOOCV and tenfold respectively with 
high computational efficacy. It can be remarked from the 
results that proposed hybrid ML model well recognized 
the gait patterns. The partial dependence of extracted 

Table 10   Comparative analysis of reported results with previous studies

Study Features Classifiers Prediction accuracy

Zhang et al., 2013 [25] VGRF signals from heel and toe for both limbs SVM, LC-KSVD, D-KSVD 81.53–83.44%
Ertugrul et al., 2016 [26] Statistical features BN, NB, MLP, PART, LR, RF, FT, and rule 

learner
87.58–88.88%

Alam et al., 2017 [29] Time and frequency domain features SVM, kNN, DT, RF 85.1–95.7%
Khoury et al., 2019 [28] Time domain features kNN, CART, RF, SVM, K-means, GMM 80–91%
Maachi et al., 2019 [12] VGRF signals from foot sensors 1D-Convnets 85.3%, 98.7%
Khera et al., 2021 [13] Time domain features kNN, SVM, DT, RF 85–98.50%
Proposed method Temporal, spatial, force features DT, ER (LOOCV)

DT, ER (tenfold)
99.39%
99.9 ± 0.025%
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features is determined by creating PDP curves indicating 
the functional relationship between extracted features and 
PD severity prediction (UPDRSm). These curves revealed 
that changes in normalized feature values do not exhibit 
a linear relationship with changes in severity prediction.

Most of the subjects (74%) considered in this study are 
elderly (≥ 60 years), and regression model built in geriat-
ric population is not influenced by height and age. These 
models reported a low correlation of |rs|< 0.25 and have 
no significance with extracted gait features (p > 0.05). For 
the considered population, only walking speed and gender 
remained as dominant features, but swing interval and 
double limb support seem to be significantly correlated 
with weight of an individual as well. As walking speed 
remains highly correlated (|rs|≥ 0.80) with stride and step 
length, PD individuals generally have low walking speed 
(1.033 ± 0.205) as compared to HC (1.24 ± 0.159). Thus, 
larger differences in walking speed have influenced these 
parameters. It was believed that de-correlating with such 
factors allows us to study significant variations between 
healthy and pathological gait. The other gait features 
shown in Table 5 are moderately correlated with walk-
ing speed, and consideration of these factors helps us to 
build clinical manifestations between the two groups. It 
has also been observed when interpreting the gait fea-
tures, that consideration of multiple features is advanta-
geous to detect abnormalities rather than focusing on sin-
gle feature. When an individual attempts to increase the 
pace, the average stride length and cadence increase. For 
instance, a shorter stride length with high cadence may 
be an attempt to achieve certain speed in which faster rate 
compensates small steps, which can be a sign of abnor-
mality. Thus, these two features must be interpreted in 
reference to one other. Moreover, with every 10-year 
increase in age the severity of disease is increased leading 
to more gait difficulty and worsening postural instabil-
ity. The total UPDRS motor scale was higher in old-age 
PD than middle-age counterparts. The overall UPDRSm 
is higher in males by 15.2% than females. However, the 
mobility measures such as TUG are higher for pathologi-
cal gait by 22.9% than normal gait which accounts for 
poor mobility and balance problems and are indicative of 
higher fall risk in PD individuals.

The main contributions of this study are as follows: 
Firstly, the primary reason of improved severity predic-
tion is due to the data normalization and use of hybrid 
model that well recognizes the non-linearity between fea-
tures and associated outcomes. Secondly, proposed hybrid 
strategy with instrumented gait analysis aided in deter-
mining exact value of PD severity rating based on motor 
disorders rather than obtaining the categorical results 
that define the severity levels. The precise prognostic 

assessment together with clinically significant features 
can definitely assist clinicians in making decisions, plan-
ning interventions, and monitoring the progression of 
diseases.

Although, the proposed hybrid ML strategy with nor-
malized feature set is able to achieve high inferences 
for PD severity prediction in comparison with other 
reported studies, some of the limitations and future per-
spectives are worth mentioning. First, the multi-variate 
approach includes only a specific group of subjects 
(mostly elderly). But, most of the individuals develop 
PD at elderly age. So, for this specific group the realized 
approach is appropriate. Second, the non-linear effects 
are not captured by this approach so transformation in 
another domain like exponential, quadratic, and poly-
nomial can do better. Finally, the consideration of other 
factors like cognition, tremor signal, and muscle strength 
with advanced PD staging can play an important role in 
predicting gait differences.

6 � Conclusion

Human gait pattern variability acts as a significant bio-
marker to diagnose PD as well as to determine progres-
sion of disease. Clinicians require physiological and 
neurological examination of the subject to determine 
the disease characteristics. This criterion is highly 
subjective and depends on expertise of the clinicians. 
Therefore, the proposed work envisaged to develop a 
hybrid strategy for determining PD severity rating using 
ML techniques and instrumented analysis. The publicly 
available database of VGRF signal is utilized for assess-
ing the performance of the proposed hybrid strategy. 
Further, it can serve as an automated and assistive tool 
that can aid in PD diagnosis. The extracted clinically 
significant features are normalized using age, gender, 
weight, height, and self-selected walking speed of an 
individual. The multi-variate analysis approach is able 
to de-correlate the variation due to individuals’ charac-
teristics and self-selected walking speed. However, the 
approach is significant to account for pathology-related 
differences between PD and non-PD to be perceived. 
Moreover, the resulting normalized gait parameters 
augment the capability to compare individuals with dis-
tinct physical properties. The computationally efficient 
hybrid strategy used for disease classification is able 
to differentiate a PD individual with reported accuracy 
of 99.39% and 99.9%. Also, assessment of PD sever-
ity using UPDRSm had resulted in RMSE of 0.989 and 
0.977 with 97% and 98.7% as R2 using LOOCV and ten-
fold CV respectively. The primary reason for improved 
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severity prediction is attributed to consideration of 
interaction of multiple features for depicting outcomes 
rather than focusing on single feature and normalization 
of the dataset. The proposed hybrid model can benefit 
the clinicians with precise prognostic outcomes rather 
than binary diagnostic decision. However, rather than 
only determining the accuracy of the proposed model, 
feature importance and PDP curves are used to build 
significant insight for clinical needs. Thus, the study has 
important implications for investigation of VGRF data 
in PD detection and evaluation of its severity.
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