
1 3

Med Biol Eng Comput (2017) 55:733–745
DOI 10.1007/s11517-016-1553-2

ORIGINAL ARTICLE

Correlation‑based feature selection and classification 
via regression of segmented chromosomes using geometric 
features

Tanvi Arora1 · Renu Dhir1 

Received: 3 February 2016 / Accepted: 18 July 2016 / Published online: 29 July 2016 
© International Federation for Medical and Biological Engineering 2016

1 Introduction

A healthy human has 46 chromosomes [29] out of which 
22 chromosomes are paired and 23rd and 24th are sex-
determining chromosomes, which may be either XX or XY 
for male and female, respectively. The chromosomes are 
thin thread-like structures and carry the genetic information 
of an individual. They are made up of DNA (deoxyribonu-
cleic acid) molecules that are tightly bound around the spe-
cific type of proteins termed as histones [1, 3]. The DNA 
carries the instructions for protein synthesis. Any alteration 
either in number of chromosomes or the structure of chro-
mosomes results in a condition termed as genetic defect. In 
order to known the cause of the genetic defects, the chro-
mosomes are imaged and studied.

The chromosomes are generally imaged during meta-
phase of cell division, as during that phase they appear 
the longest. For the purpose of chromosome imaging, the 
cell division phase is inhibited by treating it with colchi-
cines or colcemid [9] as shown in Fig. 1. They are imaged 
during the metaphase of cell division, and the images thus 
generated are termed as metaspread images. The chromo-
somes are non-rigid objects, so they are present in differ-
ent orientations in the metaspread images [28]. They are 
extracted from the metaspread images, and then they are 
classified into 24 classes and arranged in decreasing order 
of size to form a karyogram for the purpose of analysis [4] 
as depicted in Fig. 2. The karyograms are analysed for the 
purpose of uncovering the genetic defects. 

To uncover the genetic defects, the features are extracted 
from the individual segmented chromosomes from the 
selected metaspread image [13]. But the segmented objects 
from the metaspread image contain objects in differ-
ent orientations. These objects may be bent, overlapping, 
touching, or may be noise [4] as shown in Fig. 3. In order 
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to extract the features and uncover the defects, these bent 
chromosomes need to be straightened, the touching and 
overlapping chromosomes need to be further segmented to 
create individual straightened chromosomes, and the noise 
needs to be removed.

In order to straighten the bent chromosomes, disentan-
gle the touching or overlapping chromosomes and remove 
the noise, these segmented objects need to be classified into 
five classes viz; straight chromosome, bent chromosome, 
touching chromosome, overlapping chromosome, and 
noise. Classifying the segmented objects into these five cat-
egories will help in correcting their orientation by assign-
ing them the appropriate pre-processing technique.

Over the years, several pre-processing techniques have 
been proposed for correcting the orientation of the segmented 
chromosomes. In the last few years, some studies have been 
carried out by researchers for the purpose of classification of 
the segmented objects from the metaspread images. Thereby 
improving the quality of the metaspread images, which are 
used for the generation of karyograms. The karyograms are 
further used to diagnose the genetic defects. In the following 
part, the previous works are being presented.

MetaSel: A metaphase selection tool using a Gaussian-
based classification technique [30] was proposed for the 
selection of the metaspread images. In this study, they 
have ranked the metaspread images. The images have been 
ranked considering the type of objects present. The objects 
have been classified into four categories viz; straight, 

Fig. 1  Metaphase chromosome 
imaging process

Fig. 2  Karyogram generated by a human expert
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Fig. 3  Sample images of each class
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skewed, overlapping or touching, and noise. The Gaussian-
based classifier was used considering the four parameters 
viz; area ratio, rectangle width ratio, max width ratio, and 
height ratio.

Band classification based on chromosome shapes [31] 
was proposed to classify the metaspread chromosome 
images into low band resolution and high band resolu-
tion. The low band resolution images are used for finding 
out numerical abnormalities, whereas high band resolu-
tion images are used to find out structural abnormalities. 
They classified the objects into two classes’, viz. individual 
chromosomes and non-individual chromosomes. The fea-
tures considered were area ratio, average width, maximum 
width, and height ratio.

Shape information and dark paths [22] were used to clas-
sify the objects of the G-banded chromosome images. The 
geometric features were used for distinguishing between 
single chromosomes and cluster of multiple chromosomes. 
Then dark paths were used to distinguish between the 
touching and overlapping chromosomes from the cluster of 
multiple chromosomes. They considered the cross points, 
end points, and cut points to distinguish between single 
chromosomes. The dark path based upon the calculation 
of the curvature has been used to distinguish between the 
touching and overlapping chromosomes, and artificial neu-
ral networks were used for the purpose of classification.

Maximum-likelihood decomposition of overlapping 
and touching MFISH chromosomes using geometry, size, 
and colour information [12], in which the segmented chro-
mosomes were classified as cross-shaped chromosomes, 
T-shaped chromosomes, and I-shaped chromosomes, was 
proposed. The parameters used were cross points, end 
points, and cut points. The unsupervised fuzzy logic classi-
fier was used for the purpose of classification.

Automatic identification of overlapping/touching chro-
mosomes in microscopic images using morphological 
operators [18], in which the segmented chromosomes have 
been classified as either single chromosomes or as a cluster 
of touching and overlapping chromosomes, was proposed. 
They have used size information to distinguish between 
single chromosome and the cluster of chromosomes. Fur-
ther, they have counted the number of chromosomes pre-
sent in the cluster considering the count of the end points.

From the literature review, it has been found that there 
are very few studies on classifying the segmented objects 
of the metaspread images into various classes based on 
geometric features. The dark paths were used to classify the 
touching and overlapping chromosomes using neural net-
works [22] with the accuracy of 86 %. The objects of the 
metaspread images were classified into three classes using 
geometrical and colour-based information with an accuracy 
of 89.43 % using unsupervised fuzzy logic [12]. The best 
performer so far has been the MetaSel [30] that classified 

the objects of the metaspread image into four classes with 
the accuracy of 93.19 % using the Gaussian model.

The proposed work classifies the objects of the 
metaspread image into five different classes, using geomet-
ric features. Further, we will be using feature selection to 
improve the accuracy of the classifier. The feature selection 
will be carried out using correlation-based feature selec-
tion (CFS) scheme, and the classification of the objects into 
five classes will be done using classification via regression 
(CVR) classifier (CVR).The overall classification accuracy 
of the approach is 94.78 %. So it seems to be better than the 
previously reported methods.

The remaining paper is organized as follows: Sect. 2 has 
methods, Sect. 3 has results, Sect. 4 has discussion, and 
Sect. 5 concludes the paper.

2  Methods

2.1  Image data set used

In order to carry out the proposed work, the ADIR database 
has been used (www.adires.com/05/Project/MFISH_DB/
MFISH_DB.shtml). The database contains 200 MFISH 
images of human metaphase chromosomes of 517 × 645 
pixels. It has images recorded at different wavelengths and 
for each image a DAPI (4′,6-diamidino-2-phenylindole) 
image is also created. We have taken the DAPI images for 
the purpose of evaluation. There is a corresponding ground 
truth for each of the image depicting the number of chro-
mosomes present in the image. It has 124 metaspreads 
of males, 43 metaspreads of the females, 16 metaspreads 
have some genetic defects because of which they have only 
single × chromosome, and for 17 metaspread images the 
ground truth information is not available. The 36 images 
have been randomly selected out of these 200 hundred 
images, and the individual objects have been extracted 
from them using region-based active contours. A total of 
1592 objects were segmented out from these 36 metaspread 
images. The segmented objects have been classified into 
five categories based upon the geometric features as 
straight chromosomes, bent chromosomes, touching chro-
mosomes, overlapping chromosomes, or noise. The ground 
truth for the above 1592 objects was assigned by an experi-
enced cytogeneticist.

2.2  Performance evaluation metrics

In order to evaluate the performance of the proposed clas-
sification approach, precision, recall, F-measure, and accu-
racy have been used [27].

Following parameters have been used to measure the 
performance:

http://www.adires.com/05/Project/MFISH_DB/MFISH_DB.shtml
http://www.adires.com/05/Project/MFISH_DB/MFISH_DB.shtml
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True positive (TP): relevant object retrieved.
False positive (FP): irrelevant object retrieved.
True negative (TN): irrelevant object and not retrieved.
False negative (FN): relevant object but not retrieved.
Precision: It is the fraction of the retrieved objects that 
are relevant.
 

Recall: It is the fraction of relevant objects that are suc-
cessfully retrieved. It measures how complete the results 
are.
 

F-Measure: It is the performance measure for the posi-
tive class. It is the harmonic mean of precision and 
recall.
 

Accuracy: It is the overall performance measure of the 
classifier. Better the accuracy better the performance of 
the classifier.
 

Confusion matrix: The confusion matrix depicts the pre-
dicted and actual values obtained by the classifier.

(1)Precission =
TP

TP+ FN

(2)Recall =
TP

TP+ FP

(3)F - measure =
2× Precission× Recall

Precission× Recall

(4)Accuracy =
TP+ TN

TP+ TN+ FP+ FN

The above performance evaluation metrics are used to 
compare the proposed method with other state of the art 
classifiers such as Bayes Net, Naïve Bayes, RBF Network, 
kNN by considering all the features and the selected set 
of reduced features. Finally, the results of the proposed 
approach are compared with the techniques as proposed 
by Castleman [12], Moallem et al. [22], and MetaSel by 
Uttamatanin [30].

2.3  Proposed method

Aims of the proposed method are to categorize the seg-
mented chromosomes from the metaspread image into five 
categories considering the geometric features, to evaluate 
the contribution of various geometric features in classify-
ing the segmented objects into five distinct classes, to select 
the features by feature selection technique and enhance the 
accuracy of the classifier, and to compare and contrast the 
performance of various classifiers for classification of the 
metaspread objects into five different classes.

In order to implement the proposed technique, the algo-
rithm and flowchart of the proposed method are illustrated 
in Figs. 4 and 5. The various steps of the proposed method 
are described as follows:

1. Segmentation of the objects from metaspread images

The objects for the purpose of classification have been 
extracted from the MFISH images of the ADIR data set. 

Fig. 4  Proposed algorithm
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The segmentation has been carried out using region-based 
active contours [5]. The active contours based approach 
has been used as the conventional approaches cannot seg-
ment the metaspread images efficiently [6]. The segmenta-
tion technique uses the local intensity values of the nearby 
regions of the objects and finds the approximate inten-
sity values along both sides of the contour. The technique 
works with the grey-scale images. This model retrieves 
the intensity of pixels in the nearby regions. It is capable 
of segmenting the images even in the presence of intensity 
inhomogeneity and can perform quite well for images of 
weak boundaries [7]. The method has been implemented 
using MATLAB 2014.

2. Geometric feature extraction

The automatic region-based active contour segmenta-
tion results in the generation of different orientations of 
the chromosomes as they are non-rigid objects and noise. 
In order to generate the karyogram from these segmented 
objects, the noisy objects needs to be discarded and the 
disoriented chromosomes need to be pre-processed so 
that they can be analysed for the purpose of uncover-
ing the genetic defects. In order to pre-process the seg-
mented chromosomes they need to be categorized into 
different classes based upon there orientation. In order 
to classify them, geometric features are extracted, based 
upon which the segmented objects are classified into five 
different classes, viz. straight chromosomes, bent chro-
mosomes, touching chromosomes, overlapping chromo-
somes, and noise. Based upon the different approaches as 
studied in the literature [19, 20, 23, 25, 32] a set of 17 
geometric features as listed in Table 1 were determined 
and extracted. The feature extraction has been carried out 
using the MATLAB 2014 software. The features extracted 
are further normalized so that they have a unit variance 
and zero mean value, this process has been carried out 
using the Waikato environment for knowledge analysis 
(WEKA tool).

3. Selection of features

A total of 17 geometric features have been extracted to 
be used for this study. Some features are independent, and 
few of them are derived features. Out of these 17 features, 
some might not contribute towards the classification results. 
Therefore, a feature selection approach has been used to 
search the combination of those features that have the abil-
ity to classify the objects into five classes. The selected fea-
tures will have high discriminating value and will be quite 
meaningful for the classification purpose. The redundant 
and irrelevant features have been removed. In this work, the 
feature selection has been done using CFS [17]. It is a sim-
ple filter-based algorithm. It uses a heuristic function based 
upon correlation in finding the relevance of the features. It 
quickly finds out the redundant, relevant, irrelevant, and 
noisy features. On an average, it may eliminate more than 
half of the features. In most of the experiments, the classi-
fication performance has either been same or has improved 
by using the reduced feature set as obtained by CFS. There 
is no requirement of specifying any minimum thresholds or 
the minimum number of features to be selected; it is a fully 
automatic algorithm. The importance of the selected fea-
tures is judged based upon the prediction power of the fea-
tures and the redundancy associated with them. Those fea-
tures are chosen that have least inter correlation and more 
correlation for the class. Following equation illustrates the 
function that evaluates the subset of features:

where Merits represents the heuristic-based merit of the 
subset of N features that have been selected in subset 
named as s, pij is the mean value of the feature class corre-
lation, and pij is the average value of the feature to feature 
inter correlation.

WEKA tool has been used for the purpose of feature 
selection. The CFS attribute evaluator was used with best 

(5)Merits =
Npij

√

N + N(N − 1)pij

Fig. 5  Proposed approach for 
the classification system
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first searching method that used forward selection heu-
ristic approach and had the stopping criteria after five 
iterations if no change in subsets takes place. The merit 
of each subset of features was evaluated using heu-
ristic function using Eq. 5 as given above. Here in this 

study, the subset that has the highest merit of 0.546 was 
selected. The features of the selected subset are: (1) Con-
vex Area (2) Minor Axis Length (3) Solidity (4) Number 
of Branch_pts (5) Number of End_pts (6) Deviation (7) 
Orientation.

Table 1  Geometric features

Type of features Feature Description

Spread Length It is the distance between the two extreme end points. Let (x1, y1) and (xn, yn) 
be the two extreme end points and the length can be calculated as follows: 

Length =

√

(xn − x1)
2
+ (yn − y1)

2

Area It is the number of the pixels in the object that have intensity value equal to one

Area =
∑

pi where pi are the pixels of the object having intensity value = 1

Convex area It is the area of the convex hull, where convex hull is the minimum region that is con-
vex and it covers the given region. It is the sum of the pixels in the convex image. 
ConvexArea =

∑

pi where pi are the pixels of the convex hull

Perimeter It is the sum of the distance between the adjoining pixels around the boundary of the 

region. 
Perimeter =

∑

Distance between adjoining pixels

Distance =

√

(x2 − x1)
2
+ (y2 − y1)

2

Equi-diameter It specifies the diameter of the circle with the same area as the region. It is computed as 
Equi diameter =

√
(4× Area)/π

Major axis length It is the length of the major axis of the ellipse that has the same normalized second central 
moments as the region

Minor axis length It is the length of the minor axis of the ellipse that has the same normalized second central 
moments as the region

Ratio of minor axis to major axis It is the ratio of minor axis to major axis. 
Ratio ofminor axis tomajor axis =

Length of minor axis
Length of major axis

Solidity It specifies the pixels in the convex hull that are also in the region it is computed as area/
convex area Solidity = Area

Convex area

Eccentricity It specifies the eccentricity of the ellipse that has the same second moments as the region. 
It is the ratio of the distance between the foci of the ellipse and its major axis length. 

Eccentricity =
Distance between foci of ellipse

Length ofmajor Axis

Extent Ratio of number of pixels in the region to the number of pixels in the bounding box. 
Extent = Area

Area of bounding box

Shape Deviation The pixel values of the medial axis are taken. Then the angle 
between the adjacent three pixels is calculated as follows: 

a(i) = ar cos
(

(Ci−Ci−k)·(Ci+k−Ci)
�Ci−Ci−k�·�Ci+k−Ci�

)

sgn
[

det (Ci − Ci−k . . .Ci+k − Ci)
]

 if a(i)> 25 then 

the deviation parameter value is set to true else false

Euler Number It is the number of objects in the region minus the number of holes in those objects

Euler number = count of objects in the region − count of holes in those objects

Number of End Points To calculate the number of end points of an image, the image is first skeletonized. Then the 
number of end points is calculated as follows: Number of end points =

∑

pi where pi are 
the pixels obtained by setting the intermediate pixels to 0

Circularity The amount of roundness calculated as follows:Circularity =
4×Area×π

Perimeter2

Orientation It is the angle between the x-axis and the major axis of the ellipse that has the same second 
moments as the region

Number of branch points To calculate the number of branch points of an image, the image is first skeletonized. Then 
the number of branch points is calculated as follows: Noof branch points =

∑

pi where pi 
are the pixels that are having four connectivity
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4. Classification

Based upon the selected features, the segmented objects 
have been classified into five classes’ viz; straight chromo-
somes, bent chromosomes, touching chromosomes, over-
lapping chromosomes, and noise using CVR classifier. The 
CVR classifier is based upon the model trees [14, 16]; they 
are a kind of decision trees which have linear regression at 
the leaf nodes. The model trees are generated by first con-
structing a simple decision tree, the second stage prunes the 
tree by replacing the sub-trees by using linear regression.

The CVR has been implemented using the random for-
est algorithm. In this algorithm, a large number of decision 
tress are built during training time, in order to classify an 
object it is given to each of the trees in the forest. Each tree 
gives its classification which is treated as a vote for that 
class; the object is assigned to the class that has the maxi-
mum number of votes. This algorithm is a powerful tool for 
predicting, it is based upon the law of large numbers so it 
does not over fit. The accuracy of the algorithm as a classi-
fier depends upon the random inputs and features [11].

The classification performance of the proposed classifier 
has been compared with Bayes net, Naïve byes, RBF, and 
kNN classifiers. The Bayes net classifier is a probability-
based graphical model, it represents a collection of vari-
ables that are random and their conditional dependencies 
using a directed acyclic graph [15]. The Naïve Bayes clas-
sifier is as probability-based classifier; it is based upon the 
Bayes theorem. It is quite efficient in predicting the classes 
of unknown data sets. It assumes that a particular feature of 
a class is not related to other features [26]. The radial basis 
function classifier is a type of neural network, it consists of 
three layers, namely input layer, hidden layer, and output 
layer. The input layer passes the coordinates of the input 
vector to each of the nodes of the hidden layer. Each node 
of the hidden layer produces output based upon the radial 
basis function. Then each node of the output layer produces 
an output based upon the inputs received from each of the 
hidden layers [10, 24]. The k-nearest neighbours (kNN) 
classifiers are nonparametric methods that are based upon 
instance-based learning. In this classification scheme, the 
class membership is assigned based upon the voting of its 
k-neighbours [2].

The performance of all the classifiers is estimated by 
performing k-fold cross-validation. In k-fold cross-valida-
tion, all the training samples are placed randomly, and they 
are divided into k groups. In order to estimate the perfor-
mance of the classifier, k iterations are performed. For all 
iterations, the classifier is trained with k − 1 groups and the 
kth group is used for the testing purpose. The results of test-
ing are used to find the count of the data objects for which 
the classifier gave wrong results. Based upon the count of 
wrongly classified data objects from each iteration, the 

error rate of the classifier is calculated. In order to calculate 
the accurate estimate of the classifiers accuracy, the above 
k-fold cross-validation is performed several times with dif-
ferent random groups of data objects [8].

3  Results

The work presented in this paper has been tested on 1592 
images extracted from 36 randomly selected MFISH 
images from ADIR data set. To get the best performance 
of the classifier, the various parameters are tested and tried. 
The best ones have been taken to carry out the experimen-
tal work. The performance evaluation has been carried out 
using k-fold cross-validation, the results presented in this 
work are calculated using threefold cross-validation. The 
training of the classifier was carried out using different per-
centages of training and testing data sets, for the purpose 
of result presentation the training of the classifier has been 
carried using two-third of the data set, and the testing has 
been carried on the remaining one-third. Five rounds have 
been taken to record the readings taking different random 
data samples so that no biasing takes place. The results of 
the different rounds are averaged to determine the overall 
accuracy.

In the following sections, the performance of the pro-
posed method is compared with various state of the art 
classifiers considering the shape-based features, spread-
based features, and selected features. Further, the proposed 
approach has been compared with the works that have been 
carried out in this field over the period of time.

3.1  Classification performance of different geometric 
features using CVR classifier

The geometric features have been classified into two cate-
gories viz; spread-based features and shape-based features. 
With shape-based features alone, accuracy of 87.1 % was 
obtained. Then CVR classifier was tested using the spread-
based features alone, and overall accuracy of 91.7 % was 
achieved. But spread-based features and shape-based fea-
tures individually could not give very good precision for 
all the categories. Then, both the features were clubbed 
together and an overall accuracy of 93.21 % was obtained. 
Table 2 illustrates the results obtained.

3.2  Classification performance with selected features 
with CVR classifier

The results of classification on selected features of shape 
showed an accuracy of 78.4 %, whereas the selected fea-
tures of spread showed an overall accuracy of 90.6 %. The 
CVR classifier showed the best performance of 94.78 % 
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with the selected features of both types. The results are evi-
dent that the selected features have good correlation. The 
summarized results are shown in Table 3.

3.3  Classification performance with other classifiers 
considering all features

The comparison of the results for all the features is shown 
in Table 4. The CVR classifier outperforms all other classi-
fiers with an accuracy of 93.21 %, whereas other classifiers 
have comparatively lesser accuracy. If all the features are 
considered, the computational cost is too high.

3.4  Classification performance with other classifiers 
considering selected features

The performance comparison of the selected features is 
also performed with other classifiers as depicted in Table 5. 
The CFS–CVR classifier gave an overall accuracy of 
94.78 % as compared to other classifiers.

3.5  Comparison with previous works on chromosome 
classification

Table 6 gives the comparative analysis of the proposed 
method with other works that used different features for 
the classification of the chromosomes. As evident from 
the table, the proposed work has the overall best perfor-
mance. The performance improvement over the previously 
reported techniques can be attributed to the consideration 
of both shape- and spread-based geometric features.

As evident from the above comparisons, the proposed 
model outperforms all other techniques proposed so far. 
It is capable of classifying the segmented objects of the 
metaspread images into five categories with an accuracy of 
9.78 % by just using seven features.

4  Discussion

In order to create a karyogram from the metaspread 
images, the segmented objects need to be pre-processed, as 
the segmented objects may be either single chromosomes, 
bent chromosomes, or cluster of touching, or overlap-
ping chromosomes, or may be noise. Each type of objects 
requires different type of pre-processing in order to retrieve 
the relevant features and organize the chromosomes in the 
karyogram or to discard the noise. So a method needs to 
be developed to classify the segmented objects into the five 
categories. In this work, shape- and spread-based features 
have been considered so as to classify the objects into dif-
ferent categories. As it can be seen from the above results 
that neither the shape-based features alone nor the spread-
based features alone can classify the objects into five cat-
egories efficiently.

The classification performance of the proposed CVR 
classifier using the shape features is 87.1 %, and for the 
spread-based features it is 91.7 %. But when the shape- and 
spread-based features are combined, the classification accu-
racy increases to 93.21 %. The major factor for the increase 
in the classification accuracy is the correlation between 
the features. When features based upon the correlation 

Table 2  Classification performance of all geometric features using CVR classifier

Model Confusion matrix True positive False positive Precision Recall F-measure Accuracy (%)

n tc sc oc bc

Shape n 47 0 17 7 7 0.6,025,641 0.0033025 0.9038462 0.6025641 0.7230769 87.1

tc 0 70 0 0 0 1 0.0118265 0.7954545 1 0.8860759

sc 4 1 849 1 69 0.9188312 0.1392216 0.9012739 0.9188312 0.9099678

oc 1 11 0 61 3 0.8026316 0.0065963 0.8591549 0.8026316 0.829932

bc 0 6 76 2 360 0.8108108 0.0688153 0.8200456 0.8108108 0.815402

Spread n 58 0 11 4 5 0.7435897 0.003963 0.90625 0.7435897 0.8169014 91.7

tc 0 70 0 0 0 1 0.0026281 0.9459459 1 0.9722222

sc 5 0 893 1 25 0.9664502 0.0703593 0.95 0.9664502 0.9581545

oc 1 2 0 51 22 0.6710526 0.0145119 0.6986301 0.6710526 0.6845638

bc 0 2 36 17 389 0.8761261 0.0452962 0.8820862 0.8761261 0.879096

Spread + shape features n 59 0 9 6 4 0.75641026 0.004623514 0.89393939 0.75641026 0.81944444 93.21

tc 0 70 0 0 0 1 0.006570302 0.875 1 0.93333333

sc 4 1 894 0 25 0.96753247 0.068862275 0.95106383 0.96753247 0.95922747

oc 2 5 0 63 6 0.82894737 0.006596306 0.8630137 0.82894737 0.84563758

bc 1 4 37 4 398 0.8963964 0.030487805 0.91916859 0.8963964 0.90763968
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parameter were selected using CFS, the classification accu-
racy further increased to 94.78 %. Based on a combination 
of seven shape- and spread-based features, the proposed 
method is capable of classifying the chromosomes into five 
different categories.

Taking the combination of selected seven shape- and 
spread-based features, the performance of the proposed 
method is compared with other state of the art classifiers. 
The classification performance was compared with four 
different classifiers, namely Bayes Net, Naïve Bayes, RBF 
Network, and kNN by considering all the features and the 
selected set of reduced features. In both the cases, the pro-
posed classifier outperformed all other classification meth-
ods. But certainly by selecting the features using the CFS 
approach, the classification accuracy of Bayes Net, Naïve 
Bayes, RBF Network, and kNN substantially increased. 
The CFS approach helps in selecting the most relevant fea-
tures; thereby, the accuracy of classification increases.

The classification accuracy of the proposed method is 
compared with the previous reported works done by oth-
ers; most of the approaches have classified the segmented 

objects as either chromosomes or noise. The objects clas-
sified as noise were discarded, and the objects classified as 
chromosomes were pre-processed before karyogram gen-
eration using different approaches as per the discretion of 
the cytogeneticist. Thus, these approaches rely upon the 
cytogeneticist for pre-processing the chromosomes before 
feature extraction and subsequent karyogram generation. 
Few works have been reported in which the effort has been 
made to classify the segmented objects into three or four 
classes. Castleman [12] classified the segmented objects 
into three classes viz; single chromosomes, touching chro-
mosomes, and overlapping chromosomes using unsuper-
vised fuzzy logic with 89.43 % accuracy. They used geo-
metrical features, colour-based features, and size-based 
features for the purpose of MFISH chromosomes. Moallem 
and his team [22] used neural networks to classify the seg-
mented chromosomes into either single chromosome or a 
cluster of touching or overlapping chromosomes, with an 
accuracy of 86 % using shape and dark band paths. Their 
method worked just on G-banded images. Uttamatanin 
and his team [30] used Gaussian model to classify the 

Table 4  Classification performance of all features using different classifiers

Classifier Confusion matrix True positive False positive Precision Recall F-measure Accuracy (%)

N tc sc oc bc

Naïve byes n 47 0 17 12 2 0.6025641 0.007926024 0.79661017 0.6025641 0.68613139 76.8

tc 0 52 5 10 3 0.74285714 0.017082786 0.66666667 0.74285714 0.7027027

sc 8 1 790 1 124 0.85497835 0.230538922 0.83686441 0.85497835 0.84582441

oc 2 14 0 58 2 0.76315789 0.029683377 0.5631068 0.76315789 0.64804469

bc 2 11 132 22 277 0.62387387 0.114111498 0.67892157 0.62387387 0.65023474

Bayes net n 53 1 7 15 2 0.67948718 0.00660502 0.84126984 0.67948718 0.75177305 78.9

tc 0 68 0 0 2 0.97142857 0.014454665 0.75555556 0.97142857 0.85

sc 10 1 758 1 154 0.82034632 0.151197605 0.88242142 0.82034632 0.85025238

oc 0 10 0 61 5 0.80263158 0.025725594 0.61 0.80263158 0.69318182

bc 0 10 94 23 317 0.71396396 0.141986063 0.66041667 0.71396396 0.68614719

Rbf n 58 1 12 5 2 0.74358974 0.052166225 0.464 0.74358974 0.57142857 78.5

tc 0 69 0 1 0 0.98571429 0.009590235 0.8625 0.98571429 0.92

sc 14 11 819 0 80 0.88636364 0.322033898 0.86029412 0.88636364 0.87313433

oc 3 8 1 61 3 0.80263158 0.01642178 0.7625 0.80263158 0.78205128

bc 4 13 166 18 243 0.5472973 0.287533512 0.00923788 0.05128205 0.01565558

Knn n 39 3 27 6 3 0.5 0.005284016 0.82978723 0.5 0.624 86.1

tc 0 70 0 0 0 1 0.026938239 0.63063063 1 0.77348066

sc 6 1 883 0 34 0.95562771 0.158682635 0.89282103 0.95562771 0.92315734

oc 0 12 1 47 16 0.61842105 0.008575198 0.78333333 0.61842105 0.69117647

bc 2 25 78 7 332 0.74774775 0.046167247 0.86233766 0.74774775 0.80096502

CVR n 59 0 9 6 4 0.75641026 0.004623514 0.89393939 0.75641026 0.81944444 93.21

tc 0 70 0 0 0 1 0.006570302 0.875 1 0.93333333

sc 4 1 894 0 25 0.96753247 0.068862275 0.95106383 0.96753247 0.95922747

oc 2 5 0 63 6 0.82894737 0.006596306 0.8630137 0.82894737 0.84563758

bc 1 4 37 4 398 0.8963964 0.030487805 0.91916859 0.8963964 0.90763968
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segmented objects into four classes viz; straight chromo-
somes, bent chromosomes, clusters of chromosomes, and 
noise using four parameters, with an accuracy of 93.19 %. 
Their method worked upon just G-banded images. So com-
paring the proposed work with the work done by others, the 
proposed work outperforms the previous proposed methods 
both in performance of classification results and the distinct 
number of classes generated.

The main contribution of the proposed work will be 
that it will greatly reduce the dependence upon the cytoge-
neticist. Based upon this classification approach, different 

pre-processing techniques can be automatically applied to 
correct the orientation of the chromosomes as per the clas-
sification results. The proposed method will also speedup 
the karyogram generation process, which is heavily 
dependent upon the experienced cytogeneticist for the pur-
pose of feature extraction and classification. Moreover, the 
biasing in the results will also be removed, which might be 
there because of human behaviour.

The major limitation of the proposed classifier is that 
although it classifies all the segmented objects with very 
good precision, precision of noisy objects is not 1. It is 

Table 5  Classification performance with selected geometric features with other classifiers

Classifier Confusion matrix True positive False positive Precision Recall F-measure Accuracy (%)

n tc Sc oc bc

Naïve byes n 19 0 17 15 27 0.24358974 0.002642 0.826087 0.2435897 0.3762376 80.5

tc 0 62 5 3 0 0.88571429 0.0197109 0.673913 0.8857143 0.7654321

sc 2 1 848 0 73 0.91774892 0.2110778 0.8574317 0.9177489 0.8865656

oc 1 15 0 58 2 0.76315789 0.0211082 0.6444444 0.7631579 0.6987952

bc 1 14 119 14 296 0.66666667 0.0888502 0.7437186 0.6666667 0.7030879

Bayes net n 51 1 12 12 2 0.65384615 0.003963 0.8947368 0.6538462 0.7555556 85.1

tc 0 66 0 0 4 0.94285714 0.0177398 0.7096774 0.9428571 0.809816

sc 6 2 834 0 82 0.9025974 0.1347305 0.9025974 0.9025974 0.9025974

oc 0 12 0 62 2 0.81578947 0.0151715 0.7294118 0.8157895 0.7701863

bc 0 12 78 11 343 0.77252252 0.0783972 0.7921478 0.7725225 0.7822121

RBF n 45 0 21 7 5 0.5769231 0.007926 0.789474 0.576923 0.666667 86.0

tc 0 64 5 1 0 0.9142857 0.016426 0.719101 0.914286 0.805031

sc 6 5 837 0 76 0.9058442 0.133234 0.903888 0.905844 0.904865

oc 4 6 0 63 3 0.8289474 0.007916 0.84 0.828947 0.834437

bc 2 14 63 4 361 0.8130631 0.073171 0.811236 0.813063 0.812148

Knn n 47 1 21 6 3 0.6025641 0.003963 0.8867925 0.6025641 0.7175573 89.3

tc 0 70 0 0 0 1 0.021025 0.6862745 1 0.8139535

sc 5 5 875 0 39 0.9469697 0.1137725 0.9200841 0.9469697 0.9333333

oc 0 10 0 60 6 0.78947368 0.0046174 0.8955224 0.7894737 0.8391608

bc 1 16 55 1 371 0.83558559 0.0418118 0.8854415 0.8355856 0.8597914

CFS–CVR n 71 0 2 3 2 0.91025641 0.003963 0.9220779 0.9102564 0.916129 94.78

tc 0 70 0 0 0 1 0.0052562 0.8974359 1 0.9459459

sc 5 1 896 0 22 0.96969697 0.0568862 0.9593148 0.969697 0.9644779

oc 0 3 0 70 3 0.92105263 0.0026385 0.9459459 0.9210526 0.9333333

bc 1 4 36 1 402 0.90540541 0.0235192 0.9370629 0.9054054 0.9209622

Table 6  Comparison with 
previous works on chromosome 
classification

References Classifier used Number of classes Accuracy (%)

Castleman Choi et al. [12] Unsupervised fuzzy logic 3 89.43

Moallem, Payman et al. [22] Neural networks 3 86

Uttamatanin, Ravi et al. [30] Gaussian model 4 93.19

Uttamatanin, Ravi et al. [31] Gaussian model 2 84.16

Jahani [18] – 2 –

Proposed method CFS–CVR 5 94.78
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expected that the precision of these objects should be 1 as 
false removal or inclusion of noisy objects makes the kary-
ogram generation task difficult.

5  Conclusions

In this work, shape- and spread-based geometric features 
have been analysed for the classification of the extracted 
objects from the metaspread images into five different catego-
ries. Precision, Recall, F-Measure, and Accuracy have been 
used to study the performance of the proposed classification 
scheme after feature selection using CFS. The combination of 
spread- and shape-based features gave an overall accuracy of 
94.78 % using the CFS–CVR classifier. The performance of 
the classification is compared with five other classifiers, and 
the proposed classifier outperformed all other classifiers.

The proposed study is different from the previous stud-
ies in the following ways: (1) all the existing studies have 
classified the segmented objects from the metaspread 
images into at most four classes, but in the proposed study 
the objects have been classified into five classes. (2) Shape- 
and spread-based geometric features have been used for 
the purpose of classification. (3) Precision of more than 
89.74 % has been achieved for all the classes. (4) Only 
seven features have been used for the classification of the 
five class problem.

Although the proposed work has been obtained with 
very good precision for all classes, work needs to be done 
in future to find out the feature set that gives a precision of 
1 for the noisy objects, as the false removal or addition of 
noisy objects limits the task of karyogram generation.
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