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1 Introduction

Daily management of type 1 diabetes at its core can be 
viewed as a feedback loop where patients adjust the insu-
lin regime based primarily on their real-time blood glucose 
measurements and secondarily on their overall lifestyle 
context (e.g., meals, physical activities, stress) [3]. Patients 
on multiple insulin injection therapy could maintain com-
plete glycemic control, if it were not for the increased 
risk of hypoglycemia [7]. The technological progress in 
continuous glucose monitoring (CGM) and in continu-
ous subcutaneous insulin infusion (CSII) has contributed 
to a more practical and safe therapy scheme [4, 29, 30]. 
In particular, sensor-augmented insulin pump (SAP) ther-
apy has been shown to reduce glycemic variability. Until 
researchers close the loop in insulin delivery, the patient, 
as the main actor in this process, should continually reason 
the effect of insulin intake and lifestyle on his/her glucose 
metabolism.

Prediction algorithms of subcutaneous (s.c.) glucose 
concentration have the potential to further advance insu-
lin-treated diabetes management either in open or in semi-
closed loop conditions [6, 11, 22, 45]. Initial approaches 
to this problem, which were based on autoregressive (AR) 
or autoregressive moving average models (ARMA) of 
the CGM time series either with constant [16, 33] or with 
recursively identified [12, 37] parameters, had sufficiently 
accurate short-term (15 and 30 min) predictive capacity. 
The combination of a recurrent neural network (RNN) with 
compartmental models of plasma insulin concentration and 
carbohydrates absorption was proposed in [27, 44]. Zecchin 
et al. [47] demonstrated that feed-forward and jump neural 
networks [46] exploiting not only the past CGM data but 
also meal information allow for improved accuracy when 
compared to [28, 37] over 30-min horizon. In addition, the 
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inclusion of real physical activity data in glucose predictive 
models has recently emerged, which is very important con-
sidering the prominent effect of exercise on glucose concen-
tration. In our previous work [18], we proposed an individu-
alized predictive model relying on support vector regression 
(SVR) of multiple input variables concerning the recent s.c. 
glucose concentration profile, the effect of food and insu-
lin intake, the energy expenditure in physical activities and 
the time of the day. We demonstrated that these additional 
inputs not only result in better short-term predictions but 
also make feasible the predictions for longer horizons (60 
and 120 min). Similarly, a patient-specific recursive ARMA 
model with exogenous inputs (ARMAX) from a multi-sen-
sor body monitor outperformed a univariate model as applied 
to type 2 diabetics [13] and allowed the accurate prediction 
of hypoglycemic events in type 1 diabetics [41, 42].

The existent inter- and intra-patient variability in type 
1 diabetes implies the individualization of the predictive 
models and their continuous adaptation to both biological 
and environmental changes as well [1, 8]. For instance, the 
fusion of real-time adaptive models (RNN and AR) resulted 
in 100 % prediction accuracy of hypoglycemic events for 
patients under SAP therapy during everyday living condi-
tions [8]. This need can also be partially met by perform-
ing a periodic patient-specific training process. A comple-
mentary procedure to adaptive learning can be considered 
the individualized evaluation of the short-term predictors 
of glucose concentration and the subsequent refinement 
of the model’s input [43]. In [18], we predefined a high-
dimensional feature set in an attempt to represent spatial 
and temporal input–output dependencies. As expected, 
we found out considerable inter-patient deviations in the 
hyper-parameters of the SVR regarding the same input, 
which means that it can be further customized.

In this study, we propose feature ranking as a preproc-
essing step in the construction of patient-specific predictive 
models of the short-term s.c. glucose concentration in type 
1 diabetes. Two well-established feature ranking algorithms 
suitable for regression problems, i.e., random forests (RF) 
and RReliefF, are employed for assessing the set of features 
defined in [18] separately for each patient. RF is a predic-
tion technique that incorporates feature ranking as part of 
the training process [5], while RRelief is a pure feature fil-
tering algorithm based on the nearest neighbors approach 
[34]. Their main advantages which render them appropriate 
for the specific application are as follows: (1) the sensitivity 
to informative features as well as to the correlations among 
them, (2) the absence of assumptions about the (non)linear-
ity of the underlying function and (3) the low computational 
complexity [34, 39]. The generality and effectiveness of the 
result of feature ranking is demonstrated with respect to the 
performance of a nonlinear regression model for the estima-
tion of glucose concentration. Herein, we choose SVR and 

Gaussian processes (GP) kernel-based methods as predic-
tion tools since they have been shown to perform equally 
well over the full range of glucose values in our previously 
developed dataset [19]. In this context, the top-ranked fea-
tures obtained per individual are examined and a clinical 
interpretation of the results is attempted. To our knowledge, 
this is the first work which examines the concurrent and 
cumulative impact of the most important predictors of the 
short-term daily glucose dynamics in a type 1 diabetic indi-
vidual (i.e., meals, insulin therapy, physical activities and 
the glucose signal itself) with the aid of feature ranking.

2  Materials and methods

2.1  Subjects

A short-term observational study was carried out in two 
centers (Parma University Hospital, Parma and Univer-
sity Hospital Motol, Prague) as part of a European Union 
co-funded research project named METABO [17]. The 
study was approved by the ethics committees of each hos-
pital. Fifteen type 1 diabetic patients, following multiple-
dose insulin therapy and without significant micro- and 
macro-vascular complications, were monitored from 5 to 
22 days (average 12.5 ± 4.6) in free-living conditions. All 
subjects provided written informed consent before enroll-
ment. Patients wore the Guardian Real-Time CGM system 
(Medtronic Minimed Inc.) which reports an average s.c. 
glucose value every 5 min. In addition, they were equipped 
with the SenseWear Armband (BodyMedia Inc.) physical 
activity monitor which computes energy expenditure every 
1 min. Information on food intake (i.e., type of food, serv-
ing sizes and time) and insulin regime (i.e., type of insu-
lin, injection dosage and time) was also recorded on a daily 
basis using a specially designed paper diary. The amount of 
carbohydrates for each meal was post-analyzed by a dieti-
cian. Table 1 presents the baseline characteristics of the 
patients and some descriptive statistics of their CGM data.

2.2  Dataset construction

A separate dataset D(s) = {(xi, yi)|i = 1, …, Ns} is con-
structed for each subject s. Each sample associates the 
input vector xi ∊ ℜd at time ti with the observed glucose 
concentration yi at time ti + l, where l is the prediction 
horizon. The feature set F = {F1, …, Fd} is defined with 
respect to the present time (i.e., t) and the prediction hori-
zon l as follows:

•	 F1 = hh: the hour of the day associated with time t.
•	 F2–8 = {gl(t − 30), …, gl(t − 5), gl(t)}: s.c. glucose 

measurements within the last 30 min.
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•	 F9–15 = {Ra(t + l − 30), …, Ra(t + l − 5), Ra(t + l)}: 
rate of appearance of meal-derived glucose into plasma 
within the time interval [t + l − 30, t + l] [25].

•	 F16–21 = {SRa(t + l − 75), …,  
SRa(t + l − 15), SRa(t + l)}: total glucose inserted 
into plasma calculated cumulatively every 15 min over 
the last 90 min with respect to t + l, where SRa(t + l  

− (5 − i)15) = 
∑t+l−(75−15i)

τ=t+l−90
Ra(τ) for i = 0, …, 5.

•	 F22–28 = {Ip(t + l − 30), …, Ip(t + l − 5), Ip(t + l)}: 
plasma insulin concentration within the time interval 
[t + l − 30, t + l] [40].

•	 F29–46 = {SEE(t − 170), …, SEE(t − 10), SEE(t)}: 
energy expenditure calculated cumulatively every 
10 min over the last 3 h where SEE(t − (17− i)10)

=

∑t−(170−10i)
τ=t−180 EE(τ ) for i = 0, . . . , 17. The term EE 

expresses the instantaneous (i.e., per minute) energy 
expenditure estimated by the physical activity monitor.

In particular, a new sample is added into D(s) for each 
time instance in the glucose time series of subject s for 
which all d = 46 features can be defined and the value 
of glucose concentration l min ahead is available. The 
size of dataset, Ns, depends mainly on the length of the 
observation period for each patient, and ideally, the time 
difference between two consecutive samples in D(s) is 
equal to the sampling period of the glucose time series, 
i.e., 5 min. Nevertheless, the existence of gaps in the sen-
sor data reduces Ns. In addition, all samples (xi, yi) for 
which an event (i.e., food intake, insulin intake, moder-
ate or intense exercise) exists within the time interval 
[ti, ti + l] are excluded from D(s) since they do not repre-
sent a rational mapping between the configured input and 
the output. This also ensures that for all samples in D(s), 
the upcoming values of Ra and Ip within [ti, ti + l] have 

been computed based only on the insulin and meal record-
ings until ti.

2.3  Feature ranking

The feature set F = {Fj}, with j = 1, …, d, is evaluated 
individually for each subject s by applying the RF or RRe-
liefF algorithm on D(s). In that way, each Fj is assigned an 
importance score Wj and a ranked list of features, R, is pro-
duced by sorting them in descending order by Wj. More spe-
cifically, let J = [1, …, d] denote the indices of F. Then, 

the ranked list of features is defined as R =

[
Fj′

1
, . . . ,Fj′d

]
 

where J′ = [j1′, …, jd′], jj′ ∊ J and Wj′j
≥ Wj′j+1

. For compari-
son purposes, the average score of each feature Fj over all 
patients, i.e., ¯Wj and the corresponding average feature rank-
ing R′ are also calculated.

2.3.1  Random forests

RF is an ensemble of low correlated regression trees, which 
output is computed as the average of the individual predictions 
[5]. Each tree in the RF is constructed using an independent 
set of random vectors generated from a fixed probability dis-
tribution. Randomness is usually incorporated into the tree 
growing process by bootstrap resampling the original training 
set and randomly selecting m out of d features to split a node. 
The value of m is usually determined a priori equal to d/3.

RF provides an internal mechanism for evaluating the 
importance of each feature according to its contribution to 
the prediction of the target variable. For this purpose, the 
prediction error of each tree on its out-of-bag (OOB) data, 
i.e., the training instances that are not included in the boot-
strap sample used to construct that tree, is utilized. Herein, 
the number of trees, B, is set to the default value of 500 
provided that RF does not overfit as B increases.

The importance Wj of each feature Fj, with j = 1, …, d, 
is calculated as follows:

1. For each tree Tb in the RF with b = 1, …, B:

(a) Compute the mean squared error (MSE) of Tb on 
its OOB data, MSEb.

(b) Permute the values of feature Fj in the OOB data 
of Tb and compute the new OOB error MSEb,j.

2. The raw importance score of feature Fj is given by:

2.3.2  RReliefF

RReliefF, a classical feature ranking algorithm for regres-
sion problems, is also employed [34]. RReliefF estimates 

(1)Wj =
1

B

B∑

b=1

(
MSEb,j −MSEb

)
.

Table 1  Description of the dataset

Data are mean ± standard deviation values

A glucose concentration value ≤70 mg/dl is defined as hypoglycemic

A glucose concentration value ≥180 mg/dl is defined as hyperglyce-
mic

Patient baseline characteristics

 Gender 3 F/12 M

 Age 40.3 ± 13.5

 BMI 25.2 ± 2.9

 HbA1C 7.1 ± 1.2

Descriptive statistics of glucose dataset

 Average s.c. glucose concentration (mg/dl) 145.9 ± 22.8

 Min s.c. glucose concentration (mg/dl) 49.7 ± 10.1

 Max s.c. glucose concentration (mg/dl) 333.8 ± 48.7

 % of hypoglycemic values 0.05 ± 0.04

 % of hyperglycemic values 0.25 ± 0.14
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the discriminative power of each feature Fj between adja-
cent instances by approximating the following difference of 
probabilities:

where PdiffC corresponds to the probability two nearest 
instances have different predictions, PdiffFj corresponds to 
the probability that two nearest instances have different val-
ues for Fj, and PdiffC|diffFj corresponds to the probability 
that two nearest instances have different predictions and 
different values for Fj.

In particular, RReliefF approximates the above probabil-
ities by iteratively (M times) selecting an instance um, find-
ing its K nearest neighbors vk and computing the following 
quantities:

The city-block distance function (L1 norm) is used 
to find the K nearest neighbors of um with respect to xm, 
while K is set equal to 10. The distance between um and vk 
is taken into account through the term am,k such that closer 
instances have greater influence:

where rank(um, vk) is the position of vk in the list of nearest 
neighbors of um sorted by distance in ascending order and σ 
(σ = 50 by default) is a user defined parameter. Moreover, 
M is set equal to its maximum value, i.e., the number of 
training instances.

Finally, the estimation of each Wj is given by:

2.4  Short‑term predictive modeling of glucose 
concentration

Predicting glucose concentration in the s.c. space is essen-
tially a regression problem that can be described by a linear 
model of the form:

(2)Wj =
PdiffC|diffFjPdiffFj

PdiffC

−

(
1− PdiffC|diffFj

)
PdiffFj

1− PdiffC

,

(3)QdiffFj =

M∑

m=1

K∑

k=1

∣
∣
∣xmj − xkj

∣
∣
∣am,k ,

(4)QdiffC =

M∑

m=1

K∑

k=1

|ym − yk|am,k ,

(5)QdiffC&&diffFj =

M∑

m=1

K∑

k=1

|ym − yk|

∣
∣
∣xmj − xkj

∣
∣
∣am,k .

(6)am,k =
e
−

(
rank(um ,νk)

σ

)2

K∑

l=1

e
−

(
rank(um ,νl)

σ

)2 ,

(7)Wj =
QdiffC&&diffFj

QdiffC

−

QdiffFj − QdiffC&&diffFj

M − QdiffC

.

in which w is a vector of parameters, φ is a vector of fixed 
nonlinear basis functions, and b is the bias parameter. The 
function f: ℜd → ℜ maps the input vector x ∊ ℜd to glucose 
concentration at time t + l, with t being the time at which 
the prediction is made and l the prediction horizon. In the 
present study, f is implemented through the SVR [36] and 
GP [31] methods, both utilizing a kernel function k(x, x′) 
rather than working directly in the transformed feature 
space φ. The parameters of the model are learned from the 
training set {(xi, yi)}, with i = 1, …, N, of each subject.

2.4.1  Support vector regression

Given a new input x ∊ ℜd, the predicted by SVR glucose 
concentration at time t + l is expressed in terms of the ker-
nel function as follows:

where the Lagrange multipliers ai, ai
* (ai ≥ 0, ai

* ≥ 0) are 
introduced in the constrained optimization process of w 
and, in our study, the kernel k is a Gaussian radial basis 
function (RBF). The sparseness of SVR solution is ensured 
by employing an ɛ-insensitive error function; the cor-
responding Karush–Kuhn–Tucker conditions imply that 
aiai

* = 0 for i = 1, …, N and that all points lying inside the 
ɛ-tube have ai = ai

* = 0. Moreover, the model’s complex-
ity is controlled by the regularization parameter C which is 
used in the error function.

2.4.2  Gaussian processes

In the case of GP, the glucose for a new point x ∊ ℜd is esti-
mated from a Gaussian distribution with mean and covari-
ance given by:

where ai is the ith component of C−1y, with C denot-
ing the N × N covariance matrix and y the target vector 
y = (y1, y2, …, yN)T, and the vector k has elements k(x, xi) 
for i = 1, …, N. The squared exponential kernel is the 
default one for GP regression. The noise on the observed 
values y is considered, and it is further assumed to be 
Gaussian distributed with zero mean and constant variance 
β for all xi. The latter contributes to the total variance of 
the predictive distribution given by Eq. 10. In contrast to 
SVR, the kernel function k must be evaluated for all pos-
sible pairs xi and xj resulting in a non-sparse model.

(8)f (x) = wTφ(x)+ b,

(9)f (x) =

N∑

i=1

(
ai − a∗i

)
k
(
x, xi

)
+ b,

(10)m(x) =

N∑

i=1

aik

(
x, x

i

)
, σ 2(x) = k(x, x)+ β−1

− k
T
C
−1

k,
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2.5  Evaluation of feature ranking

The effectiveness of feature ranking for a specific subject s 
is examined with respect to the predictive performance of 
SVR and GP. A forward selection procedure is employed 
where features are sequentially added in decreasing order of 
importance based on RF or RReliefF ranking. To estimate 
the error rate of the prediction method, an external 10-fold 
cross-validation is applied on the dataset Ds with feature 
ranking following the resampling procedure itself. The latter 
ensures that the dataset used in the ranking process does not 
overlap with the test set and, therefore, reduces the selection 
bias in the estimates of the prediction error [2, 10, 15, 24]. 
The procedure used is described as follows:

1. Randomly partition D(s) into ten disjoint folds Dk
(s), 

with k = 1, …, 10, of equal size (i.e., Ns/10).
2. For k = 1, …, 10:

(a) Let D(s) − Dk
(s) be the training set and Dk

(s) the test 
set.

(b) Apply the RF or RReliefF algorithm to D(s) − Dk
(s) 

so as to produce a ranked list of features Rk.
(c) For n = 1, …, d:
i. Let Trk,n and Tsk,n be produced from D(s) − Dk

(s) 
and Dk

(s), respectively, by retaining the first n most 
important features according to Rk.

ii. Train SVR or GP glucose predictive model Mk,n 
on Trk,n.

iii. Test Mk,n on Tsk,n and compute the related RMSEk,n.

3. For n = 1, …, d:

(a) Compute the average root-mean-squared 
error (RMSE) for all ten folds, i.e., 
RMSEn =

1
10

∑10
k=1 RMSEk,n.

As the notation implies, the ranked list of features Rk can 
be different for each k (k = 1, …, 10). Moreover, it should 
be mentioned that the hyper-parameters of SVR and GP are 
optimized for each Trk,n. More specifically, the values of 
C, ɛ and γ minimizing the 4-fold cross-validation RMSE of 
SVR in Trk,n are chosen by the differential evolution algo-
rithm [38]. Regarding GP, the parameters of the squared 
exponential kernel along with the noise variance β are also 
learned for each Trk,n. In fact, they are internally optimized 
by the GP algorithm through the minimization of the nega-
tive log-likelihood function, while multiple restarts are 
used to alleviate the local-minimum problem.

The performance of the average feature ranking (i.e., R′) 
is assessed in an unbiased way by precisely averaging, for 
each feature Fj, the scores obtained from the same fold of 
each 10-fold cross-validation across all patients as follows:

1. For s = 1, …, 15:
(a) Randomly partition D(s) into ten disjoint folds 

Dk
(s), with k = 1, …, 10, of equal size (i.e., 

Ns/10).
2. For k = 1, …, 10:

(a) For s = 1, …, 15:
i. Compute the importance scores for all features in F by 

applying the RF or RReliefF algorithm to D(s) − Dk
(s). 

Let Wk
(s) = [W(s)

k,1, …, Wk,d
(s)] where Wk,j

(s), with j = 1, …, d, 
is the importance score of feature Fj based on 
D(s) − Dk

(s).
(b) Compute ¯Wk =

[
¯Wk,1, . . . , ¯Wk,d

]
 by averaging 

Wk,j
(s), with j = 1, …, d, over s.

(c) Compute the ranked list Rk′ by sorting ¯Wk in 
descending order.

Then, the same procedure is followed as for individ-
ualized ranking, with the difference that the dataset of 
each patient is not resampled and the list Rk′ is used in 
place of Rk. In this case, the average RMSE is denoted by 
RMSEn′.

3  Results

Figure 1 shows the average value and the standard devia-
tion of the importance scores Wj, with j = 1, …, 46, over 
all 15 patients according to RF. The importance scores 
of features F1–8 and F9–46 are plotted separately to aid 
visualization. The predominance of the features corre-
sponding to glucose concentration (i.e., F2–8) is evident 
in both 30- and 60-min horizons, with most recent val-
ues conveying more information. The contribution of 
the other features to the prediction of glucose by RF is 
comparatively lower but not insignificant, as will be dem-
onstrated later. In particular, their importance increases 
and becomes apparent for a prediction horizon of 60 min, 
which can be attributed to the increase of the problem 
complexity. Regarding gl and SEE features, which are 
defined with respect to the time t, their most recent val-
ues are clearly found to explain better the glucose con-
centration in the short term. This is the case only for Ra 
among the features representing the effect of meal and 
insulin intake (i.e., Ra, SRa and Ip) and which have been 
defined with respect to the time t + l. More specifically, 
it was observed that for a few patients, the values of SRa 
and Ip closer to the time t + l are less associated with the 
glucose at that time.

The evaluation of features by RReliefF exhibits similar 
patterns as it is shown in Fig. 2. However, the difference in 
importance between gl and the other features is much less 
prominent and hh is found to discriminate adjacent samples 
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equally well as gl. We also observe a smooth change in 
importance score over time for each type of features, and in 
contrast to RF, the alterations between prediction horizons 
are not so notable.

The image plots in Figs. 3 and 4 illustrate the ranking 
of features obtained by RF and RReliefF, respectively, 
for each individual patient. Dark shades of gray corre-
spond to high positions in the ranking, while light shades 
of gray represent low positions. It is obvious that hh and 
the full Ip vector, in addition to gl, are ranked in the first 
positions for the majority of patients. On the other hand, 
there exist larger deviations in the ranking of the remaining 
features across patients, and especially of Ra and SRa. In 
particular for SEE, its most recent values [i.e., SEE(t − 20), 
SEE(t − 10) and SEE(t)] belong to the highly ranked fea-
tures in more than 50 % of the patients.

In Figs. 5 and 6, the average RMSEn and RMSEn′ of 
SVR and GP, respectively, over all 15 patients are plotted 
against the top-ranked (n = 1, …, 46) features for a predic-
tion horizon of 30 min. Figures 7 and 8 illustrate the same 
information for 60-min horizon. We observe that the aver-
age RMSEn curve shows a sigmoidal behavior after the first 
iteration. Its convergence for almost d/2 features implies 
that both feature ranking algorithms properly locate high in 
hierarchy the most predictive features of glucose concen-
tration. It is obvious that RReliefF outperforms RF in the 

first few iterations (n ≈ 7), which is more evident in the 
case of GP (with the exception of n = 1 where RF yields 
to a significantly smaller error). This could be explained by 
considering that RReliefF, for the majority of the patients, 
locates the feature hh in the first positions along with the 
gl values. For greater values of n, both algorithms lead to 
comparable average errors, although RF has systematically 
a slightly better performance for n > 15.   

Similar observations hold for the RMSEn′ where the 
average ranking of the features has been used. As it can 
be observed for 30-min horizon (Figs. 5 and 6), the pre-
dictive capability of the features ranked by RF in the first 
n ≤ 8 positions, according to the individualized scores, is 
comparable with that of the average scores. After this point 
and until convergence is achieved, the average RF ranking, 
especially for SVR, yields to smaller 30-min errors com-
pared with the individualized one. The opposite behavior 
is observed for RReliefF, in which the 30-min predictions 
with n > 8 best features are slightly better when the individ-
ualized scores are considered. As it is shown in Figs. 7 and 
8, when the horizon increases to 60 min, the individualized 
RF ranking becomes superior to the average one for n ≤ 8. 
This can be attributed to the fact that the average RF rank-
ing includes the full glvector and the hh in the first posi-
tions, whereas in the individualized case, the Ra, SRa, Ip 
and SEE features are occasionally included. Then, for both 

Fig. 1  Average value and standard deviation of the importance 
of features based on RF algorithm for (a, b) 30-min and (c, d) 
60-min predictions and for all patients. The x-axis labels corre-

spond to the first feature of each type, i.e., F1 = hh, F2 = gl(t − 30), 
F9 = Ra(t + l − 30), F16 = SRa(t + l − 75), F22 = Ip(t + l − 30) and 
F29 = SEE(t − 170)
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RF and RReliefF, the individualized ranking is clearly bet-
ter than the average one for n > 12 and until convergence.

Figures 5–8 are also annotated with the average RMSE 
concerning three of the input cases which were defined in 
our previous study [18], namely case 1 (gl), case 4 (hh, gl, 
Ra, SRa, Ip) and case 6 (hh, gl, Ra, SRa, Ip, SEE). We can 
see that the average error of case 4, in which the number 
of features is 28, can be obtained with much less features. 
Moreover, a better solution can be also achieved even when 
the seven best features are used instead of case 1.

For each patient, the number of best features to which the 
average RMSEn and RMSEn′ converge within 5 % of the value 
obtained with n = 46 features (i.e., nc and nc′, respectively) 
was also calculated. Table 2 presents the average value of nc 
and nc′ over all patients along with the corresponding standard 
deviation. We can see that SVR and GP generally converge a 
little faster in the case of RF than in the case of RReliefF. The 
average values of nc and nc′ concerning the 30-min predictions 
are close to each other. Nevertheless, in most of the cases, the 
60-min error curves converge considerably faster when fea-
tures are ranked individually for each subject.

4  Discussion

In this paper, a study on the evaluation of short-term pre-
dictors of s.c. glucose concentration in type 1 diabetes was 

presented. This problem was addressed for the first time in 
the literature with the aid of RF and RReliefF algorithms, 
which were applied to self-monitoring data. Their efficacy 
was verified with respect to the predictive performance of 
two machine-learning regression models.

The need to augment the input of predictive models 
with features able to reveal the daily dynamics of glucose 
concentration is critical. The utilization of information 
on meals, insulin therapy and physical activities, besides 
glucose time series, has been shown to lower the predic-
tion error [8, 13, 18, 41, 43, 46–48]. The proposed dataset, 
in addition to the glucose signal and the time of the day, 
includes some novel features highly connected to glucose 
dynamics. First, the future values of the Ra and Ip simulated 
signals were used by expanding the simulation time from 
the present time up to the time for which the prediction 
is to be made and provided that that no future event (i.e., 
meal, insulin injection) will occur during that period. This 
approach was also followed in [47] for the Ra signal with 
the difference that meal information should be announced 
by the patient l min in advance. Nevertheless, the area 
under the Ra curve has not been introduced elsewhere as 
a predictor variable. Similarly, the variable SEE, which 
represents the cumulative energy expenditure over time, 
was first introduced in [18]. Actually, the few studies using 
information from a physical activity monitor for making 
predictions are based only on the past instantaneous values 

Fig. 2  Average value and standard deviation of the importance of 
features based on RReliefF algorithm for a 30-min and b 60-min 
predictions and for all patients. The x-axis labels correspond 

to the first feature of each type, i.e., F1 = hh, F2 = gl(t − 30), 
F9 = Ra(t + l − 30), F16 = SRa(t + l − 75), F22 = Ip(t + l − 30) and 
F29 = SEE(t − 170)
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of physiological signals (e.g., energy expenditure, galvanic 
skin response, heat flux) [13, 41]. However, the effect of all 
these variables on glucose metabolism varies considerably 

among type 1 diabetes patients due to a combination of 
environmental and biological factors. In addition, the effi-
cient representation of the temporal dependencies between 

Fig. 3  Image plot of RF ranking for each patient for a 30-min 
and b 60-min prediction horizon. Darker shades of gray indi-
cate a higher-ranking position, and lighter shades of gray repre-

sent a lower one. The x-axis labels correspond to the first feature 
of each type, i.e., F1 = hh, F2 = gl(t − 30), F9 = Ra(t + l − 30), 
F16 = SRa(t + l − 75), F22 = Ip(t + l − 30) and F29 = SEE(t − 170)

Fig. 4  Image plot of RReliefF ranking for each patient for a 
30-min and b 60-min prediction horizon. Darker shades of gray 
indicate a higher-ranking position, and lighter shades of gray rep-

resent a lower one. The x-axis labels correspond to the first feature 
of each type, i.e., F1 = hh, F2 = gl(t − 30), F9 = Ra(t + l − 30), 
F16 = SRa(t + l − 75), F22 = Ip(t + l − 30) and F29 = SEE(t − 170)
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the input variables and the glucose concentration can be 
challenging. On this basis, we attempted to evaluate sepa-
rately for each patient the proposed feature set, whose 
predictive capacity has already been validated as a whole. 
This is the main novelty of this work; since to the authors’ 
knowledge, there has been no other attempt to determine 
and assess the importance of such a multivariate feature set 
for predicting glucose at the individual level.

RF and RReliefF are two entirely different feature rank-
ing algorithms but both are well suited for regression prob-
lems [34, 39]. The importance score computed for each 

feature by RF expresses the increase in the OOB predic-
tion error when its values are randomly permuted (to mimic 
its absence in the prediction). It should be mentioned that 
the OOB error is an unbiased estimation of the generaliza-
tion error of RF, which converges as the number of trees 
increases [5]. On the other hand, RReliefF is a statisti-
cal approach that approximates the probabilities of (non)
separation of near instances by a given feature across the 
problem space. An appealing property of both algorithms 
is that they are context sensitive, i.e., they take into account 
all attributes when estimating their importance. More 

Fig. 5  Average 10-fold cross-validation RMSE rate of SVR regres-
sion models over all 15 patients against the top-ranked features iden-
tified by RF and RReliefF for prediction horizon of 30 min

Fig. 6  Average 10-fold cross-validation RMSE rate of GP regression 
models over all 15 patients against the top-ranked features identified 
by RF and RReliefF for prediction horizon of 30 min

Fig. 7  Average 10-fold cross-validation RMSE rate of SVR regres-
sion models over all 15 patients against the top-ranked features iden-
tified by RF and RReliefF for prediction horizon of 60 min

Fig. 8  Average 10-fold cross-validation RMSE rate of GP regression 
models over all 15 patients against the top-ranked features identified 
by RF and RReliefF for prediction horizon of 60 min
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specifically, RF can efficiently learn the relationships hid-
den in the dataset, while RReliefF detects existing depend-
encies in the feature space by exploiting the distance 
between instances. As a result, both algorithms behave 
well in the presence of groups of highly correlated features, 
which is the case in our problem. Moreover, as opposed 
to shrinkage methods for linear regression [32], RF and 
RRelief do not assume a linear and sparse (with many 
zero regression coefficients) model. This is of particular 
importance in glucose predictive modeling where linear 
and nonlinear components of glucose dynamics should be 
described. Another important class of embedded methods 
use the change in the objective function when one feature 
is removed or added as a ranking criterion, and in combina-
tion with a greedy search strategy, they yield nested subsets 
of features, e.g., recursive feature elimination [20]. How-
ever, in this approach, the prediction technique should be 
retrained for each new subset of features (i.e., d times in 
stepwise feature selection), whereas RF needs to be fitted 
to the training set only once. Note that the computational 
complexity of RF (i.e., O(B · m · N · log N) with m = d/3) 
can be considered comparable to that of RReliefF (i.e., 
O(d · N · log N), despite being an embedded method.

The way the two feature ranking algorithms operate is 
definitely reflected in their output. In particular, RF’s out-
put reveals (1) the infeasibility of predicting the s.c. glucose 
concentration without exploiting its recent values (e.g., the 
average OOB MSE increases by ≈ 2000 mg/dl when gl(t)
is randomly permuted) and (2) the more pronounced effect 
of the other features with increasing prediction horizon. 
On the other hand, the fact that RReliefF computes the dis-
criminative (and not the predictive) ability of each feature 
being; however, aware of the context of other features can 
explain (1) the lack of great differences in features’ scores, 
(2) the similarity of the output between prediction horizons 
and (3) the smooth transition in scores over time for fea-
tures of the same type.

Both RF and RRelief highlighted how essential is the 
s.c. glucose signal itself for both prediction horizons and 
for all 15 patients. Of great interest is that the time at which 
the predictions are made (i.e., hh) is systematically located 
in the first positions and its score is comparable to that of 
glucose. This reflects the existence of daily (24-h) pat-
terns in glucose time series which are imposed either by 
each patient’s lifestyle or by circadian rhythms related to 
glucose homeostasis [14, 21]. The contribution of the other 
features was also well demonstrated, with Ip features out-
weighing on average Ra, SRa and SEE ones. In addition, 
both algorithms, and especially RF, revealed some rational 
attenuation trends over time in average scores of gl, Ra and 
SEE [9, 23, 25, 35]. The effect of Ip seems to be less imme-
diate (since its scores tend to decrease as getting closer to 
the time of prediction t + l), which can be considered con-
sistent with clinical evidence indicating inherent delays in 
peripheral and hepatic insulin action [26]. Moreover, the 
results support the existence of substantial inter-patient 
differences.

Short-term predictive modeling of the s.c. glucose con-
centration using SVR and GP further verified the quality of 
the resulting feature ranking. The behavior of the average 
RMSEn curve did confirm that the top-ranked features con-
stitute the best predictors of glucose in the examined feature 
set. The fact that the prediction performance did not degen-
erate by applying the average feature ranking reveals the 
generalizability and robustness of the results. In particular, 
individualized feature ranking was found to be more appro-
priate for 60-min predictions, which may suggest person-
alized glucose predictive approaches are preferable as pre-
diction horizon increases. Regarding the short-term glucose 
dynamics (i.e., 30-min horizon), the convergence rate of 
the average RMSEn′ error curve was similar with that of the 
average RMSEn curve. Moreover, the convergence of both 
error curves for a considerably smaller than d = 46 number 
of features, and the consequent reduction of the input size, 
is indeed of paramount importance for regression analysis. 
Nevertheless, we did not find a certain point after which the 
average error starts to increase, which is mainly due to the 
fact that all features are relevant to the studied problem. We 
should mention at this point that the two kernel-based tech-
niques were chosen due to their high prediction accuracy in 
both normal and critical glucose value regions [19]. How-
ever, other well-established machine-learning regression 
techniques could be also applied.

Table 3 presents a comparison of the proposed work 
with other literature studies utilizing a multivariate data-
set. Note that the prediction error provided for SVR and 
GP corresponds to the first n = 20 best features. A direct 
comparison of the presented results is not fair since they 
have been derived by different training/testing approaches. 
In [46, 47], the predictive models are tested on patients not 

Table 2  Number of features to which the RMSE rate converges for 
all 15 subjects

Data are mean ± standard deviation values

Prediction horizon

30 min 60 min

SVR GP SVR GP

Individualized ranking

RF 22.3 ± 7.0 22.5 ± 7.7 21.5 ± 6.8 18.1 ± 8.9

RReliefF 24.5 ± 8.0 24.8 ± 9.2 24.7 ± 10.2 22.3 ± 10.6

Average ranking

RF 21.4 ± 7.5 22.9 ± 9.7 26.5 ± 9.5 24.6 ± 12.6

RReliefF 24.9 ± 5.9 25.6 ± 7.4 23.5 ± 7.6 26.4 ± 11.6
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included in the training set, while those in [8, 13, 41] are 
recursively trained on each patient dataset. Our results indi-
cate that multivariate nonlinear regression models can pro-
vide predictions of high accuracy, which is also in agree-
ment with previous findings. Moreover, we can see that the 
inclusion of information on physical activities is able to 
improve performance even when a linear model is adopted. 
The main difference of our work is that the input is not pre-
defined, but it is selected separately for each patient from 
a high-dimensional feature set which may result in much 
simpler models.

The fact that RF and RReliefF algorithms yield con-
sistent results across multiple subjects for both 30- and 
60-min prediction horizons implies their potential for use 
as an exploratory tool in the predictive analysis of type 1 
diabetes data. Given the monitoring data of a new unseen 
patient, these algorithms can be applied to obtain a first 
reliable estimate of the predictive capability of the input 
variables. Certainly, the low computational complexity of 
feature ranking allows one to investigate longer latency 
time intervals than those examined in this study as well 
as to examine the impact of new descriptive features. The 
specification of the dimension of the input with respect 
to a regression technique requires employing the forward 
selection procedure, not necessarily in an exhaustive way, 
but for some subsets of features until the error converges. 
Similarly, the average ranking of the features could be uti-
lized in the construction of “generalized” predictive mod-
els from the entire patients’ set. Again, the precise merging 
of the same folds of each 10-fold cross-validation across 
all patients would be needed to ensure unbiased estimates 
of the prediction error. As a future work, RF and RReliefF 
need to be evaluated in a large number of patients over a 
long period of time. To this end, both algorithms could be 
also tested on patients who are monitored during different 
time periods to investigate how consistent are the results 
for a patient and what is the effect of lifestyle or physi-
ological changes. In any case, the clinicians should inter-
pret the calculated set of best features together with other 
clinical information.

5  Conclusions

In this work, we proposed the application of RF and Rre-
liefF feature evaluation algorithms on real-life type 1 dia-
betes data as a means to customize the input of glucose 
predictive models. Both algorithms produced rational, 
robust results revealing not only the global importance of 
features concerning s.c. glucose profile, time of prediction 
and plasma insulin concentration but also the different role 
of food intake and physical activity among patients. A very 
interesting finding deserving more attention in the future 

was that the plasma insulin concentration is systemati-
cally found to outweigh the rate of appearance as well as 
the cumulative amount of meal-derived glucose inserted in 
the plasma over time. In addition, the possibility of obtain-
ing equally accurate predictions using on average less than 
half of the initial features was demonstrated by utilizing 
the derived feature ranking in the development of SVR and 
GP predictive models. It was shown that RF and RReliefF 
result in equally predictive feature ranking, but our fore-
most conclusion is that both show a consistent behavior 
across all patients.
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