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Abstract Despite an increase in the number of experi-

mental and numerical studies dedicated to spinal trauma,

the influence of the rate of loading or displacement on

lumbar spine injuries remains unclear. In the present work,

we developed a bio-realistic finite element model (FEM) of

the lumbar spine using a comprehensive geometrical rep-

resentation of spinal components and material laws that

include strain rate dependency, bone fracture, and ligament

failure. The FEM was validated against published experi-

mental data and used to compare the initiation sites of

spinal injuries under low (LD) and high (HD) dynamic

compression, flexion, extension, anterior shear, and pos-

terior shear. Simulations resulted in force–displacement

and moment-angular rotation curves well within experi-

mental corridors, with the exception of LD flexion where

angular stiffness was higher than experimental values.

Such a discrepancy is attributed to the initial toe-region of

the ligaments not being included in the material law used in

the study. Spinal injuries were observed at different initi-

ation sites under LD and HD loading conditions, except

under shear loads. These findings suggest that the strain

rate dependent behavior of spinal components plays a

significant role in load-sharing and failure mechanisms of

the spine under different loading conditions.

Keywords Bone fracture � Dynamic load � Finite element

model � Ligament tear � Lumbar spine � Experimental

validation

1 Introduction

Lumbar spine injuries, such as vertebral fractures and lig-

ament tears, are significant causes of disability for healthy

individuals, thus inducing high socioeconomic conse-

quences [37]. Multi-directional dynamic loading mecha-

nisms sustained during traumatic events, such as falls and

motor vehicle crashes, are recognized as the primary causes

of spinal injuries [10, 12, 21].

It is well known that the rate at which dynamic loads are

applied will modulate the mechanical response of indi-

vidual tissues [14, 25, 30]. However, the effect of the

loading or displacement rate (which is easier to control

experimentally, especially at high rates) on lumbar spine

injuries remains unclear. Results from experimental studies

provide some insight, but, mostly, these studies have been

performed on short spinal segments and tested for a single

load direction [1, 24, 38, 45, 46]. Moreover, the biological

variations of the specimens as well as the non-systematic

measurement of many parameters impaired the possibility

to compare results, thus questioning the ability of experi-

mental studies to provide an exhaustive evaluation of the

influence of load/displacement rate on the failure mecha-

nisms of the spine.

Currently, numerical human models based on a finite

element (FE) formulation are widely used for injury bio-

mechanics research [44], as they obviate the need for
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experimental work. Within the field of finite element

analysis (FEA) studies, much work has been done on

human models dedicated to the virtual assessment of

trauma on different body parts [11]. Research on the bio-

mechanics of lumbar spine injury and response is not as

advanced as research on body regions that are more fre-

quently injured, such as the cervical spine, head, or thorax

[18]. For example, FEA of models of the normal lumbar

spine, developed in isolation [29, 43] or as part of complete

human body models [11, 44], do not present the ability to

thoroughly investigate the influence of the load/displace-

ment rate on lumbar spine injuries. This situation is a

consequence of limitations of the models in terms of

geometry (e.g., ligaments not included), material consti-

tutive law (e.g., material laws without strain/load rate

dependency and with properties calibrated using experi-

mental data obtained quasi-statically), or loading (e.g., use

of single load direction).

To overcome these simplifications, an anatomically

realistic and detailed three-dimensional solid finite element

model (FEM) of L2–L3 was developed jointly by Poly-

technique Montreal and the Laboratory of Biomechanics

and Applications of IFSTTAR/Aix-Marseille University [6,

39]. The model, named Spine Model for Safety and Sur-

gery (SM2S), was built for both quasi-static (implant bio-

mechanics) [39] and dynamic (virtual trauma analysis,

design of safety devices) [6] applications. Recently, the

model was used to demonstrate the influence of rotation

rate on the load-sharing mechanisms and the onset of spinal

injuries amongst vertebral structures in flexion/extension

[6]. To more closely reflect real-life trauma situations,

which involve multi-directional loading applied to com-

plete lumbar spine segments [22], the SM2S model should

be extended to the full lumbar spine segment and revised to

incorporate validated multi-directional biomechanical

behavior at different displacement rates.

Accordingly, the purposes of the present study were (1)

to present the development and validation of the full

lumbar spine SM2S (T12–L5) subjected to low and high

dynamic compression, flexion, extension, anterior shear,

and posterior shear and (2) to utilize this validated model to

investigate the influence of displacement rate on spinal

injuries, under these loading conditions.

2 Materials and methods

2.1 Geometric modeling and meshing

The detailed solid model of the full lumbar spine (Fig. 1)

was derived from the L2–L3 model presented by El-Rich

et al. [6]. Thus, the bony geometry of the T12–L5 model

was reconstructed from CT-scan images (contiguous slices

of 0.6 mm thick) of a 50th percentile healthy male vol-

unteer (Caucasian, 32 years old, *75.5 kg, *1.75 m)

without spine pathology. To reference the model, the x, y,

and z axis were set in the ventral, cranial, and right lateral

directions, respectively. The resulting surface of each

vertebra was freely meshed using three-node shell ele-

ments, which were subdivided into nine areas of different

thicknesses [7, 31] that either belong to cortical bone or

vertebral endplates (Fig. 2a). Shell elements were filled

Fig. 1 Finite element model of

the T12–L5 segment of the

Spine Model for Safety and

Surgery (SM2S). The model

was composed of the T12 (1) to

L5 (2) vertebrae, the

intervertebral discs (3), each

divided into the nucleus (4),

annulus (5) and collagen fibers

(6), and the anterior longitudinal

(ALL, 7) the posterior

longitudinal (PLL, 8), the

capsular (CL, 9), the flavum

(FL, 10), intertransverse (ITL,

11), supraspinous (SSL, 12),

and interspinous (ISL, 13)

ligaments
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with four-node solid elements, which were, in turn, divided

into seven zones (A–G, Fig. 2b), each with a different

combination of architecture and mineral density for the

cancellous bone [47].

The geometry of each intervertebral disc (IVD) was cre-

ated between the intervening vertebral endplates and sub-

divided into the nucleus pulposus and the annulus fibrosus

(volume ratio &56 % annulus and 44 % nucleus) based on

published anatomical data [17, 42]. Each IVD was modeled

by eight layers of eight-node solid elements. In the annulus

fibrosus, the ground substance was reinforced by collage-

nous fibers, which were modeled by tension-only spring

elements organized in concentric lamellae with a crosswise

pattern at an orientation of ±35� [33].

Surface models of the anterior longitudinal (ALL),

posterior longitudinal (PLL), capsular (CL), flavum (FL),

intertransverse (ITL), supraspinous (SSL), and interspinous

(ISL) ligaments were created between each spinal motion

segment based on literature, dissection results, and histo-

logical findings [28]. The ligaments were meshed with

three-node (CL only) and four-node shell elements. In

total, the mesh of the T12–L5 model contained 105,000

nodes and 447,000 elements, with characteristic length

varying from 1.0 to 2.5 mm. The final sizes of the com-

ponents (vertebral bodies, IVDs, and ligaments) were

selected through convergence studies, which ensured that

the chosen mesh resolutions were not significantly less

accurate than finer mesh resolutions. This ensured a satis-

factory balance between accuracy and computing time/

cost.

2.2 Material constitutive laws

These were based on those utilized in the FEA study on the

L2–L3 model [6]. Bony components were assumed as

isotropic materials and followed a symmetric and strain

rate-dependent elasto-plastic (Johnson–Cook) material law

(Table 1). Prior to the onset of plasticity (equivalent

stress \ yield stress), each of these materials was assume

to behave as a linear elastic solid. During plastic defor-

mation, the equivalent stress at constant temperature was

described with the relation:

r ¼ aþ ben
p

� �
� 1þ ln

_e
_e0

� �� �
;

where r equivalent stress, a yield stress, b hardening

modulus, n hardening exponent, ep plastic strain (true

strain), _e current strain rate, and _e0 reference strain rate.

Once the ultimate deformation level (eMAX) is reached,

failure is modeled without any damage effect using a kill

element model [6, 8, 9].

The fluid-like behavior of the nucleus pulposus and the

properties of the ground substance of the annulus fibrosus

were each modeled using a hyperelastic material law

based on a first-order Mooney–Rivlin formulation,

described by the following formulation for the strain

energy function, W:

W ¼ C10 I1 � 3ð Þ þ C01 I2 � 3ð Þ þ ðJ � 1Þ2

d
;

where C10, C01 material constants; I1, I2 first and second

invariants of the deviatoric components of the left Cauchy-

Green strain tensor; J local volume ratio; d 2/K;

K ¼ 6 C10 þ C01ð Þ=3 1� 2mð Þ:

Two sets of material properties were defined by using

the calibration method proposed by Wagnac et al. [41]

Fig. 2 a Subdivision of the vertebrae into nine zones of different

cortical bone thicknesses (e.g. L3). b Subdivision of the cancellous

bone into seven zones of different material properties (e.g. L3)
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since the Mooney–Rivlin hyperelastic material law does

not incorporate strain rate dependency into its formulation.

One set was calibrated at a low dynamic compression rate

of 0.1 m/s while the other set was calibrated at a higher

dynamic compression rate of 1 m/s (Table 2a). The fibers

of the annulus fibrosus were modeled using a non-linear

load–displacement curve [41] adapted from literature

results [36].

The ligaments were governed by a non-linear strain rate-

dependant material formulation [6]. Ligament damage and

failure were implemented through a failure model based on

tensile principal strain criterion. Ligament properties were

calibrated using experimental data measured at different

load rates [40]. The values are provided in Table 2b.

Tied interfaces (kinematic conditions) were used

between soft tissues (IVDs and ligaments) and bony

components in order to prevent any relative movement.

Frictionless contact interfaces, to avoid penetration

between adjacent components of the model [1], were

assumed between articular facets.

Table 1 Mechanical properties of bony tissues in the model (adapted from [9])

Material properties Cancellous bone (per zone) and bony endplate centera Cortical bone and bony

endplate margin
A B C D E F G

Density (910-3 g/mm3) 1.8 1.8 2.0 2.0 2.5 2.5 1.8 0.2

Modulus of elasticity, E (MPa) 93.7 93.7 93.7 93.7 93.7 93.7 93.7 4,014

Poisson’s ratio, m 0.25 0.25 0.25 0.25 0.25 0.25 0.25 0.3

Yield stress, a (MPa) 1.95 1.95 1.95 1.95 1.95 1.95 1.95 105

Hardening modulus, b (MPa) 8.5 7.0 8.5 8.1 12.5 12.5 7.0 492.9

Hardening exponent, n 1 1 1 1 1 1 1 1

Failure plastic strain, ep 0.082 0.06 0.082 0.08 0.104 0.104 0.06 0.071

Maximum stress (MPa) 2.65 2.3 2.65 2.6 3.25 3.25 2.3 140

Strain rate coefficient, c 0.533 0.533 0.533 0.533 0.533 0.533 0.533 0.272

Reference strain rate, _e0 0.008 0.008 0.008 0.008 0.008 0.008 0.008 0.008

a Material properties used for the bony endplate center are the same as zone B

Table 2 Mechanical properties of the soft tissues (a) intervertebral discs, (b) spinal ligaments

Material properties Nucleus pulposus Annulus matrix Fibers Ref.

Low dyn. High dyn. Low dyn. High dyn.

a.

Density (E-6 kg/mm3) 1 1 1.2 1.2 – [41]

Poisson’s ratio, m 0.499 0.499 0.45 0.45 – [41]

C10 0.64 31.8 0.24 11.8 – [41]

C01 -0.16 -8.0 -0.06 -2.9 – [41]

Load–disp. curve – – – – Nonlinear [36]

Material properties Spinal ligaments Ref.

ALL PLL CL LF ISL SSL ITL

b.

Density (E-6 kg/mm3) 1 1 1 1 1 1 1 [6]

Modulus of elasticity E (MPa) 19.2 84.1 0.6 4.2 4.7 10.2 4.7 [40]

Poisson’s ratio, m 0.4 0.4 0.4 0.4 0.4 0.4 0.4 [40]

Update coef., E1 (MPa/ms) 469.4 1,432.1 3.6 199.7 98.3 476.5 98.3 [40]

Update coef., E2 (MPa) 19.0 83.5 0.6 4.0 4.6 10.0 4.6 [40]

Failure strain, e1 0.68 0.38 1.75 1.01 1.10 0.94 1.10 [40]

Failure strain, e2 0.90 0.50 1.85 1.25 1.30 1.08 1.30 [40]

Scaling function, SF Tabulated curves [40]
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2.3 Model validation under dynamic loading

conditions

An extensive multi-directional validation of the T12–L5

spinal segment of SM2S was performed against published

experimental data measured under low (LD) and high

dynamic (HD) loading conditions [2, 3, 5]. Up to five modes

of loading were used for the validation depending on the

availability of experimental data. Validation of LD loading

conditions was performed in compression, flexion (forward

bending), extension (backward bending), anterior shear, and

posterior shear. Validation of HD loading conditions was

performed in compression, flexion, and extension.

To mimic the experimental setup, the proximal vertebra

(T12) and the distal vertebra (L5) of the SM2S model were

set as rigid bodies. Masses (1.6 kg) were added to these

bodies in order to simulate the fixture used during the

experiments [2]. In all the simulations, L5 was fully con-

strained in all degrees of freedom. Specific boundary and

loading conditions were applied to the rigid body of the

proximal vertebra (T12) in the form of imposed displace-

ment rate (or velocity) vectors (VX, VY, or VZ) according to

the simulation performed (Table 3). The displacement rates

applied to L5 were based on the experiments. Conse-

quently, all simulations under LD conditions were run at a

displacement rate of 0.1 m/s [3] while simulations under

HD loading conditions were run at a displacement rates of

1 m/s (compression [5]) and 4 m/s (flexion and extension

[2]). At the beginning of each simulation, the T12–L5

spinal segment was unloaded and had a lordotic angle of

25�. This lordotic angle was similar to the natural lordotic

angle of the unloaded spinal specimens measured before

the experimental tests [2, 3, 5].

Force (F)–displacement (D) curves were extracted from

axial and shear loading simulations, while moment (M)–

angular rotation (R) curves were extracted from bending

simulations. The moment (M)–displacement (D) curve of

the HD compression simulation was also extracted since it

was available experimentally. The stiffness (K) and the

maximum load were extracted from each curve and com-

pared to experimental values. K was calculated by linear

regression of the final portion of the curves [2, 3]. The

maximum load was defined in accordance with the

experiments:

– In HD compression, the maximum load was the load

observed at the point of failure (FFAIL) [5]. The point of

failure was defined as the point at which a further

increase in displacement/rotation resulted in a decrease

in external force/moment.

– In HD flexion and extension, the maximum load

(MMAX) was the maximum bending moment reached

after a displacement of 38.1 mm, as prescribed exper-

imentally [2].

– In LD conditions, the maximum load (FMAX or MMAX)

was the force reached at the displacement prescribed

experimentally (compression 6.35 mm, flexion and

extension 50.8 mm, and lateral bending, anterior shear

and posterior shear 38.1 mm) [3].

Displacements prescribed experimentally were set

before any sign of failure of the specimens were observed

(FMAX \ FFAIL; MMAX \ MFAIL). Consequently, the fail-

ure loads (FFAIL or MFAIL) for all LD and HD simulations

(except HD compression) were not compared to experi-

mental results.

All the simulations were performed using an explicit

dynamic solver that includes non-linear large deformations

(Radioss version 10.0, Altair Engineering inc., Troy, MI,

USA).

2.4 Comparison of failure behavior of T12–L5

under dynamic loading conditions

The SM2S model was used to compare the spinal injuries

predicted when submitted to compression, flexion, exten-

sion, anterior shear, and posterior shear at low and high

displacement rates. Simulation parameters were the same

as those reported for the validation, except that all

Table 3 Summary of the 8 simulations performed for the validation of the T12–L5 segment of SM2S under low dynamic (LD) and high

dynamic (HD) loading conditions

Load case Case # Type of loading Free DOF on T12 Applied loads on T12 Experimental results for validation

Compression 1 LD TY VY = -0.1 m/s F–D curves, K, FMAX

2 HD TY VY = -1.0 m/s F–D curves, K, FFAIL

Flexion 3 LD ALL VX = ?0.1 m/s M–A curves, K, MMAX

4 HD ALL VX = ?4.0 m/s M–A curves, K, MMAX

Extension 5 LD ALL VX = -0.1 m/s M–A curves, K, MMAX

6 HD ALL VX = -4.0 m/s M–A curves, K, MMAX

Anterior shear 7 LD TX VX = ?0.1 m/s F–D curves, K, FMAX

Posterior shear 8 LD TX VX = -0.1 m/s F–D curves, K, FMAX
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simulations were run up to failure. Displacement rates of

4 m/s were used for the HD anterior shear and posterior

shear simulations. Results extracted for comparison inclu-

ded the initiation sites of spinal injuries (bone fracture and/

or ligament rupture), the load at failure (FFAIL and MFAIL),

the displacement (DFAIL), or angular rotation (hFAIL) at

failure, the contact forces in the articular facets (FFFAIL),

the intradiscal pressure in the nucleus at failure (IDPFAIL),

and the maximum von Mises stress in the annulus

(VMFAIL). FFFAIL was computed by the vectorial summa-

tion of forces at various contact regions on the two facets of

each spinal level [35]. IDPFAIL was computed as one-third

of the trace of the stress tensor since the nucleus was

generated with solid elements [33].

3 Results

3.1 Validation of the model

The simulations performed under LD conditions (0.1 m/s)

resulted in non-linear F–D and M–R curves (Fig. 3). With

Fig. 3 Simulated force–

displacement and moment–

angular rotation curves versus

experimental corridors under

low dynamic (LD) conditions.

a Compression, b flexion,

c extension, d anterior shear,

and e posterior shear
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one exception, each of these curves and the derived

parameters fell within the experimental corridors

(Table 4). The exception was that, in flexion, K and

MMAX were higher than the maximum experimental

values.

The simulated F–D and M–D curves obtained in HD

compression (1 m/s) showed values for K and failure

parameters that were similar to the corresponding experi-

mental results obtained under similar conditions [5]

(Fig. 4). In HD flexion and extension (4 m/s), MMAX and

the corresponding resulting forces (vertical and horizontal)

were lower (by \15 %) than the minimum experimentally

obtained values (Table 5).

3.2 Comparison of failure behavior of the model

under dynamic loading conditions

At failure, there were higher forces and moments for

simulations under HD loading conditions than under LD

ones (Fig. 5). Also, the HD simulations showed lower

displacements and angular rotations at failure than simu-

lations under LD loading conditions.

Different initiation sites were observed for spinal inju-

ries produced in LD and HD compression, flexion, and

extension. In LD compression, a bone fracture was initiated

at the center of the endplate of L1 (Fig. 6a) while, in HD

compression, it was initiated in the upper part of the ver-

tebral body of L1 (Fig. 6b).

In LD flexion, ligament rupture and bone fracture were

initiated in the L4–L5 ISL and CL ligaments and in the

posterior rim of the L4 inferior endplate, respectively

(Fig. 6c). The rupture of the L4–L5 ISL ligament was also

observed in HD flexion, but the bone fracture was initiated

in the anterior part of the L4 vertebra (Fig. 6d). In LD

extension, fractures were initiated in the spinous process of

the L3 and L5 vertebrae (Fig. 6e), while in HD extension,

fractures were initiated in the anterior rim of the L4 inferior

endplate (Fig. 6f).

Fig. 4 Simulated versus

experimental test results under

high dynamic (HD)

compression. a Force–

displacement curves and

b moment–displacement curves

Table 5 Validation results

under high dynamic (HD)

flexion and extension

a Maximum values reached

after a linear displacement of

38.1 mm

Results Flexion Extension

FEM EXP FEM EXP

MZ-MAX (N-m)a 105 164 ± 43 146 201 ± 48

FXY-MAX (N)a 733 1,196 ± 261 856 1,181 ± 252

Table 4 Validation results under low dynamic (LD) compression, flexion, extension, anterior shear, and posterior shear

Load case K (N/mm or N-m/�) FMAX (N) MMAX (N-m)

SM2S EXP SM2S EXP SM2S EXP

Compression 386 520 ± 284 2,484 2,350 ± 1,210 – –

Flexion 2.0a 0.6 ± 0.4a – – 30.9 7.0 ± 3.0

Extension 9.2a 16.4 ± 7.1a – – 118 182 ± 92

Anterior shear 41 38 ± 10 708 830 ± 170 – –

Posterior shear 87 70 ± 16 1,060 1,760 ± 570 – –

a Units are in N-m/�
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Similar initiation sites were observed under LD and HD

shear loading conditions. Indeed, a rupture of the L4–L5 ISL

and CL ligaments, a fracture of the anterior rim of the L1

superior endplate, and a fracture of the posterior rim of the L4

inferior endplate were initiated in both LD and HD anterior

shear (Fig. 6g). A fracture was also initiated in the pars int-

erarticularis of L1 (not shown). In both LD and HD posterior

shear, fractures were initiated in the anterior rim of the L4

inferior endplate (Fig. 6h, i) and under the L4 spinous pro-

cess (not shown). Under LD conditions, however, a second

fracture was initiated in the posterior rim of the L1 superior

endplate (Fig. 6h). Under HD conditions, this second frac-

ture was initiated in the posterior elements of L1, underneath

the T12–L1 LF ligament (Fig. 6i).

Prior to failure, different IDP distributions were

observed between spinal levels under LD and HD com-

pression (Fig. 7a). In LD compression, the highest IDP was

observed at the T12–L1 level while it was at the L4–L5

level under HD compression. The IDP distributions

between LD and HD loading conditions were similar for all

Fig. 5 Simulated force–

displacement and moment–

angular rotation curves in LD

and HD loading conditions.

a Compression, b flexion,

c extension, d anterior shear,

and e posterior shear
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other modes of loading. Indeed, in LD and HD flexion and

extension, the IDP increased caudally (Fig. 7b, c). In LD

and HD anterior shear, low IDP was obtained for all levels,

except at L4–L5 (Fig. 7d). Little or no IDP was observed in

mid-levels of the lumbar spine (from L1–L2 to L3–L4)

under both LD and HD posterior shear (Fig. 7e). For all

loading modes, IDP values were higher under LD loading

conditions compared to HD ones.

In each of the loading cases, simulations under HD

loading conditions generated higher Von Mises stresses in

the annulus than under LD conditions. Stress distributions

(annulus with the higher peak stress) across levels were,

however, the same under both dynamic loading conditions.

In compression, peak stresses were mostly located in the

posterior part of the annulus and increased cranially

between levels (from L4–L5 to T12–L1) (Fig. 7a). In

Fig. 6 Initiation sites of spinal

injuries according to the loading

mode. a LD compression, b HD

compression, c LD flexion,

d HD flexion, e LD extension,

f HD extension, g LD and HD

anterior shear, h LD posterior

shear, and i HD posterior shear
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flexion and extension, peak stresses were, respectively,

located in the anterior and posterior part of the annulus. In

both cases, peak stresses increased caudally between levels

(Fig. 7b, c). In anterior and posterior shear, peak stress

location within the annulus (anterior or posterior) varied

across levels. Peak stresses were higher at both extremities

of the lumbar spine (T12–L1 and L4–L5) (Fig. 7d, e).

No contact forces were observed under LD and HD

flexion and posterior shear. Under each of these conditions,

capsular ligaments were stretched to provide resistance to

motion.

In compression, high facet forces were generated under

HD loading conditions, especially at the L1–L2 level,

while lower facet forces were generated under LD loading

conditions. Very low facet forces were observed under both

LD and HD extension. In compression and extension,

contact forces were generated between the spinous process

of the L4 and L5 vertebrae. This interaction between

spinous processes was also detected under posterior shear.

Finally, high facet forces were observed under both LD and

HD anterior shear.

4 Discussion

In the present study, a three-dimensional solid model of a

normal T12–L5 spine segment was developed for FEA

study of spinal injuries. This numerical model distinguishes

itself from other published models [11, 13, 19, 29, 43, 44]

by utilizing a detailed solid model, a fine FE mesh, and

strain-dependant material constitutive laws that simulate

bone fracture and ligament tear. These model improve-

ments allowed precise simulation of the biomechanical

behavior of the spinal components up to failure, under low

(0.1 m/s), and high (1 m/s and 4 m/s) displacement rates,

which represent greater displacement rates than used in

Fig. 7 Intradiscal pressures,

maximum von Mises stresses in

the annulus, and total contact

forces in the facets at initiation

of failure, under LD and HD

loading conditions.

a Compression, b flexion,

c extension, d anterior shear,

and e posterior shear
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most previous studies (the rates used in these studies are

low enough for the loading to be considered quasi-static).

Under LD loading conditions, the gross biomechanical

behavior of the model in the sagittal plane, as described by

the load–displacement curves (Fig. 3), was in good

agreement with the experimentally determined in vitro

data. The simulated maximum loads in HD compression,

flexion and extension were either within or very close to

the experimental corridors (Fig. 4; Table 5). However, the

first loading phase observed experimentally in HD flexion

and extension [2] was not reproduced. This phase was

characterized by a large initial rotation of the free end of

the specimen in the direction of the loading without a

notable increase in moment, immediately followed by a

moment in the opposite direction. Only the phase charac-

terized by an increasing moment in the direction of loading

was simulated.

The discrepancies observed between the FEM and the

cadaveric specimens (e.g., in LD and HD flexion, and HD

extension) can, mostly, be attributed to the fact that

material properties used to simulate the bone and IVD

components were isotropic, symmetric, and calibrated in

compression. The multi-directional calibration method

proposed by Schmidt et al. [32] for the IVD could have

been used, but such a method requires a large number of

experiments which are not yet available. Discrepancies

may also be attributed to the fact that the so-called initial

‘‘toe region’’ (where an increase in length is observed

without a significant force increase) of the spinal ligaments

was not implemented into the FEM, thus overestimating

ligament stiffness in the neutral zone. Discrepancies may

also be attributed to the absence of articular cartilage and

synovial fluid at the facet joints, which may underestimate

the load shared by the facets especially under compression,

extension, anterior shear and posterior shear. Other limi-

tations may be defined by differences between the experi-

mental setup (age of the specimens, loading/boundary

conditions, etc.) and the FEM. Such inherent limitations

may have contributed to discrepancies, and this should be

considered when interpreting the results.

Because of the paucity of in vitro data characterizing the

biomechanical behavior of the spine under dynamic load-

ing conditions up to failure, it was not possible to directly

validate the stress and strain fields and contact forces

throughout the spinal segment, nor the initiation sites of

spinal injuries. Since these data are not easily amenable via

direct experimental measurements, the evaluation provided

in the present study represents a first but significant step

towards the development of a FEA of models of spine

segments under loading conditions experienced in trauma

situations. Obviously, under in vivo conditions, complex

combined loads are usually involved so that comparison of

the spinal injuries predicted in the current study under

simple loads, without muscular, intra-abdominal pressure,

and gravity effects, with those observed clinically should

be performed with care. This last statement is further

emphasized by the fact that spinal injuries were modeled

through an element deletion process that accurately pre-

dicts the initiation site of an injury (bone fracture or liga-

ment rupture), but not its final state, as observed by

clinicians after trauma.

The comparison between the biomechanical behavior of

the lumbar spine under LD and HD conditions further

demonstrates the ability of the FEM to virtually assess

spinal injuries under different loading rates. Indeed, under

HD loading conditions, the model displayed higher stiff-

ness and loads to failure, but lower displacements (linear

and angular) to failure, which is consistent with experi-

mental observations in axial compression [16, 45], anterior

shear [46], and flexion-shear loads [23, 24, 27]. By mod-

ulating the load-sharing mechanism amongst the different

spinal components in response to the different loading

rates, the model was also able to predict the onset of spinal

injuries for a given loading direction.

Also, the comparative analysis provided new insight into

the biomechanics of spinal injuries. For instance, the large

stress sustained by the annulus under HD loading condi-

tions, as opposed to the nucleus, suggests that the annulus

bears a higher portion of the load in HD loading conditions.

As a matter of fact, bone fractures were all located in the

vertebra adjacent to the IVD with the highest peak von

Mises stress.

Simulations in LD and HD compression confirmed that

in healthy IVDs, bone fractures are initiated in the middle

of the endplate and in the cancellous bone under the

nucleus, as observed by Shirado et al. [34]. Accordingly,

the endplate and vertebral body fractures observed in LD

and HD compression are in agreement with the findings of

Yingling et al. [45]. The fact that the intradiscal pressure at

failure was slightly higher under LD loading conditions

than under HD loading conditions suggests that the sudden

penetration of the nucleus material through the endplate of

the vertebra might not be the sole cause of severe com-

pression fractures (e.g., burst fractures). Facet joints could

also play a crucial role, as hypothesized by Langrana et al.

[20] and Wilcox et al. [43], by transmitting shear forces to

the posterior upper half of the vertebral body. In the present

study, the higher facet loads observed in HD compression

at the L1–L2 level resulted in higher stress concentrations

at the base of the pedicle, thus supporting this hypothesis.

In LD flexion, the low stiffness of the annulus allows the

anterior part of the disc to compress, bulge, and, with the

combined action of the posterior ligaments, generate ten-

sile stress and strain in the postero-inferior part of the

vertebral bodies. The rupture of the ISL at the L4–L5 level

under both LD and HD loading conditions further suggests
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that when an anterior wedge fracture or an endplate avul-

sion of the posterior rim is diagnosed, the posterior liga-

mentous complex might be at risk for ligament injury.

The IVD material properties also played a significant

role in extension. Indeed, the low stiffness of the annulus

and the nucleus, under LD conditions, offered little resis-

tance to the extension moment. This resistance was mostly

provided by the spinous process of the L3, L4, and L5

vertebrae that failed shortly after contact. Such spinous

process fractures are very uncommon and should be

attributed to the small initial distance between the adjacent

spinous processes and the low facet forces generated by the

model. In fact, these low forces observed in both LD and

HD extensions were unexpected since facet articulations

generally play a significant role in extension [35]. The

movement patterns, the specific facet geometries and

modeling limitations (no articular cartilage and synovial

fluid), and the absence of combined axial compression (or

preload) are factors that could explain this limited role.

This type of hyperextension injury is usually seen in pilots

after ejection from military aircraft [15].

The biomechanical observations made in flexion and

extension can be directly applied to the case of pure shear

loads. For instance, LD and HD anterior shear puts the

T12–L1 motion segment in extension and the L4–L5

motion in flexion, while the opposite is observed in pos-

terior shear. Consequently, spinal injuries observed in

anterior and posterior shear loads were similar to those

reported in flexion and extension. The anterior translation

movement of the T12 vertebra also induces large facet

loads at the T12–L1 level and causes fractures of the pars

interarticularis of L1. Similar types of fractures were

observed by Yingling et al. [46] after exposing porcine

cervical motion segments to anterior shear loads under

quasi-static and dynamic loading conditions.

In the present work, a detailed FEA of a model of the

full lumbar spine dedicated to the virtual assessment of

bone and ligament injuries in multiple loading conditions

was presented and validated. The proposed lumbar spine

model takes into account the rate-dependency and failure

behavior of spinal components. However, the model did

not consider the active and passive muscular responses,

which might alter the lumbar spine kinematics and load-

sharing amongst components during the interval in which

injury likely occurs. But whether muscular reaction miti-

gates or exacerbates spinal injuries remains unclear and the

complex loads sustained by the spine during real-life

trauma situations need to be precisely quantified. Also, the

model did not take into account the fluid flow that occurs

between spinal components in response to loading, and

which could be achieved by using poroelastic material

laws. The assumption of no fluid flow in the spinal com-

ponents was appropriate here since the study was focused

on the mechanical response of the lumbar spine to dynamic

loading velocities, as opposed to long-term gravitational

loads, which may induce a visco-poroelastic response over

a timeframe of minutes or hours. Indeed, it is accepted that

the fluid within the cartilage matrix and the vertebrae has a

limited flow under high strain rates or high velocities [26]

and that for such loading conditions, the cartilage response

relies on a fluid-flow independent mechanism [4]. Future

work should focus on model improvements (e.g., laxity and

toe-in region of the ligaments, asymmetric material

behavior, articular cartilage and synovial fluid of facet

joints, and muscle contributions), application of combined/

complex loads, and detailed comparisons of the simulated

spinal injuries with clinical observations.

In summary, the different initiation sites of spinal injuries

observed under LD and HD loading conditions suggest that

the rate-dependency exhibited by the material properties of

spinal components plays a significant role in the onset of

spinal injuries. The rate-dependency of the spinal compo-

nents should always be implemented in FEA studies applied

to research on spinal injuries, especially when designing

safety devices or choosing rehabilitation programs. To our

knowledge, this added complexity is infrequently employed

in FE modeling of the spine and, so, the present work is a

significant contribution to this field of study.
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