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To reduce the influence of laser-induced breakdown spectroscopy (LIBS) experimental parameter
fluctuations to quantitative analysis of slag components, a normalization method using integral in-
tensity of plasma image was proposed and a series of experiments with slag samples were performed.
Mg II 279.55 nm, Ca II 396.85 and Ca I 422.67 nm were selected as analytical lines, and analytical
curves of reference mass fractions versus spectral line intensities were established. With the incre-
ment of set threshold for edge extraction of plasma image, the determination coefficients and relative
standard deviations of analytical curves were improved gradually and reached the optimum values
when the threshold was equal to 10 000. Comparing with the results without normalization and
normalized by whole spectrum area, the relativity between spectral line intensity and mass fraction
can be enhanced efficiently after normalized by integral intensity of plasma image. The verification
experiments with Ti alloy samples further confirmed the conclusions mentioned above.
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1 Introduction

Slag is an important production of smelting process and
its components are very complicated [1]. The mass frac-
tions of major components in slag are in the range of
30%–65% for CaO, 10%–40% for Al2O3 and 0.5%–13%
for SiO2. And slags from different smelting stages ex-
hibit a significant heterogeneity in species distribution as
well as varying color, cracks and ferrous oxide inclusions.
Meanwhile, slag has several metallurgical functions, such
as deoxidation, desulfurization and removal other impu-
rities. Therefore, fast analysis of major components in
slag plays decisive roles in assurance of smelting quality,
improving recovery rate of steel and adjusting sequence
of smelting operation. Nowadays, the widely used tech-
nique for analyzing slag components is XRF, which re-
quires at least 20 minutes for sample preparation includ-
ing sampling, delivering, crushing and pressing pellets.
And a precise analysis takes additional time [2]. In order
to improve the real-time of analysis results, laser-induced
breakdown spectroscopy (LIBS), the appealing features
of which include little to no sample preparation, in-situ

and quick analysis and the capability to analyze any kind
of sample, etc., is introduced [3–6].

However, the characteristics of laser-induced plasma
can be affected by several factors, such as the fluctua-
tion of laser energy, homogeneity of sample components,
laser-sample interaction process and self-absorption, so
the spectral line intensities of LIBS show obvious uncer-
tainties. Even when experiments are performed with a
homogeneous sample and under the same experimental
conditions, the uncertainties are still obvious. This draw-
back has impeded the accuracy improvement of quan-
titative analysis and the further development of LIBS
[7]. Thus, reducing the uncertainties has been one of
the most important research topics. One common used
method is averaging or accumulating of repeated mea-
sured spectra [8, 9]. However, because of nonlinear re-
lationship between spectral line intensity and plasma
characteristic parameters (plasma temperature, electron
number density and particulate concentrations, etc.), lin-
ear averaging or accumulating of spectra may introduce
some new errors. Another method is using plasma char-
acteristic parameters to reduce the uncertainties. One of
the outstanding representatives is the group of Zhe Wang
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of Tsinghua University [10, 11]. After researching the
relationship between spectral uncertainties and Charac-
teristic parameters, they developed several algorithms to
improve the stability of LIBS signal, and the effectiveness
of their algorithms has been confirmed with brass alloy
and coal, respectively. But their methods have not been
used to improve the spectral stability of slag sample until
now. Normalization is the third generally used method
to minimize the uncertainties. One approach is normal-
izing the spectral line intensity with the peak intensity
of an internal element [12, 13], and another approach
is normalization with the whole spectrum area [14–16].
These methods can partially decrease the uncertainties
induced by the experimental parameter fluctuations, but
they also cannot overcome the effect of plasma free ex-
pansion. To explore new normalization approach for the
improvement of spectral stability, Sturm et al. normal-
ized the spectral line intensity by the diffraction intensity
of the zeroth order which is detected by a PMT mounted
at the zeroth order position of the spectrometer grat-
ing [17]. The determination coefficient of linear fitting
for I/I(0th) versus reference mass fractions measured by
XRF is greater than 0.97.

However, as for the commonly used grating spectrom-
eter for LIBS, the grating is sealed in the instrument,
and the zeroth order diffraction intensity cannot be de-
tected by the ICCD. It is difficult for most researchers to
obtain the zeroth order diffraction intensity. But the im-
age of laser-induced plasma can be acquired easily, and
the influence of experimental parameter fluctuations may
be proportional to both spectral intensity and plasma
image. In view of these facts, this study tries to demon-
strate the relationship between spectral line intensity and
plasma image using analytical curves. And results based
on spectral line intensities normalized by integral inten-
sities of corresponding plasma images are compared to
those based on spectral line intensities without normal-
ization and normalized by whole spectrum areas. Further
verification experiments are also carried out with Tita-
nium alloy.

2 Experimental setup

Assuming that plasma is optically thin and the local
thermal equilibrium (LTE) is fulfilled during the tem-
poral window of signal acquisition, the measured atomic
or ionic characteristic spectral line intensity can be cal-
culated by Boltzmann equation [18]:

I = F
gk exp(−Ek/(kBT ))

U(T )
AkiCS (1)

where F is the instrumental constant for fixed experi-
mental conditions, and CS is the total atomic or ionic
number density. Aki is transition probability, and the
subscript k and i indicate the upper and lower energy
level of characteristic line. gk and Ek are the degeneracy
and excitation energy of k level. U(T ) and kB are parti-
tion function at temperature T and Boltzmann constant.
For a specific spectral line and a given experimental con-
dition, the ratio of identical spectral line intensity is

I1

I2
= A

CS1U(T2)
CS2U(T1)

exp(
Ek

kBT2
− Ek

kBT1
) (2)

which demonstrates the important roles of laser beam
quality, ablation quantity, sample characteristics and col-
lecting position in LIBS. Meanwhile, the size and spatial
distribution of plasma may also be influenced by the fac-
tors mentioned above. To demonstrate the feasibility of
correcting spectral line intensity with integral intensity
of plasma image, a corresponding LIBS system shown in
Fig. 1 is established. A 1064 nm Nd:YAG laser beam,
the repetition rate and pulse width of which are 10 Hz
and 8 ns respectively, is reflected by a mirror and focused
by a convergent lens with focal length of 100 mm. The
sample is placed on a x–y–z manually controlled stage.
The distance between lens 1 and sample stage has been
optimized by a series of experiments. The device to ac-
quire spectra is mounted on one side of sample stage,
and observes the plasma under an angle of about 20◦

to the sample surface. The emission spectrum is coupled
into spectrometer of Andor ME5000, the spectral range
of which is from about 230 to 975 nm with a wavelength
accuracy of about 0.05 nm. An ICCD, the type of which
is the same as that used in ME5000, is mounted on the
other side to acquire plasma image under the angle of
about 0◦ to sample surface. Delay time and gate width
of both ICCDs are fixed at 1.5 µs and 1 µs, respectively.
When plasma is generated by a single laser pulse, the
corresponding emission signal and plasma image are ac-
quired synchronously.

Fig. 1 Schematic setup of LIBS system.
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Fig. 2 Plasma images of different stage.

3 Results and discussion

3.1 Results of slag samples

The seven slag samples used in these series experiments
are provided by Maanshan Iron & Steel Company Ltd.
These samples are prepared after second molten and
their appearances are similar to glass. The energy of
Nd:YAG laser with maximum pulse energy of 500 mJ
is fixed at 65 mJ in these experiments to avoid break-
ing up slag sample. The plasma images and spectra are
synchronously acquired as a series, respectively. One se-
ries contains 50 group data, and each group data is cor-
responding to plasma induced by a single laser pulse.
For each sample, four series data are acquired at differ-
ent positions. Plasma images show that the variations
of plasma in each series are almost the same, and three
typical spatial distributions are illustrated in Fig. 2.

Plasmas induced by the earlier several pulses are very
irregular and instable [Fig. 2(a)], and they become hemi-
spherical with experiments gradually [Fig. 2(b)]. After
about 40 pulses, longitudinal lengths of plasmas become
larger and larger with the increment of ablation depth
[Fig. 2(c)]. According to the typical generation and evo-
lution process, the ideal shape of laser-induced plasma
during early stage of expansion is close to hemisphere
[19]. Then, the first selection criterion is that plasma
shape must be close to hemisphere, and positions of spot
centroids must be relatively stable. This criterion is to
improve the consistency of relative collecting position for
spectra. The second criterion is about the ratios of spec-
tral line intensities belonging to different particles. For
example, supposing that the statistical average ratio of
Ca I 422.67 nm to Mg II 279.55 nm of 200 group sig-
nal is 6, but a ratio is 8 which deviates from 6 seriously,
then the corresponding spectrum will be discarded. This
criterion is to reduce the influence of inhomogeneity of
components in samples.

A spectrum of slag sample taken from refinery cinder
is shown in Fig. 3. For the spectrum induced by a sin-
gle laser pulse, only a few spectral lines can be found,

and independent spectral lines which do not have obvi-
ous self-absorption are even less. After careful selection,
only spectral lines of Mg II 279.55 nm, Ca II 396.85 and
Ca I 422.67 nm can meet our requirement, and the con-
centrations of MgO and CaO in 7 samples are shown in
Table 1.

Fig. 3 Spectrum of refining slag sample induced by a single laser
pulse.

Table 1 Concentrations of MgO and CaO in slag samples.

Mass fractions /%

MgO 2.36 2.37 7.73 5.38 4.87 5.70 5.78

CaO 37.09 44.65 40.03 48.93 47.50 62.56 63.46

In order to analyze the relativity between spectrum
and plasma image, analytical curves basing on spectral
line intensities normalized by integral intensities of corre-
sponding plasma images are established and compared to
analytical curves based on spectral line intensities with-
out normalization and normalized by integral intensi-
ties of corresponding whole spectrum areas, respectively.
The comparisons between different methods mentioned
in this paper are based on the same set of data which
are all selected by the two criterions mentioned above.
To optimize the effect of normalization, series thresh-
olds of ICCD background intensity are set to determine
the edge of plasma image and distinguish it from back-
ground. Basing on these thresholds, we can calculate the
integral intensities of plasma images. The variations of
plasma images corresponding to thresholds varying from
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2000 to 15 000 are shown in Fig. 4, in which 2000, 4000
and 6000, etc., are the thresholds. For a fixed thresh-
old of 2000, there is a shadow under plasma, and the
shadow becomes smaller and smaller with the increment
of threshold and disappears when the threshold exceeds
8000. To find out the causes of shadow, the experiments
are repeated using powder standard samples of the same
slag. And in the later experiments we do not find the
shadow. These results demonstrate that the shadow may
be caused by shooting angle of ICCD and the charac-
teristic of slag sample which is close to glass. With the
increment of thresholds, the volume of plasma image de-
creases gradually.

After normalized by integral intensity of corresponding
plasma image, the statistical average of spectral line in-
tensities for each sample is obtained. The determination
coefficients (R2) of linear fitting for statistical average in-
tensities versus mass fractions are illustrated in Fig. 5(a),
and corresponding relative standard deviations (RSDs)
are shown in Fig. 5(b), where squares, circles and tri-
angles represent the results of Mg II 279.55 nm, Ca II
396.85 nm and Ca I 422.67 nm, respectively.

When the threshold of ICCD background intensity is
set from 2000 to 10 000 step by step, R2 and RSD which
reflect the normalization effect improve gradually, and

become worse when the threshold increase continuously.
Take R2 of spectral line Mg II 279.55 nm for example, it
is smaller than 0.908 when the threshold is 2000. When
the threshold is 10 000, the value exceeds 0.938, and it
tends to stable with the further increment of threshold.
For spectral line Ca I 422.67 nm, the threshold corre-
sponding to optimum R2 is 8000, which is smaller than
that for Mg II 279.55 nm and Ca II 396.85 nm. The main
reason may be the inhomogeneity of particles. Generally,
ions assemble at central area of plasma where tempera-
ture is higher, but atoms assemble at area where tem-
perature is a little lower [20, 21]. R2 of analytical curves
for Ca II 396.85 nm and Ca I 422.67 nm are smaller than
that of Mg II 279.55 nm. The difference may be caused
by self-absorption, because the mass fraction of CaO in
samples is much greater than that of MgO. The RSDs
of analytical curves for Mg II demonstrate the similar
optimizing process as that of R2, but their values are
greater than those of Ca, which may be also relative to
mass fractions.

For spectral line Mg II 279.55 nm, analytical curves
based on spectral line intensities without normalization
and normalized by integral intensities of corresponding
plasma images are shown in Figs. 6(a) and (b), respec-
tively. In these figures, circles represent relative spectral

Fig. 4 Plasma image corresponding to different thresholds.

Fig. 5 Variations of linear fitting determination coefficients and relative standard deviations of analytical curves. (a)
Variations of determination coefficients; (b) Variations of relative standard deviations.
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line intensities of plasma induced by a single laser pulse,
and triangles are corresponding to statistical average in-
tensities. The R2 of linear fitting for analytical curve
of average intensities shown in Fig. 6(a) is 0.366, which
indicates that there is not any obvious linear relation-
ship. And the coefficient improves to 0.938 in Fig. 6(b),
which demonstrates that the normalization can correct
the spectral line intensity efficiently.

Analysis results of linear fitting for spectral line inten-
sities of Ca I 422.67 nm versus mass fractions are shown
in Fig. 7. In Fig. 7(a), circles represent the spectral line
intensities induced by each single laser pulse after nor-
malization with integral intensities of whole spectrum ar-
eas, and they are the intensities normalized by integral
intensities of plasma images in Fig. 7(b). The meanings
of triangles are the same as those shown in Fig. 6. In Fig.
7(a), the R2 of linear fitting for statistical averages inten-
sities is 0.400, and it improves to 0.939 in Fig. 7(b). The
results shown in Figs. 6 and 7 demonstrate that, com-
paring to the other two methods mention above, normal-
ization with integral intensity of corresponding plasma
image can improve the relativity between spectral line
intensity and mass fraction. The main reason may be
that, the integral intensity of plasma image reflects the

actual fluctuation of plasma radiation intensity. But the
integral intensity of whole spectrum area is only a small
part of the plasma radiation intensity, and can only re-
flect the signal fluctuation partially. Moreover, the influ-
ence of systematic noise fluctuation to integral intensity
of whole spectrum area is more obvious, because the in-
tegral intensity of whole spectrum area is much lower
than that of plasma image.

3.2 Verification results with Titanium alloy

In order to verify the effect of normalizing spectral line
intensity with integral intensity of plasma image, a group
of Titanium alloy standard samples provided by Central
Iron & Steel Research Institute (CISRI) is tested. The
acquisition mode during these experiments is the same
with that used for signal acquisition of slag samples. For
the spectra of Titanium alloy, there are lots of spectral
lines belong to Ti II, but only one usable spectral line
(Al I 396.15 nm) belonging to alloying elements can be
found. The mass fractions of Titanium in 5 samples are
relatively stable, so the verification experiment is based
on spectral line Al I 396.15 nm. The mass fractions of Al
and Ti are shown in Table 2.

Fig. 6 Standard curves of Mg II 279.55 nm spectral line intensities versus reference mass fractions. (a) Without normal-
ization; (b) Normalized by integral intensities of plasma images.

Fig. 7 Standard curves of Ca I 422.67 nm spectral intensities versus reference mass fractions. (a) Normalized by whole
spectrum area; (b) Normalized by integral intensities of plasma images.
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Table 2 Mass fractions of Al and Ti in Ti alloy.

Components Mass fractions /%

Al 4.59 5.59 6.25 7.05 7.64

Ti 87.87 88.14 88.04 88.77 88.52

When the thresholds of ICCD background intensity
increase from 2000 to 10 000, variations of R2 and RSDs
are shown in Fig. 8. With the increment of thresholds,
the normalization effect is optimized gradually. When the
threshold is equal to 7000, the R2 and RSD are optimal.

Analytical curves for Al2O3 are shown in Fig. 9. The
R2 of analytical curve without normalization is 0.899,
and it improves to 0.953 when spectral line intensity is

normalized by corresponding whole spectrum area. And
the value reaches 0.987 when spectral line intensity is
normalized by integral intensity of plasma image. It is
apparent that normalization with integral intensity of
plasma image can improve the relativity between spec-
tral line intensity and mass fraction efficiently.

4 Conclusions

In the present work, spectra and plasma images of slag
and Ti alloy samples are acquired, respectively. When
spectral line intensity is normalized by integral intensity

Fig. 8 Variations of R2 and RSDs of linear fitting for analytical curves. (a) Variations of determination coefficients; (b)
Variations of RSDs.

Fig. 9 Comparisons of analytical curves for Al. (a) Without normalization; (b) Normalized by whole spectrum area; (c)
Normalized by integral intensity of plasma image.
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of plasma image, the threshold of ICCD background
intensity plays an important role. For a fixing thresh-
old and the same set of spectral data after selection,
analytical results of slag and Ti samples all indicate
that, comparing to results without normalization and
normalized by whole spectrum area, the determination
coefficients and relative standard deviations can be op-
timized obviously when spectral line intensity is normal-
ized by integral intensity of corresponding plasma image.
These results demonstrate that, based on the selection
criterions we have proposed, the influences of ablation
quantity, sample characteristics and collecting position
can be decreased deeply after normalization. Analysis
results also indicate that, it is not always successful with
the present normalization method especial for compo-
nents of high mass factions. The main reason may be
that the influence of self-absorption to spectral line in-
tensities of major components is more obvious, and this
needs further study in the future.
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