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Dip-pen nanolithography (DPN) is a useful method for directly printing materials on surfaces with
sub-50 nm resolution. Because it involves the physical transport of materials from a scanning probe
tip to a surface and the subsequent chemical interaction of that material with the surface, there
are many factors to consider when attempting to understand DPN. In this review, we overview the
physical and chemical processes that are known to play a role in DPN. Through a detailed review
of the literature, we classify inks into three general categories based on their transport properties,
and highlight the myriad ways that DPN can be used to perform chemistry at the tip of a scanning
probe.
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inorganic materials [3, 4]. Part of the reason for the
widespread adoption of DPN is that it has a low bar-
rier to entry; any researcher with access to an atomic
force microscope (AFM) can perform a DPN experiment
and thus print nanoscale features.

Concurrent with the increase in applications of DPN;,
much work has focused on developing an understand-
ing of the interesting physical and chemical phenomena
involved in the DPN process. This review is intended
to summarize this progress by outlining the current un-
derstanding of DPN and serve as a starting point for
researchers who would like to explore the patterning
of new materials. Other literature reviews can be re-
ferred to for a more in-depth look at the evolution [3]
of DPN or its applications [4, 5]. While DPN originally
utilized cantilever-based scanning probes, recent break-
throughs have transitioned many molecular printing ex-
periments onto cantilever-free platforms that offer higher
throughput while maintaining the disposable nature of
the probes [6-8]. While the development and application
of cantilever-free lithographic techniques are beyond the
scope of this review [9], the principles discussed herein
apply to both cantilever-based and cantilever-free molec-
ular printing tools.

This review proceeds as follows: Section 2 contains an
overview of the basic physical models of material trans-
port in DPN. Section 3 presents a discussion of the phys-
ical factors that influence transport in DPN and delin-
eates three categories of inks. Section 4 outlines the di-
versity of chemistry that has been performed at the tip of
a scanning probe and details how these chemical consid-
erations affect patterns generated by DPN. We conclude
with a brief discussion of the open questions related to
materials transport in DPN.

2 Modeling the DPN process

DPN is a materials transport process, and the manner in
which materials are transferred from the scanning probe
tip to the substrate involves both physical and chemical
interactions. The basic picture is that when an ink-coated
AFM tip is brought into contact with a surface, material
will transport from the tip to the surface in a controlled
fashion. Depending on the ink, two physical phenomena,
molecular diffusion and fluid flow, may take place. The
relative importance of these effects depends considerably
on the ink material in question. In the case where molec-
ular diffusion dominates, the ink is known as a diffusive
ink while in the case when fluid flow dominates, the ink is
known as a liquid ink. In this section, we outline models
of these two effects.
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2.1 Transport models for diffusive inks

In a typical DPN experiment with a diffusive ink, an
AFM probe is dipped into an ink solution for a specified
amount of time. Following dip coating, the solvent evap-
orates, leaving a well-defined quantity of ink molecules
on the tip, defined here as the ink loading. The AFM
probe is then loaded into a scanning probe instrument
with both temperature- and humidity-control. When the
tip is brought into contact with a surface, a water menis-
cus spontaneously forms and ink diffuses from the tip to
the surface [Fig. 1(a)] [10]. To generate a dot feature, the
AFM tip is held in contact with the substrate for a speci-
fied dwell time. To generate a line, the tip is brought into
contact with the surface and moved across the surface at
a constant velocity known as the writing speed. These
features are characterized by their diameter (for dots) or
their width (for lines).

Depositing diffusive inks is hypothesized to encom-
pass three processes [11]: (1) Dissolution: ink molecules
dissolve from the tip into the water meniscus. This is
a kinetic process in which the ink molecules are ther-
mally activated [12]. (2) Diffusion: ink molecules diffuse
through the water meniscus from the tip to the surface
and then along the surface. This process is assumed to
be Fickian and therefore the flux of material is expected
to be proportional to the difference in ink concentra-
tions between the tip and the surface. (3) Assembly: ink
molecules in the vicinity of the surface bind to any avail-
able site through a thermally activated process.

Many analytical and numerical models of DPN of dif-
fusive inks have been proposed that make quantitative
predictions relating feature size to patterning and mate-
rial parameters [13]. The results of these models can be
contextualized by considering their assumptions regard-
ing the relative rates of the steps in the three step process
described above. For example, the first model of DPN,
proposed by Jang et al., utilized a surface diffusion model
of steps (2) and (3) with the assumption that a constant
flux of material was delivered to the surface [13]. We in-
terpret this assumption to be a “dissolution-limited” case
because steps (2) and (3) are assumed to be sufficiently
fast that there is never a downstream buildup of material
that would slow dissolution. Under these assumptions,
they found that the feature diameter will grow linearly
with time to the 1/2 power, but that the slope of this
growth would depend on whether step (2) or step (3) was
faster.

In a different model, Cho et al. considered the case
when the tip is treated as having a constant concentra-
tion of dissolved ink [14]. We consider this to be a fast
dissolution condition as step (1) must occur sufficiently

Keith A. Brown, et al., Front. Phys., 2014, 9(3)
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1) Dissolution

‘L (2) Diffusion

Viscous flow

Fig. 1 (a) Schematic of dip-pen nanolithography (DPN). A patterning experiment in which a soluble small molecule ink
is deposited consists of three steps: (1) Dissolution in which the ink dissolves into the water meniscus. (2) Diffusion during
which the ink diffuses from the tip to the surface. (3) Assembly in which the ink absorbs to the surface. (b) Schematic

depicting the patterning of liquid ink materials by DPN.

fast such that the ink concentration at the tip quickly
saturates. Interestingly, the dynamics of feature growth
in this model were dominated by the relative importance
of steps (2) and (3): in the “diffusion-limited” case where
step (3) was much faster than step (2), they predicted
that the diameter of a feature should grow as time to the
1/2 power while in the “assembly-limited” case where
step (2) was much faster than step (3), the power law
exponent was expected to decrease to 1/3.

The relative importance of the steps in the DPN pro-
cess are not determined solely by material parameters;
patterning conditions such as dwell time can change the
appropriate physical model. For example, Weeks et al.
developed a model of the dissolution kinetics by compar-
ing the combined rate of steps (2) and (3) to that of step
(1) [12]. By modeling dissolution as a first order process,
they found that the same system could be considered
“dissolution-limited” or “diffusion-limited” depending on
the dwell time. At early times, they observed a constant
flux of material from the tip while at later times, they
observed a constant concentration of ink in solution. Un-
der both asymptotic conditions, they predicted that the
feature diameter would grow linearly with time to the
1/2 power, but that the slope of this growth would slow
at the transition from constant flux to constant concen-

Keith A. Brown, et al., Front. Phys., 2014, 9(3)

tration [12]. A later model by Saha et al. treated the
general case of a similar model and found a non-power
law dependence of line width on writing speed [11].

The diversity of models of DPN shows that a great
deal of effort has gone into understanding the transport
of diffusive inks. As such, there is a fairly clear picture
of the important parameters. Here, we have provided a
simplified picture of DPN that does not include contribu-
tions from molecule-molecule interactions, though many
additional models treat these interactions explicitly us-
ing molecular dynamics and other techniques [15-17].

2.2 Transport models for liquid inks

In contrast to diffusive inks, the transport of liquid inks
is dominated by bulk fluid flow from the tip to a surface
[Fig. 1(b)]. When a pen coated with a liquid ink touches
a surface, a fluid flow arises that transports the ink to the
surface. This flow is assumed to be influenced by many
effects including the Laplace pressure at the meniscus,
the surface energy, and the liquid viscosity [18]. De-
spite widespread use as a transport strategy in DPN,
there are few models of this behavior in the literature,
although analysis of this problem using a mass transfer
model based on low Reynolds number fluid dynamics has
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provided useful insight [18, 19]. In a recently proposed
model that analyzed the fluid flow through extension of
the Stokes equations, the rate of mass transfer was pre-
dicted to decrease with dwell time and ink viscosity [19].
The lack of detailed theoretical studies in this area rep-
resents an opportunity for furthering our understanding
of liquid ink transport in DPN.

3 Physical considerations of materials
transport

Having laid out the theoretical framework that has been
used to describe the DPN process, we will now overview
the experimental studies that provide insight into the
factors that affect the transport rate. We will initially fo-
cus on the widely studied 16-mercaptohexadecanoic acid
(MHA) as a canonical diffusive ink.

3.1 Relative humidity

Relative humidity (RH) is perhaps the most widely stud-
ied factor with respect to DPN. For MHA alone, there
have been many studies that examine the effect of RH on
the rate of transport. The transport rates measured in
three representative studies are displayed in Fig. 2 [12,
20, 21]. The transport rate increased with RH in these
experiments, and this trend was consistent despite the
disparity in inking conditions that were used. Increasing
the RH is hypothesized to result in a larger water menis-
cus, thus expediting steps (1) and (2) for water soluble
materials like MHA [20]. The existence of the meniscus
has been supported by compelling evidence through di-
rect observation of the meniscus at a RH as low as 40% in
an environmental scanning electron microscope (ESEM)
[22, 23]. Additionally, experiments performed by placing

r: o Weeks et al. 2002

o 0.017 o Rozhok et al. 2003 [
g % Peterson et al. 2004
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Fig. 2 Transport rate from three seminal studies in which 16-
mercaptohexadecanoic acid (MHA) was patterned on gold surfaces.
In each study, the rate is calculated as the slope of feature size
squared vs. dwell time. The differences in rates between the three
studies are presumed to result primarily from due to differences in
the inking procedure used in each case.
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an AFM probe in contact with a NaCl substrate at RH
values as low as 0% resulted in sample etching and pull-
off forces commensurate with meniscus formation [24].
Finally, at values of RH ~84%, molecular transport along
the surface of the meniscus has been reported, leading to
ring-like structures [25]. These results are all consistent
with the general observation that higher humidity results
in a larger meniscus [20].

3.2 Temperature

Given that all of the three processes in DPN are ex-
pected to depend on temperature, temperature should
play a major role in determining the transport rate. In-
deed, Rozhok et al. systematically studied the effect of
temperature on MHA transfer during DPN, and as ex-
pected, the transport rate increased with increasing tem-
perature [20]. In addition, Chung et al. used a heated
probe and found both dissolution into the meniscus and
adsorption on the surface to be thermally activated pro-
cesses. In particular, they found that in the case of MHA
on Au, one third of the activation barrier is from disso-
lution and two thirds of the barrier is from adsorption
[26].

3.3 Ink loading

The ink loading is expected to be a critical factor in
determining the rate of ink transfer. In the dissolution-
limited case, the overall transport rate is expected to
be proportional to the ink loading [11]. To study this
effect, Giam et al. inkjet-printed various quantities of
MHA onto pens and found that adding ink linearly in-
creased the transport rate up to a saturation value [27].
As a corollary to this, it has been observed in several
studies that writing for long periods of time (on the scale
of hours) led to a reduction in the transport rate, pre-
sumably due to the depletion of ink reserves [21, 28, 29].

3.4 Ink composition

Thus far, the discussion has focused on the case of MHA
patterned on gold. While this is an ideal model system,
many additional ink-substrate combinations have been
explored. In an attempt to explore the transport of a
more diverse set of materials, we tabulated the rate at
which a wide variety of materials were transported. A
common way to parameterize the transfer rate is to print
dot features with differing dwell times and find the slope
of the dot diameter squared vs. dwell time [12]. This anal-
ysis results in a rate constant with units of length squared
over time. As discussed in Section 2, this dependency is

Keith A. Brown, et al., Front. Phys., 2014, 9(3)
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widely seen in many models of diffusive ink transport,
but is not necessarily valid for other materials. Regard-
less, a rate constant of this form can still be computed
and used as a benchmark for transport rate.

Figure 3 shows the transport rate calculated for a se-
lection of the materials patterned by DPN. For each ma-
terial, the transport rate was either taken from the re-
spective article, or calculated based on data presented
in the article. This is not an exhaustive list of all
materials that have been patterned, but rather those
that have well characterized rates and were patterned
under comparable experimental conditions. From low-
est to highest molecular weight, the materials depicted
are:  2-mercaptoimidazole [30], 4-mercaptopyridine
[30], 4-amino-5-hydrazino-1,2,4-triazole-3-thiol [30], 2-
mercaptobenzothiazole [30], MHA whose rate is esti-
mated from the average rate from the studies repre-
sented in Fig. 2, cyclotetramethylene tetranitramine
[25], pentaerythritol tetranitrate [31], octadecylphos-
phonic acid [30], coumarin 6 [32], biotin [33], rho-
damine 6G [32], generation 1 (G1) poly (amido amine)
(PAMAM) dendrimers [34], polyethylene glycol (PEG)
whose rate is averaged from two studies [35, 36], G2
PAMAM dendrimers [34], poly(ethylene oxide)-b-poly(2-
vinylpyridine) (PEO-b-P2VP) [37], G3 PAMAM den-
drimers [34], G5 diaminobutane (DAB) dendrimers
[34], self-doped sulfonated polyaniline (SPAN) [38], G4
PAMAM dendrimers [34], -OH terminated G4 PA-
MAM dendrimers [34], and two high molecular weight
polymeric inks, doped polypyrrole (PPy) [38] and
poly(3,4-ethylenedioxythiophene):polystyrene sulfonate
[39], whose molecular weights are proprietary. It is in-
teresting to note that, despite the disparate materials
and inking conditions, general trends are apparent in
the data. To analyze this data, we divide the materials
studied into three categories to encompass the different
behaviors observed: (1) diffusive inks, (2) aqueous liquid
inks, and (3) non-aqueous liquid inks.

3.5 Diffusive inks

Diffusive inks are those whose transport is dominated
by diffusion from the tip to the surface (blue crosses in
Fig. 3). To classify an ink as diffusive, we required that
it be soluble in water and not form domed features. For
a discussion of why certain inks form flat features, the
reader is referred to Section 4. Based on this classifica-
tion, we observe that materials with molecular weights
under ~1000 Da tend to transport with speeds in the
range 0.001 to 0.1 um? /s, which is much slower than the
bulk diffusion constant of these materials. For example,
the bulk diffusion constant of MHA is 620 wm?/s [40],

Keith A. Brown, et al., Front. Phys., 2014, 9(3)

which implies that other aspects of the process must be
rate-limiting. These inks form flat structures whose ar-
eas generally grow linearly with dwell time, consistent
with the theoretical picture. A characteristic of diffusive
inks is that since transport is presumed to be mediated
by the water meniscus, the transport rate is sensitive
to RH. These materials do not have to be in a liquid
state to transfer, and in fact several high melting point
small molecules were found to transfer readily at room
temperature [30]. Significantly, this study concluded that
the transport rate is primarily influenced by the mate-
rial’s solubility in water, further emphasizing the hypoth-
esis and providing evidence that small molecule inks are
transported through the water meniscus.
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Fig. 3 Transport rates compiled for 22 different materials from
13 different studies in which each dot corresponds to a differ-
ent material. For each material, the rate is calculated as the
slope of feature size squared vs dwell time. These materials are
broadly categorized as diffusive inks (blue crosses, weight <1000
Da), and aqueous liquid inks (red circles, weight >1000 Da).
From lowest to highest molecular weight, the materials depicted
are: 2-mercaptoimidazole [30], 4-mercaptopyridine [30], 4-amino-
5-hydrazino-1, 2, 4-triazole-3-thiol [30], 2-mercaptobenzothiazole
[30], MHA whose rate is estimated from the average rate from the
studies represented in Fig. 2, cyclotetramethylene tetranitramine
[25], pentaerythritol tetranitrate [31], octadecylphosphonic acid
[30], coumarin 6 [32], biotin [33], rhodamine 6G [32], generation
1 (G1) poly (amido amine) (PAMAM) dendrimers [34], polyethy-
lene glycol (PEG) whose rate is averaged from two studies [35,
36], G2 PAMAM dendrimers [34], poly (ethylene oxide)-b-poly (2-
vinylpyridine) (PEO-b-P2VP) [37], G3 PAMAM dendrimers [34],
G5 diaminobutane (DAB) dendrimers [34], self-doped sulfonated
polyaniline (SPAN) [38], G4 PAMAM dendrimers [34], -OH ter-
minated G4 PAMAM dendrimers [34], and two high molecular
weight polymeric inks, doped polypyrrole (PPy) [38] and poly (3,4~
ethylenedioxythiophene): polystyrene sulfonate [39], whose molec-
ular weights are proprietary.

3.6 Aqueous liquid inks

Aqueous liquid inks are classified as those that form
dome-shaped features and transfer in a humidity-
dependent fashion (red circles in Fig. 3). We find that wa-
ter soluble materials with molecular weights over ~1000
Da fit this category. In fact, many of these inks can-
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not be transferred below a threshold value of RH [41].
This behavior is understood as arising from the material
being effectively a solid when dry, with increased wa-
ter content at high RH causing the material to adopt a
liquid state. These materials were observed to transfer
quickly compared to diffuse inks, with typical rates in
the range 0.1 to 10 um?/s. This class of inks includes
hydrophilic polymers such as PEG, amphipathic block
copolymers such as PEO-b-P2VP, and dendrimers. These
inks have the interesting property that they can be used
as a transport vehicle for other materials. Examples of
this include the use of PEG to transport nanoparticles
[42] or fluorophores [43], the use of agarose to deposit
oligonucleotides or proteins [41], and scanning probe
block copolymer lithography (SPBCL) in which PEO-b-
P2VP coordinated to a metal salt is patterned and then
used as a reaction vessel for synthesizing single nanopar-
ticles on surfaces [19, 37, 44, 45].

3.7 Non-aqueous liquid inks

Inks in which a non-volatile liquid is used as the carrier
medium instead of water are classified as non-aqueous
liquid inks. One might expect that the defining charac-
teristic of this class of inks would be their viscosities. In
contrast to aqueous liquid inks whose viscosity may vary
due to changing water concentration from solvent evapo-
ration, non-aqueous liquid inks are themselves composed
of non-volatile solvents and therefore offer the possibility
of having well-defined viscosities throughout the pattern-
ing experiment. Unfortunately, few inks in this category
have been studied, but for those that have, a very in-
teresting and counter-intuitive trend is observed (Fig. 4).
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Fig. 4 Transport rates compiled for five different liquid ink mate-
rials from seven different studies in which each dot corresponds to
a different material. For each material, the rate is calculated as the
slope of feature size squared vs. dwell time. The line is a power law
fit to the data with a slope of 1.8 £+ 0.5. Materials are (from low-
est to highest viscosity): hexamethyldisilazane (HMDS) [46], DNA
in dimethylformamide (DMF) [47], the average transport rate of
ODT from four studies [25, 28, 32, 46], Ag nanoparticles in glycerol
[48], and polydimethylsiloxane (PDMS) diluted with hexane [49].
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Non-aqueous liquid inks with higher viscosities are ob-
served to transport faster, which is contrary to the ex-
pectation that increased viscosity would slow transport.
Transport rates for five materials are represented in Fig.
4: hexamethyldisilazane (HMDS) [46], DNA in dimethyl-
formamide (DMF) [47], the average transport rate of
ODT from four studies [25, 28, 32, 46], Ag nanoparti-
cles in glycerol [48], and polydimethylsiloxane (PDMS)
diluted with hexane [49]. The viscosities of HMDS [50],
DMEF [51], mixtures of water and glycerol [52], and mix-
tures of PDMS and hexane [53] were estimated based on
tabulated values.

Insoluble inks that are solids at room temperature like
ODT are interesting special cases. Being insoluble in wa-
ter, ODT is a poor candidate as a diffusive ink. However,
the transport rate of ODT varies smoothly as the temper-
ature is raised through its melting point, which indicates
that there is no abrupt change in the transport of ODT
as it melts [20]. This observation indicates that inks re-
main which do not fall into simple classification and thus
warrant further study. To include ODT on Figure 4, its
viscosity was estimated as that of an 18-unit saturated
hydrocarbon [54].

The trend line in Fig. 4 has a slope of 1.8 £ 0.5, indicat-
ing that transport rate scales with viscosity to the power
of ~1.8. To explain this surprising result, we hypothesize
that this is the result of the common dip-coating process
used to ink tips resulting in varying film thicknesses on
the tips. Indeed, in dip-coating experiments, film thick-
nesses are generally found to scale as the square root of
the viscosity of the liquid [55]. Since the flow rate in a
pressure-driven system is strongly dependent on the cross
sectional area of the fluid, it is reasonable to think that
this increase in thickness could result in faster flows for
more viscous materials. This result stands in contrast to
recent experimental work focused on a block copolymer
aqueous liquid ink which revealed that the mass trans-
port rate decreased as the viscosity of the ink increased
[19]. Interpretation of these results in the framework of
non-aqueous liquid inks may be difficult; however, as
there is no guarantee that the viscosity of an aqueous
liquid ink is constant during both inking and deposition
where the concentration of water is changing during the
experiment. Indeed, one may expect that inking with an
aqueous liquid ink will occur in a dilute limit where the
ink viscosity is relatively low whereas once the polymeric
ink is dried on the tip, the viscosity is greatly increased
due to the much higher effective ink concentration. To
account for this, previous studies estimated the viscosity
of inks with 40x higher ink concentrations than used for
inking to recapitulate the highly concentrated environ-
ment of the tip-sample system [19].

Keith A. Brown, et al., Front. Phys., 2014, 9(3)
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Although RH is a critical parameter in the transport
of diffuse inks and aqueous liquid inks, the transport
rates of non-aqueous liquid inks are expected to be rela-
tively invariant of humidity. For hydrophobic inks such as
ODT and poly (vinylidenefluoride-co-trifluoroethylene)
P(VDF-TrFE), the observed transport rates remain con-
stant or slightly decrease with increasing humidity [20,
56-58]. In these and other liquid inks, the capillary
bridge is expected to be composed of the material it-
self, rather than water. In fact, in the case of patterning
3-mercaptopropyltrimethoxysilane (MPTMS) on glass,
transfer was not possible at RH >30%, which was at-
tributed to cross linking of the MPTMS [59]. Like aque-
ous liquid inks, non-aqueous liquid inks have also been
used as a matrix to pattern other materials. For example,
glycerol has been used as an additive to pattern proteins
[60, 61] and even bacteria [62].

3.8 Thermal DPN

A noteworthy approach to broadening the materials tool-
box of DPN is thermal DPN, or the use of a heated
tip to deposit materials that could not otherwise be de-
posited. In addition to providing an avenue to study the
effect of temperature on transport [26], this technique
has been used to pattern inks such as polymers [63-65],
nanoparticle-polymer composites [66], metals [67], and
solid organics [68]. Categorically, it may be appropriate
to consider materials deposited in this way to be non-
aqueous liquid inks that can only be transferred at tem-
peratures above their melting or glass transition temper-
atures.

3.9 Other physical considerations

The three ink categories presented here are a simplified
view of the factors that govern material transport in
DPN. Many other factors are known to affect the trans-
port rate. For example, surfactants in the ink such as
Tween-20 have been used to aid the transport of biotin
[33] and peptides [69] onto hydrophobic glass surfaces.
Additionally, organic additives such as tricine have been
found to accelerate transfer of agarose and allow trans-
port at lower humidity [41]. The presence of organic va-
por has also been shown to expedite transport [70]. The
state of the ink material itself is also known to play a
role, as dimers of R6G were found to have markedly dif-
ferent patterning characteristics than monomers of R6G
[71]. Finally, the chemical conditions of the tip [29] and
surface [72] have been shown to be important factors in
determining the transport rate.

Keith A. Brown, et al., Front. Phys., 2014, 9(3)

4 Chemistry at the tip of an AFM

While this review has so far focused on the physical as-
pects of DPN, the chemical interactions that take place
between the substrate surface and the molecules on the
tip of the AFM or in the meniscus play a central role
in determining the patterning result. It is instructive to
think of the AFM probe in DPN experiments as directing
chemical reactions, and this section reviews the contri-
butions to the field of DPN from this perspective. Not
only can DPN be used to direct such reactions, but the
nature of the bonding between the ink and substrate can
ultimately determine the geometry of the final feature.
For example, inks that undergo chemisorption typically
result in flat, two-dimensional features [Fig. 1(a)] while
inks that interact with the surface via physisorption re-
sult in domed, three-dimensional features [Fig. 1(b)];
indeed, it was this geometric difference that partly de-
termined the classification of inks into three categories
in the preceding sections. This difference in feature mor-
phology is due to the relative strength of intermolec-
ular interactions as compared to the molecular inter-
action with the surface. In physisorption, the van der
Waals interactions between the molecules and the sur-
face are similar in strength to the intermolecular interac-
tions whereas, for inks that interact through chemisorp-
tion, the covalent attachment is much stronger than in-
termolecular forces.

When considering the broad classes of reactions one
could perform with DPN, the simplest place to start is
with two component reactions where a covalent bond
forms between two reactant molecules. Conceptually,
these are the easiest to adapt to the DPN process, as
one could use one reactant in the ink, and the substrate
as the other reactant. Indeed, most early DPN studies
focused on this approach by patterning molecules that
easily form self-assembled monolayers (SAMs) [73-76].

4.1 Self-assembled monolayers

A SAM is an ordered arrangement of a single layer of sur-
factant molecules on a surface. Typically, the surfactant
is a small organic molecule with two functional groups
separated by a long alkyl chain: the group that inter-
acts with the surface is the “head group,” and the group
at the other end is the “tail group.” The head group
is often chosen based upon its ability to form a cova-
lent bond with atoms on the surface of the substrate;
this provides a thermodynamic driving force for trans-
port and subsequent adsorption of the ink molecules on
a substrate surface. The carbon chains in between the
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head and tail groups pack together via van der Waals in-
teractions, ordering the molecules into a two-dimensional
crystal. The tail groups can be chosen to help dissolve
the SAM molecule into a desired solvent, or they can be
chosen to enable the growth of further structures by sub-
sequent chemistry. In the context of DPN, printing SAM-
forming molecules generally results in features that are
topographically flat with the bond formation between
the head group and the surface preventing the forma-
tion of multilayered, three-dimensional features. As a re-
sult, SAM-forming inks are generally classified as diffu-
sive inks.

4.2 Alkanethiols on gold

The first DPN experiments involved patterning alka-
nethiols onto Au [1], and the two inks used in this work,
ODT and MHA, became the most widely studied inks
in DPN. The most appealing aspect of patterning with
MHA is the fact that its terminal carboxylic acid group
can be modified with further chemical reactions, and
thus MHA can be used to build more complex structures.
There are myriad chemical reactions that one could use
to modify the COOH terminus of MHA, such as reduc-
tion, amidation, and complexation with metal ions, and
one of the earliest uses of MHA in this manner was to
template arrays of proteins [77]. Most of the applications
of MHA patterns have focused on biological studies, and
include templating single viruses [78] and studying stem
cell differentiation [79].

While MHA and ODT are the most commonly used
alkanethiols in DPN, it is possible to perform DPN using
an alkanethiol with almost any tail group that will read-
ily form a SAM. Some of the tail groups for alkanethiols
used in DPN include amines [80, 81], thiols [82], fluorines
[83], N-hydroxysuccinimide (NHS) ester groups [84], var-
ious aromatic rings [30], and even ferrocenyl groups [85].
These results demonstrate that, for the case of alkanethi-
ols on Au, virtually any functional group can be pat-
terned, and choice of the optimal tail group will depend
on a variety of factors, such as solubility, melting tem-
perature [30] and the desired coupling chemistry.

4.3 Patterning on oxides

Several early studies focused on methods for pattern-
ing oxide substrates, which are desirable both for semi-
conductor applications and for biological studies. The
first demonstration of patterning on an oxide involved
printing HMDS onto the native oxide of Si (here, SiO,)
and GaAs [46], where researchers found that HMDS was
readily patterned onto semiconductor oxides, albeit at a
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slower rate than that for ODT onto Au. While HMDS is
more air-stable than the alkylchlorosilanes and alkoxysi-
lanes, which are the molecules that are most commonly
used for functionalizing oxides [73, 74, 76], several air-
sensitive silanes have also been successfully patterned in-
cluding MPTMS [59, 82], 3-aminopropyldimethoxysilane
(APTMS) [82], 11-(triethoxysilyl)undecanal [86], and 10-
undecenyltrichlorosilane (UTCS) [87]. The authors of
this last study coated their AFM probe with UTCS prior
to inking, and they indicate that making the probe hy-
drophobic was the key to enabling transport and subse-
quent binding of UTCS to the surface, as a hydrophobic
probe would suppress meniscus formation.

Although silanes are the most frequently utilized
molecules for DPN patterning on semiconducting sub-
strates, alkanethiols have also been patterned on III-
V semiconductors. This research began by patterning
cysteine-terminated peptides on GaAs [88], and contin-
ued with patterns of ODT on InP [89], GaP [90] and
InAs [91]. These all required removal of the oxide imme-
diately prior to patterning in order to take advantage of
the affinity of thiol groups for clean III-V semiconductor
surfaces [73, 76].

4.4  Other reactions by DPN

The formation of covalent SAMs is only a small sub-
set of the chemical reactions that can be performed in
the context of DPN. The first exploration beyond SAM
formation was the demonstration of Michael addition be-
tween an acrylamide-terminated oligonucleotide and an
MPTMS-coated Si wafer [47]. Many other reactions have
been explored, including the Diels-Alder reaction [92],
as well as amide coupling via an NHS ester [82, 93] and
a carboxylic anhydride [94]. Several groups have also
explored reduction/oxidation chemistry, such as using
borohydride as a reductant [95], using ceric ammonium
nitrate as an oxidant [96], and even using a Si wafer itself
as the reductant [97].

Two-component reactions are not the only type of re-
action that can be directed by DPN, however. Three-
component reactions, such as reactions that require a
catalyst, can also be performed with DPN. Of partic-
ular interest is the Click reaction, a term which typi-
cally refers to the Cu(I)-catalyzed Huisgen cycloaddition
of an azide with an alkyne [98]. This reaction has been
adopted by DPN researchers in two ways: by mixing the
azide and the Cu catalyst to form an ink and writing this
ink onto an alkyne-functionalized Si surface [99], and by
mixing the alkyne and the Cu catalyst to form an ink
and writing this ink onto an azide-functionalized surface
[100].

Keith A. Brown, et al., Front. Phys., 2014, 9(3)
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More complex, multistep reactions can also be carried
out with DPN, if one views the water meniscus itself
as a reaction vessel. This is illustrated by the work of
Ding et al. [101] who synthesized CdS nanostructures
by dissolving sulfur and the cadmium precursors into the
ink. The sulfur precursor, thioacetamide, formed HsS in
the meniscus during patterning and then reacted with
the Cd?t salt to form CdS, which was subsequently de-
posited onto the surface. This work was later extended
to the growth of epitaxial CdS structures on mica [102],
where the authors carefully controlled the patterning
conditions in order to obtain single-crystal triangular
nanoplates.

4.5 Noncovalent reactions by DPN

Aside from the reactions that result in a covalent bond
between the ink molecule and substrate, DPN has been
used to facilitate a number of non-covalent reactions.
One example of this is metal-ion coordination by SAMs,
where the authors patterned metal salts onto fluores-
cent SAMs in order to modulate their emissive proper-
ties [103]. So far, this has been the only instance of using
DPN to form coordination bonds, though given the rich
history of coordination chemistry, exploring this class of
reactions by DPN could prove extremely fruitful.

The most common class of non-covalent reactions is
physisorption. Physisorption occurs through weak van
der Waals forces, and is a particularly appealing class of
chemistry for lithography due to its substrate/molecule
generality. It is important to note that all of the aque-
ous and non-aqueous liquid inks discussed in Section 3
(except ODT) interact with their respective surfaces via
physisorption. The first demonstration was the printing
of a fluorescent molecule (Rhodamine 6G, or R6G) onto
glass [104]. This work elicited a flurry of follow-up papers
by a variety of groups, including studies on the deposi-
tion of R6G onto mica [105] and SiO, [32], fluoroscein
onto gold [106], dodecylamine (DDA) onto mica [107],
pyrrole onto silicon [108], explosives onto mica [31], pep-
tides onto glass [109] and SiO, [110], and various poly-
mers onto SiO, [58, 111, 112].

Of the inks patterned by physisorption, the case of de-
positing DDA onto mica is particularly interesting, as
the features it formed were dendritic [107] instead of cir-
cular. The authors attributed this anomalous diffusion
to rapid growth of DDA crystals on mica, which they
posit could lead to fractal-shaped crystals once the spot
size exceeded the domain size. Interestingly, they found
that weak binding between the surface and ink molecule
is a necessary but not sufficient condition for observing
anomalous transport, as ODT deposition onto mica did

Keith A. Brown, et al., Front. Phys., 2014, 9(3)

not yield irregular features. This example serves not only
to illustrate the novel studies that can be performed with
DPN, but it also serves as a warning: while physisorp-
tion is quite substrate/ink general, it may still require
careful experimental design if round, uniform features
are desired.

While physisorptive inks will often form circular fea-
tures, these features have three-dimensional extent,
which is in contrast to the flat features formed by SAMs.
While many small-molecule diffusive inks that do not
normally form SAMs can be coerced into forming two-
dimensional SAM-like features through careful control
of deposition variables, there is no fundamental reason
that these inks form flat features. As for larger molecu-
lar weight liquid inks, they are always observed to form
domed features, where the height of the feature is con-
trolled by the interfacial energy between the ink and the
substrate.

One class of non-covalent inks that has been exten-
sively studied are lipids, which have been deposited on a
wide variety of substrates [113]. Lipid deposition, which
must take place under high humidity (>70%) in order
to allow the ink to flow from the tip, is an example of a
system where covalent binding to a substrate should be
avoided, as strong binding between the lipid bilayer and
the substrate disrupts the lipid bilayer structure, which
is necessary for mimicking cell surfaces [114].

5 Concluding remarks

In summary, we have outlined the current understand-
ing of the physical transport phenomenon and chemical
interactions that play a role in DPN. The specifics of
these processes are as diverse as the materials that have
been studied, but after fourteen years of study, coherent
pictures are beginning to emerge. However, there are
still many unanswered questions that warrant further
study. Concerning the transport of diffusive vs. liquid
inks, there is a great opportunity for both modeling and
systematic experimental study to shed light on this dis-
tinction and fill in our understanding of viscous fluid
flow from a tip to a surface. While we have drawn a
division between diffusive and liquid inks, diffusion and
fluid flow need not act independently and may both be
important to consider for understanding the transport
behavior of some materials. While a host of chemical
reactions have been performed in the context of DPN,
studies aimed at understanding the extent to which one
can control the chemical environment at the tip of an
AFM have not been undertaken. Understanding how to
tailor the chemical interactions to a greater degree will
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dramatically improve our ability to direct reactions for
applications in both lithography and nanoscale combi-
natorial chemistry.
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