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Abstract In this paper, we provide a precise description of the compatibility
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1 Introduction

1.1 Background

In physics, the Landau–Lifshtiz (LL) equation is a fundamental evolution equa-
tion for the ferromagnetic spin chain and was proposed on the phenomenological
background in studying the dispersive theory of magnetization of ferromagnets.
It was first deduced by Landau and Lifshitz in [20], and then proposed by
Gilbert in [15] with dissipation. In fact, this equation describes the Hamiltoni-
an dynamics corresponding to the Landau–Lifshitz energy, which is defined as
follows.
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Let Ω be a smooth bounded domain in the Euclidean space R3, whose
coordinates are denoted by x = (x1, x2, x3). We assume that a ferromagnetic
material occupies the domain Ω ⊂ R3. Let u, denoting magnetization vector,
be a mapping from Ω into a unit sphere S2 ⊂ R3. The Landau–Lifshitz energy
of map u is defined by

E (u) :=

∫
Ω

Φ(u) dx+
1

2

∫
Ω
|∇u|2 dx− 1

2

∫
Ω
hd · u dx.

Here ∇ denotes the gradient operator and dx is the volume element of R3.
In the above Landau–Lifshitz functional, the first and second terms are the

anisotropy and exchange energies, respectively. Φ(u) is a real function on S2.
The last term is the self-induced energy, and hd = −∇w is the demagnetizing
field. In fact, the magnetostatic potential w has precise formula

w(x) =

∫
Ω
∇N(x− y)u(y)dy,

where N(x) = − 1
4π|x| is the Newtonian potential in R3.

The LL equation with dissipation can be written as

ut − αu× ut = −u× h,

where “×” denotes the cross production in R3 and the local field h of E (u) can
be derived as

h := −δE (u)

δu
= ∆u+ hd −∇uΦ.

Here, the constant α is the damping parameter, which is characteristic of
the material, and is usually called the Gilbert damping coefficient. Hence
the Landau–Lifshitz equation with damping term is also called the Landau–
Lifshitz–Gilbert (LLG) equation in the literature.

On the other hand, another new physical model for the spin-magnetization
system, which takes into account the diffusion process of the spin accumulation
through the multilayer, has attracted considerable attention of many mathe-
maticians. Especially, it was originally presented by Zhang et al. [25, 33], and
later be extended by [14] to three dimensions of the model for spin-polarized
transport. In this paper, we call the model as the Landau–Lifschitz–Gilbert
equation with spin-polarized transport (LLGSP), which is given in below{

∂tu− αu× ∂tu = −u× (h+ s), (x, t) ∈ Ω× R+,

∂ts = −divJs −D0(x)s−D0(x)s× u, (x, t) ∈ Ω0 × R+,
(1.1)

with initial-boundary condition
u(·, 0) = u0 : Ω→ S2,

∂u

∂ν

∣∣∣∣
∂Ω

= 0,

s(·, 0) = s0 : Ω0 → R3,
∂s

∂ν

∣∣∣∣
∂Ω0

= 0.
(1.2)
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Here, Ω0 ⊂ R3 is a bounded domain and Ω ⊂ Ω0, u(x, t) ∈ S2 is the magnetized
field, s(x, t) ∈ R3 is the spin accumulation, D0(x) is a positive measurable
function, which represents the diffusion coefficient of the spin accumulation,
α > 0 is the Gilbert damping parameter, and Js is the spin current given by

Js = u⊗ Je −D0{∇s− θu⊗ (∇s · u)} = u⊗ Je +A(u)∇s,

where Je is the applied electric current, θ ∈ (0, 1) is the spin polarization
parameter and the coefficient matrix A(u) is expressed as

A(u) = −D0

1− θu2
1 −θu1u2 −θu1u3

−θu2u1 1− θu2
2 −θu2u3

−θu3u1 −θu3u2 1− θu2
3

 .

The spin accumulation s is defined on Ω0 and the magnetization u is defined
on the magnetic domain Ω and extended as zero outside. The additional term
in the LLG equation is induced by the interaction F [u, s] = −

∫
Ω u · s dx.

However, we are concerned in this paper with the existence of regular solu-
tion to system (1.1), so it is natural to assume that Ω = Ω0 and the boundary
of Ω is smooth. For simplicity, we also assume that Φ is a smooth function on
S2.

First, we note a fact that for u : Ω× R+ → S2, the first equation of system
(1.1) is equivalent to

∂tu =
α

α2 + 1
(∆u+ |∇u|2u− u× (u× (h̃+ s)))− 1

1 + α2
u× (h+ s),

where
h̃ = hd(u)−∇uΦ.

Without loss of generality, we consider the following equivalent system∂tu = α(∆u+ |∇u|2u− u× (u× (h̃+ s)))− u× (h+ s), (x, t) ∈ Ω× R+,

∂ts = −div(A(u)∇s+ u⊗ Je)−D0(x)s−D0(x)s× u, (x, t) ∈ Ω× R+,

(1.3)
with the initial-boundary condition (1.2) and α > 0.

1.2 Related Work

The LL equation is an important topic in both mathematics and physics, not on-
ly because it is a hybrid of the heat flow of harmonic maps and the Schrödinger
flow on the sphere, but also because it has concrete physics background in the
study of the magnetization in ferromagnets. In recent years, there has been
tremendous interest in developing the well-posedness of LL equation and its
related topics [9–11, 14, 18, 19, 21, 24, 28, 30]. Here, we list only a few of results
that are closely related to our work in the present paper.
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First we recall some results on the weak solutions to the LL equation. The
existence of weak solutions to LLG equation, also in the presence of magne-
tostrictive effects, was established by Visintin [29] in 1985. P.-L. Sulem, C.
Sulem and C. Bardos in [27] employed difference method to prove that the LL
equation without dissipation term (that is Schrödinger flow for maps into S2)
defined on Rn admits a global weak solution and a smooth local solution. For
a bounded domain Ω ⊂ R3, Alouges and Soyeur [1] showed the nonuniqueness
of weak solutions to LLG equation.

Later, Y. D. Wang [31] obtained the existence of weak solution to Schrödinger
flow for maps from a closed Riemannian manifold into S2 by adopting a more
effective approximation equation than the Ginzburg–Landau penalized equa-
tion used in [1], Galerkin method and then choosing suitable test functions to
derive a priori estimates of L∞ on the approximate solutions. Tilioua [28] (also
see [6]) also used the penalized method to show the global weak solution to
the LLG equation with spin-polarized current. Recently, Z. L. Jia and Y. D.
Wang [18] (also see [10]) employed a method originated from [31] to achieve
the global weak solutions to a large class of LL flows in more general setting,
where the base manifold is a bounded domain Ω ⊂ Rn (n ≥ 3) or a compact
Riemannian manifold Mn and the target space is S2 or the unit sphere Sng in a
compact Lie algebra g.

The first global well-posedness result for LL equation on Rn in critical spaces
(precisely, global well-posedness for small data in the critical Besov spaces in
dimensions n ≥ 3) was proved by Ionescu and Kenig in [17], and independently
by Bejanaru in [2]. This was later improved to global regularity for small data in
the critical Sobolev spaces in dimensions n ≥ 4 in [4]. Finally, in [5] the global
well-posedness result for LL equation for small data in the critical Sobolev
spaces in dimensions n ≥ 2 was addressed. In Rn with n ≥ 3, Melcher [21]
proved the existence, uniqueness and asymptotics of global smooth solutions
for the LLG equation, valid under a smallness condition of initial gradients in
the Ln norm. His argument is based on deriving a covariant complex Ginzburg–
Landau equation and using the Coulomb gauge.

Next, we retrospect some of the work related to local regular solutions of LL
equation on bounded domains or compact manifolds. For the case LL equation
without Gilbert damping term, one has shown the existence of local smooth
solutions, and we refer to [3, 12, 13, 22, 23, 27, 34]. For the case Ω is a bounded
domain in R3, Carbou and Fabrie studied a nonlinear dissipative LL equation
(i.e., α > 0) coupled with Maxwell equations in micromagnetism theory, and
they proved the local existence and uniqueness of regular solutions for a so-called
quasistatic model in [8]. Moreover, they showed global existence of regular
solutions for small data in the 2D case for the LL equation (also see [16]).
Recently, the local existence of very regular solution to LLG equation with
electric current was addressed by applying the delicate Galerkin approximation
method and adding compatibility initial-boundary condition in [9].
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For the spin-magnetization system (1.1) that takes into account the diffu-
sion process of the accumulation, Garćıa-Cervera and X. P. Wang [14] adopted
Galerkin approximation and projection method to obtain the existence of weak
solution. By using more refined harmonic analysis, X. K. Pu and W. D. Wang
established the global existence and uniqueness of weak solutions to the simpli-
fied system (1.1) from R2 into S2 for large initial data in their paper [24], where
the partial regularity was shown. Recently, Z. L. Jia and Y. D. Wang [19] em-
ployed a suitable auxiliary approximation equation and then took the Galerkin
approximation method for the auxiliary equation as in [31] to get the global
weak solution of (1.1)–(1.2). In particular, they also got the existence of weak
solution to (1.1)–(1.2) without damping term (i.e., α = 0, the coupling system
of Schrödinger flow and diffusion equation). It seems that there are few results
on its regular solutions to this coupling system in the literature.

1.3 Main Results and Strategy

Inspired by the method used in [9], we show the locally very regular solution of
LLGSP when the underlying space Ω is a smooth bounded domain in R3. Our
main result can be stated as following theorems.

Theorem 1.1. Let u0 ∈ H2(Ω, S2) and s0 ∈ H2(Ω,R3) satisfy the compatibility
condition: 

∂u0

∂ν

∣∣∣∣
∂Ω

= 0,

∂s0

∂ν

∣∣∣∣
∂Ω

= 0.

Suppose that D0 ∈ C2(Ω̄) and D0(x) ≥ c0 > 0 for some constant c0, 0 < θ < 1
and Je ∈ L∞(R+, H2(Ω)). Then there exists T ∗ > 0 depending only on the
H2-norm of (u0, s0) such that (1.2)–(1.3) admits a unique local solution (u, s)
for any T < T ∗, which satisfies

1. |u|(x, t) = 1 in [0, T ]× Ω,
2. (u, s) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3)).

Without additional compatibility condition, we can get a more regular so-
lution to (1.3) when (u0, s0) ∈ H3(Ω,R3).

Theorem 1.2. Let u0 ∈ H3(Ω,S2) and s0 ∈ H3(Ω,R3) satisfy the same
compatibility condition as in Theorem 1.1. Suppose that D0 ∈ C3(Ω̄) and
D0 ≥ c0 > 0, 0 < θ < 1, Je ∈ C0(R+, H2(Ω)) and ∂tJe ∈ L2(R+, H1(Ω)).
If (u, s) and T ∗ are respectively the solution and the existence time given in
Theorem 1.1, then, for any T < T ∗, there holds

(u, s) ∈ L∞([0, T ], H3(Ω,R3)) ∩ L2([0, T ], H4(Ω,R3)).
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In general, we can show the very regular solution to (1.3) under adding high
order compatibility conditions.

Theorem 1.3. Let k ≥ 4, u0 ∈ Hk(Ω, S2) and s0 ∈ Hk(Ω,R3) satisfy the
compatibility condition at [k2 ] − 1 order, which is given in Definition 2.1. Let
(u, s) and T ∗ > 0 be the same as in Theorem 1.1. In addition, we assume that
D0 ∈ Ck(Ω̄), D0 ≥ c0 > 0, and for any i ≤ k − [k2 ]− 1 there holds

∂itJe ∈ C0(R+, H2[ k
2

]−2i(Ω,R3)) ∩ L2(R+, H2[ k
2

]−2i+1(Ω,R3)).

Then, for any T < T ∗, we have

(u, s) ∈ L∞([0, T ], Hk(Ω,R3)) ∩ L2([0, T ], Hk+1(Ω,R3)).

Differing from the LLG equation considered in [9], the system LLGSP is
strictly parabolic, only provided the constraint |u|2 < 1

θ . However, this condi-
tion cannot be maintained by applying Galerkin approximation to the system
(1.3). Thus, we choose a suitable auxiliary equation of spin equation with re-
spect to s (see the second equation of (3.1)) to overcome this difficulty. And
hence, Theorem 1.1 is achieved by applying Galerkin approximation to the
modified equation (3.1) of (1.3) and estimating some suitable energies directly.
However, we cannot improve the regularity of strong solution

(u, s) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3))

obtained in Theorem 1.1 by getting higher order energy estimates, since the
right hand sides of system (1.3) do not satisfy the homogeneous Neumann
boundary condition. To proceed, following Carbou’s idea in [9], we consid-
er the differential of Galerkin approximation to system (1.3) with respect to
time and prove by the same way that (∂tu, ∂ts) ∈ L∞([0, T ], H1(Ω,R3)) ∩
L2([0, T ], H2(Ω,R3)), where 0 < T < T ∗. Thus, we can show Theorem 1.2
by a bootstrap argument using equation (1.1).

However, we cannot enhance the regularity of solution (u, s) in Theorem 1.2
by applying directly the second order differential of Galerkin approximation to
system (1.3), because of the lower regularity of Galerkin projection, although
the Galerkin projection is the crucial analytic tool in our argument (see Lemma
2.7). Generally, to improve the regularity of solution (u, s), we need to impose
so-called compatibility conditions of initial data. Let k ≥ 1. Considering the
equation of (∂kt u, ∂

k
t s) with compatibility condition (2.4), the very regular so-

lution to system (1.3) can be shown. More precisely, we use the simplest case
to explain the strategy of enhancing regularity P:

(1) Assume (u0, s0) ∈ H3(Ω,R3). By considering the differential of the
Galerkin approximation of (1.3) with respect to time t, we can show

(u, s) ∈ L∞([0, T ], H3(Ω,R3)) ∩ L2([0, T ], H4(Ω,R3)).
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(2) Assuming (u0, s0) ∈ H4(Ω,R3), we can get a regular solution

(u1, s1) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3))

to equation (4.6) of (∂tu, ∂ts). For this step, we need the compatibility condition
at the boundary for (∂tu, ∂ts) when t = 0.

(3) The uniqueness guarantees (∂tu, ∂ts) = (u1, s1). It implies

(u, s) ∈ L∞([0, T ], H4(Ω,R3)) ∩ L2([0, T ], H5(Ω,R3))

by a bootstrap argument using the equation (1.1) again.
(4) Assuming (u0, s0) ∈ H5(Ω,R3), we obtain

(u, s) ∈ L∞([0, T ], H5(Ω,R3)) ∩ L2([0, T ], H6(Ω,R3))

by repeating the argument in (1) to (∂tu, ∂ts).
Here 0 < T < T ∗. For higher order regularity, to add higher order com-

patibility conditions we can prove Theorem 1.3 by repeating the above process
P.

The rest of our paper is organized as follows. In Section 2, we introduce
some basic notations on Sobolev space and some preliminary lemmas used later.
Meanwhile the compatibility condition of initial data to system (1.3) will also
be given. In Section 3, we prove Theorem 1.1 by employing Galerkin approxi-
mation method. Theorem 1.2 and Theorem 1.3 will be built up in Subsections
4.1 and 4.2 respectively.

2 Preliminary

2.1 Notations

In this subsection, we first recall some notations on Sobolev spaces which will
be used in whole context. Let u = (u1, u2, u3) : Ω → S2 ↪→ R3 be a map. We
set

Hk(Ω,S2) = {u ∈W k,2(Ω,R3) : |u| = 1 a.e. in Ω}

and

W k,l
2 (Ω× [0, T ],S2) = {u ∈W k,l

2 (Ω× [0, T ],R3) : |u| = 1 a.e. in Ω× [0, T ]}

for k, l ∈ N, and denote H0(Ω,R3) = L2(Ω,R3).
Moreover, let (B, ‖ · ‖B) be a Banach space and f : [0, T ] → B be a map.

For any p > 0 and T > 0, we define

‖f‖Lp([0,T ],B) :=

(∫ T

0
‖f‖pBdt

) 1
p

,

and set
Lp([0, T ], B) := {f : [0, T ]→ B : ‖f‖Lp([0,T ],B) <∞}.
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In particular, we denote

Lp([0, T ], Hk(Ω,S2)) = {u ∈ Lp([0, T ], Hk(Ω,R3)) : |u| = 1 a.e. in Ω× [0, T ]},

where k ∈ N and p ≥ 1.

2.2 Estimates on hd and Some Lemmas

For later application, we recall some regular results. Let u : Ω→ R3 be a map.
Then, in the sense of distributions, the induced vector field is defined by

hd(u) := ∇
∫

Ω
∇N(x− y)u(y) dy,

where N(x) = − 1
4π|x| is the Newton potential on R3. Hence, the following

estimates of hd is a fundamental result in theory of singular integral operators.
Its proof can be found in [8–10].

Lemma 2.1. Let p ∈ (1,∞) and Ω be a bounded smooth domain in R3. Assume
that u ∈ W k,p(Ω,R3) for k ∈ N. Then, the restriction of hd(u) to Ω belongs to
W k,p(Ω,R3). Moreover, there exists a constant Ck,p, which is independent of
u, such that

‖hd(u)‖Wk,p(Ω) ≤ Ck,p‖u‖Wk,p(Ω).

In fact, hd : W k,p(Ω,R3)→W k,p(Ω,R3) is a linear bounded operator.

The L2 theory of Laplace operator with Neumann boundary condition im-
plies the following lemma of equivalent norm, see [10,32].

Lemma 2.2. Let Ω be a bounded smooth domain in Rm and k ∈ N. There
exists a constant Ck,m such that, for all u ∈ Hk+2(Ω) with ∂u

∂ν |∂Ω = 0,

‖u‖H2+k(Ω) ≤ Ck,m(‖u‖L2(Ω) + ‖∆u‖Hk(Ω)). (2.1)

In particular, we define the Hk+2-norm of u as follows,

‖u‖Hk+2(Ω) := ‖u‖L2(Ω) + ‖∆u‖Hk(Ω).

We also need some basic lemmas on the space Hm(Ω) with m ≥ 1 below
(cf. [9]).

Lemma 2.3. Assume Ω be a bounded smooth domain in R3. Let f ∈ H1(Ω)
and g ∈ Hm(Ω) with m ≥ 2. Then f · g ∈ H1(Ω).

Applying the fact H2(Ω) ⊂ W 1,6(Ω) ⊂ L∞(Ω), the following result can be
obtained from the above lemma directly.

Lemma 2.4. Assume Ω be a bounded smooth domain in R3. Let f and g in
Hm(Ω) with m ≥ 2, there holds

f · g ∈ Hm(Ω).

In fact, (Hm(Ω), ·) is an algebra.
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2.3 Comparison Theorem for ODE and Aubin–Simon’s Compactness

In order to show the uniform estimates and the convergence of solutions to
the approximated equation constructed in coming sections, we need to use the
comparison theorem for ordinary differential equation (ODE) and the classical
compactness result in [26].

Lemma 2.5. Let f : R+ × R → R be a continuous function, which is locally
Lipschitz on the second variable. Let z : [0, T ∗) → R be the maximal solution
of the Cauchy problem: {

z′ = f(t, z),

z(0) = z0.

Let y : R+ → R be a C1 function such that{
y′ ≤ f(t, y),

y(0) ≤ z0.

Then,
y(t) ≤ z(t), t ∈ [0, T ∗).

Lemma 2.6 (Aubin–Simon Compactness Lemma). Let X ⊂ B ⊂ Y be Banach
spaces with compact embedding X ↪→ B, F be a bounded set in Lq([0, T ], B) for
q > 1. If F is bounded in L1([0, T ], X) and ∂F

∂t is bounded in L1([0, T ], Y ),

where ∂F
∂t = {∂f∂t : f ∈ F}, then F is relatively compact in Lp([0, T ], B), for any

1 ≤ p < q.

2.4 Galerkin Basis and Galerkin Projection

Let Ω be a bounded smooth domain in Rm, λi be the ith eigenvalue of the
operator ∆−I with Neumann boundary condition, whose corresponding eigen-
function is fi. That is,

(∆− I)fi = −λifi with
∂fi
∂ν

∣∣∣∣
∂Ω

= 0.

Without loss of generality, we assume {fi}∞i=1 are completely standard or-
thonormal basis of L2(Ω,R1). Let Hn = span{f1, . . . , fn} be a finite subspace
of L2, Pn : L2(Ω,R1)→ Hn be the canonical projection. In fact, for any f ∈ L2,

fn = Pnf =
n∑
i=1

〈f, fi〉L2 fi and lim
n→∞

‖f − fn‖L2 = 0.

For this canonical projection, we have the following uniform estimates,
which is essential for our method to get very regularity of solution in Section
4. Its proof can be found in [9].
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Lemma 2.7. There exists a constant C such that for all n, the projection Pn
satisfies the following properties:

1. For all f ∈ H1(Ω,R1), ‖Pn(f)‖H1(Ω) ≤ ‖f‖H1(Ω).

2. For all f ∈ H2(Ω,R1) such that ∂f
∂ν |∂Ω = 0, ‖Pn(f)‖H2(Ω) ≤ C‖f‖H2(Ω).

3. For all f ∈ H3(Ω,R1) such that ∂f
∂ν |∂Ω = 0, ‖Pn(f)‖H3(Ω) ≤ C‖f‖H3(Ω).

Remark 2.1. Unfortunately, we cannot get such estimates for f ∈ Hm(Ω,R1)
such that ∂f

∂ν |∂Ω = 0, when m ≥ 4.

2.5 Compatibility Conditions of the Initial Data

In order to get higher regularity of the solution to system (1.3) in Theorem
1.3, we now turn to define the compatibility conditions on the initial data. To
clearly clarify the ideas of deriving compatibility conditions from equation (1.3),
first of all we assume that (u, s) is a smooth solution.

Let (uk, sk) = (∂kt u, ∂
k
t s) with k ≥ 1. Then a tedious but direct calculation

shows (uk, sk) satisfies the following equation{
∂tuk = α∆uk − u×∆uk +Kk(∇uk,∇sk) + Lk(uk, sk) + Fk(u, s),

∂tsk = −div(A(u)∇sk) +Qk(∇uk,∇sk) + Tk(uk, sk) + Zk(u, s),
(2.2)

where

Kk(∇uk,∇sk) = 2α(∇uk · ∇u)u,

Qk(∇uk,∇sk) = −div(uk ⊗ Je),
Lk(uk, sk) = α|∇u|2uk − αuk × (u× (h̃(u) + s))− αu× (uk × (h̃(u) + s))

− αu×
(
u× (hd(uk)−∇2Φ(u) · uk + sk)

)
− u×

(
hd(uk)−∇2Φ(u) · uk + sk

)
− uk × (h(u) + s) ,

Fk(u, s) =
∑

i+j+l=k, i,j,l<k

∇ui#∇uj#ul +
∑

i+j+l=k, i,j,l<k

ui#uj#(h̄(ul) + sl)

+
∑

i+j=k, 0≤i,j<k
ui#(h̄(uj) + sj) +

∑
i+j=k, 0≤i,j<k

ui#∆uj +Rk,

Tk(uk, sk) = θdiv(D0uk ⊗ (∇s · u+D0u⊗ (∇s · uk)))
−D0sk −D0sk × u−D0s× uk,

Zk(u, s) = div

(
D0θ

∑
i+j+l=k, i,j,l<k

ui#∇sj#ul
)

+
∑

i+j=k, i,j<k

D0si#uj −
∑

i+j=k, i<k

div(ui#∂
j
t Je).

Here

h̄(ul) = hd(ul)−∇2Φ(u) · ul +
∑

j1+···+ji=l, i>1

∇i+1
u Φ(u)#uj1 · · ·#uji ,
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Rk = u×
(
u×

∑
j1+···+ji=k, i>1

∇i+1
u Φ(u)#uj1 · · ·#uji

)
+ u×

∑
j1+···+ji=k, i>1

∇i+1
u Φ(u)#uj1 · · ·#uji ,

and # denotes the linear contraction.
Its initial data is
Vk = uk(x, 0) = α∆Vk−1 − αV0 ×∆Vk−1 +Kk−1(∇Vk−1,∇Wk−1)

+ Lk−1(Vk−1,Wk−1) + Fk−1,

Wk = sk(x, 0) = −div(A(V0)∇Wk−1) +Qk−1(∇Vk−1,∇Wk−1)

+ Tk−1(Vk−1,Wk−1) + Zk−1.

(2.3)

Here (ul, sl) has been replaced by (Vl,Wl) in the terms Kk−1, Lk−1, Fk−1, Qk−1,
Tk−1 and Zk−1, and (V0,W0) = (u0, s0).

In particular, we have
V1 = α

(
∆u0 + |∇u0|2u0 − u0 × (u0 × (h̃(u0) + s0))

)
− u0 × (∆u0 + h̃(u0) + s0),

W1 = −divJs(u0, s0)−D0(x) · s0 −D0(x) · s0 × u0.

Now, we are in the position to state the compatibility conditions on initial data
(u0, s0), associated to equation (1.3), as follows.

Definition 2.1. Let k ∈ N, (u0, s0) ∈ H2k+1(Ω,R3) and ∂itJe(x, 0) ∈ H1(Ω,R3)
for 0 ≤ i ≤ k. We say (u0, s0) satisfies the compatibility condition at order k,
if for any j ∈ {0, 1, . . . , k}, there holds

∂Vj
∂ν

∣∣∣∣
∂Ω

= 0,

∂Wj

∂ν

∣∣∣∣
∂Ω

= 0.

(2.4)

Intrinsically, we denote

τΦ,s(u) = τ(u)− u× (u× (h̃+ s)),

where τ(u) = ∆u+ |∇u|2u is the tension field. Then the first equation in (1.3)
becomes

∂tu = ατΦ,s(u)− u× τΦ,s(u).

And hence, after taking k times derivatives at direction t for the above equation,
uk satisfies the following equation

∂tuk = ∂kt ∂tu = α∂kt τΦ,s(u)−
∑
i+j=k

Cik∂
i
tu× ∂

j
t τΦ,s(u),
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where Cik = i!
k!(k−i)! . When k ≥ 1, letting Ṽk = ∂k−1

t τΦ,s(u)(x, 0), there holds

Vk = αṼk − u0 × Ṽk +
∑

i+j=k,i≥1

CikVi × Ṽj ,

for the sake of convenience, where we denote Ṽ0 = V0 = u0. In particular, there
holds

Ṽ1 = τ(u0)− u0 × (u0 × (h̃(u0) + s0)).

Therefore, it is not difficult to show that the k-order compatibility condition
defined by Definition 2.1 has the below equivalent characterization.

Proposition 2.1. Let k ∈ N, (u0, s0) ∈ H2k+1(Ω,R3) and ∂itJe(x, 0) ∈ H1(Ω,
R3) for 0 ≤ i ≤ k. (u0, s0) satisfies the compatibility condition at order k if and
only if for any j ∈ {0, 1, . . . , k}, there holds

∂Ṽj
∂ν

∣∣∣∣
∂Ω

= 0,

∂Wj

∂ν

∣∣∣∣
∂Ω

= 0.

(2.5)

3 Regular Solution

In this section, we consider the existence of short-time regular solution to (1.3).
To this end, we adopt the following equivalent equation{
∂tu = α

(
∆u+ |∇u|2u− u× (u× (h̃+ s))

)
− u× (h+ s), (x, t) ∈ Ω× R+,

∂ts = −div(A(J(u))∇s+ u⊗ Je)−D0(x)s−D0(x)s× u, (x, t) ∈ Ω× R+,

(3.1)
with the initial-boundary condition (1.2) and α > 0. Here,

−A(u) = D0

1− θu2
1 −θu1u2 −θu1u3

−θu2u1 1− θu2
2 −θu2u3

−θu3u1 −θu3u2 1− θu2
3


is a positively definite matrix of functions with

0 < (1− θ|u|2)D0|ξ|2 ≤ −ξTA(u)ξ ≤ D0|ξ|2

for any vector ξ in R3 if θ|u|2 < 1,

J(u) =

√
1 + δ√
δ + |u|2

u

with δ > 0 to be determined later, and

h̃(u) = hd(u)−∇uΦ(J(u)).
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It should also be pointed out that the above Φ(u) has been extended to
B√1+δ(0) ⊂ R3. In fact, we extend Φ(z) by

Φ̃(z) =

 ζ(|z|2)Φ

(
z

|z|

)
, |z|2 > δ0,

0, |z|2 ≤ δ0,

where ζ(t) : [0, 2] → [0, 1] is a C∞-smooth function with ζ(t) ≡ 0 on [0, 2δ0]
(2δ0 < 1) and ζ(t) = 1 on [1, 2]. It is easy to see that Φ̃ is C∞-smooth on
B√1+δ(0). For the sake of simplicity, we still denote Φ̃ by Φ.

3.1 Galerkin Approximation and A Priori Estimates

Let Hn be the n-dimensional subspace of L2(Ω) defined in Subsection 2.4, Pn
be the Galerkin projection. Next, we seek a solution (un, sn) in Hn to the
following Galerkin approximation equation associated to (3.1), i.e.,∂tu

n = Pn(α(∆un + |∇un|2un − un × (un × (h̃+ sn)))− un × (h+ sn)),

∂ts
n = Pn (−div(A(J(un))∇sn + un × Je)−D0(x)sn −D0(x)sn × un)

(3.2)
with initial data (un(·, 0), sn(·, 0)) = (un0 , s

n
0 ).

Let un =
∑n

1 g
n
i (t)fi(x) and sn =

∑n
1 γ

n
i (t)fi(x). For the sake of conve-

nience, we denote Gn(t) = {gn1 (t) · · · gnn(t), γn1 (t)γnn(t)} as a vector-valued func-
tion. Then, a direct calculation shows that Gn(t) satisfies the following ordinary
differential equation

∂Gn

∂t
= F (t, Gn),

Gn(0) = (〈u0, f1〉 , . . . , 〈u0, fn〉 , 〈s0, f1〉 , . . . , 〈s0, fn〉),
(3.3)

where F (Gn) is locally Lipschitz continuous with respect to Gn, since J(f)
is locally Lipschitz on f . Hence, there exists a solution (un, sn) to (3.2) on
Ω× [0, Tn0 ) for some Tn0 > 0.

If we choose (un, sn) as a test function to multiply the two sides of equation
(3.2), then it is easy to see that there hold

1

2

∂

∂t

∫
Ω
|un|2dx+ α

∫
Ω
|∇un|2dx = α

∫
Ω
|∇un|2|un|2dx (3.4)

and

1

2

∂

∂t

∫
Ω
|sn|2dx+ (1− θ(1 + δ))

∫
Ω
D0|∇sn|2dx

≤
∫

Ω
〈un ⊗ Je,∇sn〉 dx−

∫
∂Ω
un · sn 〈Je, ν〉 dµ∂Ω
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≤ C(ε, c0)|un|2L∞

(∫
Ω
|Je|2dx+

∫
∂Ω
|Je|2dµ∂Ω

)
+ ε

(
1 +

C̃

c0

)∫
Ω
D0|∇sn|2dx+ C̃ε

∫
Ω
|sn|2dx. (3.5)

Here, we have used the following fact∫
Ω
〈A(J(un))∇sn,∇sn〉 dx =

∫
Ω
D0|∇sn|2dx− (1 + δ)θ

∫
Ω
D0
〈∇sn, un〉2

δ + |un|2
dx

≥ (1− (1 + δ)θ)

∫
Ω
D0|∇sn|2dx,

and the Trace Theorem to derive∫
∂Ω
|sn|2dx ≤ C̃

(∫
Ω
|∇sn|2dx+

∫
Ω
|sn|2dx

)
,∫

∂Ω
|Je|2dx ≤ C̃

(∫
Ω
|∇Je|2dx+

∫
Ω
|Je|2dx

)
.

Therefore, by choosing δ < 1− 1
θ and then suitable ε > 0, we have

1

2

∂

∂t

∫
Ω
|un|2 + |sn|2dx+ α

∫
Ω
|∇un|2dx+

1

2
(1− θ(1 + δ))

∫
Ω
D0|∇sn|2dx

≤ α|un|2L∞

∫
Ω
|∇un|2dx+ C(δ, θ, c0)‖Je‖2H1 |un|2L∞ + C(δ, θ, c0)

∫
Ω
|sn|2dx

≤ C(α, δ, θ, c0)(1 + ‖Je‖2H1)(U2 + U + S). (3.6)

Here we denote U = ‖un‖2H2 and S = ‖sn‖2H2 .

In order to get the H3-energy estimates, we choose (v, w) = (∆2un,∆2sn) as
the test function. By using integration by parts, we take a simple computation
to derive

1

2

∂

∂t

∫
Ω
|∆un|2dx+ α

∫
Ω
|∇∆un|2dx

= −α
∫

Ω
〈∇(|∇un|2un),∇∆un〉dx (3.7)

+ α

∫
Ω
〈∇(un × (un × (h̃+ sn))),∇∆un〉dx

+

∫
Ω
〈∇(un × (h+ sn)),∇∆un〉 dx

=: I + II + III (3.8)

and

1

2

∂

∂t

∫
Ω
|∆sn|2dx = −

∫
Ω

〈
div (A(J(un))∇sn + un ⊗ Je) ,∆2sn

〉
dx
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+

∫
Ω
〈∇(D0s

n +D0s
n × un),∇∆sn〉 dx

=: IV + V. (3.9)

By direct calculations, we have

|I| = α

∣∣∣∣ ∫
Ω

〈
∇(|∇un|2un),∇∆un

〉
dx

∣∣∣∣
≤ 2α

∫
Ω
|∇2un||∇un||un||∇∆un|dx+ 2α

∫
Ω
|∇un|3|∇∆un|dx

≤ 2α‖un‖L∞‖∇un‖L6‖∇2un‖L3‖∇∆un‖L2 + 2α‖∇un‖3L6‖∇∆un‖L2

= 2α(I1 + I2). (3.10)

For the above two terms I1 and I2, there hold

I1 = ‖un‖L∞‖∇un‖L6‖∇2un‖L3‖∇∆un‖L2

≤ C‖un‖2H2‖∇2u‖
1
2

L2‖∇2u‖
1
2

L6‖∇∆un‖L2

≤ C‖un‖2+ 1
2

H2 ‖un‖
1
2

H3‖∇∆un‖L2

≤ C‖un‖3H2‖∇∆un‖L2 + C‖un‖2+ 1
2

H2 ‖∇∆un‖
3
2

L2

≤ ε‖∇∆un‖2L2 + C(ε)(‖un‖6H2 + ‖un‖10
H2)

≤ ε‖∇∆un‖2L2 + C(ε)(U3 + U5)

and

I2 = ‖∇un‖3L6‖∇∆un‖L2

≤ C(ε)‖un‖6H2 + ε‖∇∆un‖2L2

≤ C(ε)U3 + ε‖∇∆un‖2L2 .

Here we have used the following facts

H2(Ω) ↪→W 1,6(Ω) ↪→ L∞(Ω),

and
‖f‖L3(Ω) ≤ ‖f‖1/2

L2(Ω)
‖f‖1/2

L6(Ω)
.

For the term II, there holds

|II| ≤
∫

Ω
|∇un||un|(|hd(un)|+ |∇uΦ(J(un))|+ |sn|)|∇∆un|dx

+

∫
Ω
|un|2(|∇hd(un)|+ |∇2

uΦ(J(un))||∇J(un)|+ |∇sn|)|∇∆un|dx

= II1 + II2. (3.11)
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By direct calculations, we have

II1 ≤ ‖un‖L∞‖∇un‖L6(‖hd(un)‖L3 + ‖∇uΦ(J(un))‖L3 + ‖sn‖L3)‖∇∆un‖L2

≤ C(ε,Φ)‖un‖4H2(‖un‖2H2 + ‖sn‖2H1 + 1) + ε‖∇∆un‖2L2

≤ C(ε,Φ)U2(U + S + 1) + ε‖∇∆un‖2L2

and

II2 ≤ ‖un‖2L∞(‖∇hd(un)‖L2 + ‖∇2
uΦ(J(un))‖L∞

√
1 + 1/δ‖∇un‖L2

+ ‖∇sn‖L2)‖∇∆un‖L2

≤ C(ε, δ,Φ)‖un‖4H2(‖un‖2H1 + ‖sn‖2H1) + ε‖∇∆un‖2L2

≤ C(ε, δ,Φ)U2(U + S) + ε‖∇∆un‖2L2 .

For the term III, we can show

|III| ≤
∫

Ω
|∇un|(|∆un|+ |hd(un)|+ |∇uΦ(J(un))|+ |sn|)|∇∆un|dx

+

∫
Ω
|un|(|∇hd(un)|+ |∇2Φ(J(un))||∇un|+ |∇sn|)|∇∆un|dx

≤ C(ε, δ,Φ)(‖un‖6H2 + ‖un‖4H2 + ‖un‖2H2‖sn‖2H2 + 1) + 2ε‖∇∆un‖2L2

≤ C(ε, δ,Φ)(U3 + U2 + US + 1) + 2ε‖∇∆un‖2L2 . (3.12)

Here, we have cancelled the term 〈u×∇∆u,∇∆u〉 = 0.
By combining inequalities (3.10)–(3.12), and choosing suitable ε, we have

1

2

∂

∂t

∫
Ω
|∆un|2dx+

α

2

∫
Ω
|∇∆un|2dx ≤ C(δ, α,Φ)(U + S + 1)5. (3.13)

On the other hand, for equation (3.9), we have

|IV | =
∫

Ω

〈
D0∆sn,∆2sn

〉
dx− θ

∫
Ω

〈
∇D0 · (J(un)⊗ (∇sn · J(un))),∆2sn

〉
dx

+

∫
Ω

〈
∇D0 · ∇sn,∆2sn

〉
dx− θ

∫
Ω

〈
D0∇J(un)⊗ (∇sn · J(un)),∆2sn

〉
dx

− θ
∫

Ω

〈
D0J(un)⊗ (∆sn · J(un)),∆2sn

〉
dx−

∫
Ω

〈
∇un · Je,∆2sn

〉
dx

− θ
∫

Ω

〈
D0J(un)⊗ (∇sn · ∇J(un)),∆2sn

〉
dx−

∫
Ω

〈
undivJe,∆

2sn
〉
dx

=: IV1 + IV2 + IV3 + IV4 + IV5 + IV6 + IV7 + IV8. (3.14)

By direct calculations, there hold

IV1 ≤ −
∫

Ω
D0|∇∆sn|2dx+ C(ε, θ, c0)|∇D0|2L∞S + εθ

∫
Ω
D0|∇∆sn|2dx,
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IV2 ≤ C(ε, δ, c0)θ(|∇2D0|2L∞ + |∇D0|2L∞)(U + S + SU) + εθ

∫
Ω
D0|∇∆sn|2dx,

IV3 ≤ C(ε, θ, c0)(|∇2D0|2L∞ + |∇D0|2L∞)S + εθ

∫
Ω
D0|∇∆sn|2dx,

IV4 ≤ θ
∫

Ω
|∇D0||∇J(un)||∇sn||J(un)||∇∆sn|dx

+ θ

∫
Ω
|D0||∇2J(un)||∇sn||J(un)||∇∆sn|dx

+ θ

∫
Ω
D0|∇J(un)||∆sn||J(un)||∇∆sn|dx

+ θ

∫
Ω
D0|∇J(un)|2|∇sn||∇∆sn|dx

≤ C(δ, ε, c0)(|∇D0|2L∞ + |D0|L∞)(US2 + US + U2S)

+ εθ‖∇∆un‖2L2 + εθ

∫
Ω
D0|∇∆sn|2dx,

IV5 ≤ C(δ)θ|∇D0|L∞

∫
Ω
|∆sn||∇∆sn|dx+ θ

∫
Ω
|J(un) · ∇∆sn|2dx

+ θC(δ)

∫
Ω
D0|∇un||∆sn||∇∆sn|dx

≤ (ε+ 1 + δ)θ

∫
Ω
D0|∇∆sn|2dx+ C(δ, ε, c0)‖D0‖C1θ(S + US + U2S),

IV6 + IV8 ≤ C(ε, c0)θ‖Je‖2H2U + εθ

∫
Ω
D0|∇∆sn|2dx. (3.15)

In addition, IV7 has the same estimates as IV4.
Finally, we show the estimate of term V as follows,

|V | ≤ C(ε, θ, c0)‖D0‖C1(S + US) + εθ

∫
Ω
D0|∇∆sn|2dx. (3.16)

Substituting inequalities (3.15) and (3.16) into the formula (3.9), by choosing
suitable ε, there holds

1

2

∂

∂t

∫
Ω
|∆sn|2dx+

1

2
(1− (1 + δ)θ)

∫
Ω
D0|∇∆sn|2dx

≤ C(δ, θ, c0, ‖D0‖C2 , ‖Je‖H2)(U + S + 1)2. (3.17)

Therefore, by combining (3.6), (3.13) and (3.17), we get

1

2

∂

∂t
(U + S) +

α

2

∫
Ω
|∇∆un|2dx+

1

2
(1− (1 + δ)θ)

∫
Ω
D0|∇∆sn|2dx

≤ C(α, δ, θ, c0,Φ, ‖D0‖C2 , ‖Je‖H2)(U + S + 1)5. (3.18)

Here we should point out that δ is a fixed positive number such that δ < 1
θ − 1.
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By using the comparison theorem of ODE in Lemma 2.5, the desired esti-
mates of approximated solution (un, sn) are obtained from (3.18). Hence, we
conclude

Lemma 3.1. Let (u0, s0) ∈ H2(Ω,R3). Suppose Je ∈ L∞(R+, H2(Ω,R3)) and
D0 ∈ C2(Ω̄) with D0 ≥ c0 > 0 for some constant c0. Then there exists a solution
(un, sn) ∈ L∞([0, T ∗), H2(Ω,R3))∩W 3,1

2 (Ω× [0, T ∗),R3) to system (3.2), where
T ∗ is dependent on ‖u0‖H2(Ω) + ‖s0‖H2(Ω). Moreover, for any T < T ∗, there
exists a constant C(T ) independent on (un, sn), such that the following a priori
estimate holds

sup
0<t≤T

(‖un‖H2 + ‖sn‖H2) + α

∫ T

0
‖∇∆un‖2L2dt

+ (1− (1 + δ)θ)c0

∫ T

0
‖∇∆sn‖2L2dt ≤ C(T ). (3.19)

Moreover, the above estimate and equation (3.2) follow

sup
0<t≤T

(‖∂tun‖2L2 + ‖∂tsn‖2L2) +

∫ T

0
(‖∇∂tun‖2L2 + ‖∇∂tsn‖2L2)dt ≤ C(T ).

Proof. Let y(t) = U(t) + S(t). Then the estimate (3.18) implies y satisfies the
below ODE inequality:y

′ ≤ C(y + 1)5,

y(0) = ‖un0‖2H2 + ‖sn0‖2H2 ≤ C(‖u0‖2H2 + ‖s0‖2H2).

Here the constant C is dependent on ‖D0‖C2 and ‖Je‖L∞(R+,H2(Ω)). If we let
z : [0, T ∗)→ R be the maximal solution toz

′ = C(z + 1)5,

z(0) = C(‖u0‖2H2 + ‖s0‖2H2),

where T ∗ is dependent only on ‖u0‖2H2 + ‖s0‖2H2 , then Lemma 2.5 shows

sup
0<t≤T

(U(t) + S(t)) ≤ C(T ).

Moreover, by considering estimate (3.18), it implies (3.19). On the other hand,
by using equation (3.2), it is not difficult to show the following estimate

sup
0<t≤T

(‖∂tun‖2L2 + ‖∂tsn‖2L2) +

∫ T

0
(‖∇∂tun‖2L2 + ‖∇∂tsn‖2L2)dt ≤ C(T ).
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3.2 Regular Solutions to LLG System with Spin-polarized Transport

In this subsection, we consider the compactness of the approximation solu-
tion (un, sn) to (3.2) constructed in the above. The main tool to achieve
the compactness is the well-known Alaoglu’s theorem and the Aubin–Simons’
compactness (see Lemma 2.6 in Section 2). Thus, Lemma 3.1 implies that
there exists a subsequence of {(un, sn)} (we still denote it by {(un, sn)}) and a
(u, s) ∈ L∞([0, T ], H2(Ω,R3)) ∩W 3,1

2 (Ω× [0, T ],R3) such that

(un, sn) ⇀ (u, s) weakly* in L∞([0, T ], H2(Ω,R3)),

(un, sn) ⇀ (u, s) weakly in W 3,1
2 (Ω× [0, T ],R3),

where 0 < T < T ∗. Next, let X = H3(Ω,R3), B = H2(Ω,R3) and Y =
L2(Ω,R3). Then, Lemma 2.6 tells us

(un, sn)→ (u, s) strongly in Lp([0, T ], H2(Ω,R3))

for any p <∞. It follows that u is a strong solution to equation (3.1).

Theorem 3.1. The limiting map (u, s) ∈ L∞([0, T ], H2(Ω,R3)) ∩W 3,1
2 (Ω ×

[0, T ],R3) is a locally strong solution to (3.1) for any 0 < T < T ∗. Moreover,
there exists a constant C(T ) such that the following estimate holds

sup
0<t≤T

(
‖(u, s)‖2H2 + ‖(∂tu, ∂ts)‖2L2

)
+

∫ T

0
‖(u, s)‖2H3dt

+

∫ T

0
‖(∇∂tu,∇∂ts)‖2L2 ≤ C(T ). (3.20)

Proof. For any ϕ ∈ C∞(Ω̄×[0, T ]) and k ∈ N, we set ϕk = Pk(ϕ) =
∑k

i=1 gi(t)fi,
where gi(t) = 〈ϕ, fi〉L2(Ω). Thus, ‖ϕ− ϕk‖L∞([0,T ],L2(Ω)) → 0 as k →∞.

We firstly fix k and let n ≥ k. Since (un, sn) is a locally strong solution of
(3.2), it follows∫ T

0

∫
Ω
〈∂tun, ϕk〉 dxdt− α

∫ T

0

∫
Ω
〈∆un + |∇un|un, ϕk〉 dxdt

= −α
∫ T

0

∫
Ω
〈un × (un × (h̃+ sn)), ϕk〉dxdt−

∫ T

0

∫
Ω
〈un × (h+ sn), ϕk〉 dxdt

and ∫ T

0

∫
Ω
〈∂tsn, ϕk〉 dxdt+

∫ T

0

∫
Ω
〈div(A(J(un)∇sn) + un × Je), ϕk〉 dxdt

= −
∫ T

0

∫
Ω
〈D0(x)sn +D0(x)sn × un, ϕk〉 dxdt.
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The above conclusions on compactness tell us that, for any 1 ≤ p <∞,

(∂tu
n, ∂ts

n) ⇀ (∂tu, ∂ts) weakly in L2([0, T ], L2(Ω,R3)),

and

(un, sn)→ (u, s) strongly in Lp([0, T ], H2(Ω,R3)).

It follows

• hd(un)→ hd(u) strongly in Lp([0, T ], H2(Ω,R3)),

• (un, sn)→ (u, s) strongly in Lp([0, T ], L∞(Ω,R3)),

• un × h(un)→ u× h(u) strongly in L2([0, T ], L2(Ω,R3)),

• un × (un × h̃(un))→ u× (u× h̃(u)) strongly in L2([0, T ], L2(Ω,R3)),

• div(A(un)∇sn)→ div(A(u)∇s) strongly in L2([0, T ], L2(Ω,R3)).

Here Lemma 2.1 has been used.
Therefore, according to the dominated convergence theorem and the defini-

tion of weak convergence, we infer the desired conclusions as n→∞ and then
k →∞. It remains that we need to check the Neumann boundary condition.

We only check the condition ∂u
∂ν |∂Ω = 0. The other can be gotten by a

similar argument. Since for any ξ ∈ C∞(Ω̄× [0, T ]), there holds∫ T

0

∫
Ω
〈∆un, ξ〉 dxdt = −

∫ T

0

∫
Ω
〈∇un,∇ξ〉 dxdt,

letting n→∞, we have∫ T

0

∫
Ω
〈∆u, ξ〉 dxdt = −

∫ T

0

∫
Ω
〈∇u,∇ξ〉 dxdt,

which means
∂u

∂ν
|∂Ω×[0,T ] = 0.

Eventually, estimate (3.20) is obtained from (3.19) by taking n→∞ by the
lower semi-continuity.

Next, we show |u| = 1 for any 0 < t < T ∗, which follows that (u, s) is a
strong solution to (1.3).

Proposition 3.1. The solution u ∈ L∞([0, T ], H2(Ω,R3))∩W 3,1
2 (Ω×[0, T ],R3)

obtained in the above satisfies |u| = 1.
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Proof. Let ω = |u|2 − 1, which satisfies the following equation
∂tω − α∆w = 2αω|∇u|2, (x, t) ∈ Ω× (0, T ],

ω(x, 0) = 0, x ∈ Ω,

∂ω

∂ν
= 0, (x, t) ∈ ∂Ω× [0, T ].

If we choose ω as a test function, there holds

1

2

∂

∂t

∫
Ω
|ω|2dx ≤ 2α|∇u|2L∞

∫
Ω
|ω|2dx ≤ C‖u‖2H3(Ω)

∫
Ω
|ω|2dx.

Since γ(t) = ‖u‖2H3(t) is in L1[0, T ], the Gronwall inequality implies∫
Ω
|ω|2dx(t) ≤ C(T )

∫
Ω
|ω(x, 0)|2dx = 0, 0 < t ≤ T

for some C(T ). It follows |u| = 1 for almost every (x, t) ∈ Ω× [0, T ].

Now, we turn to showing the uniqueness of the solution (u, s) to (1.3)
obtained in the above.

Proposition 3.2. There is a unique solution to (1.3) in L∞([0, T ], H2(Ω,R3))∩
W 3,1

2 (Ω× [0, T ],R3).

Proof. Let (u, s) and (ũ, s̃) be two solutions to (1.3) in L∞([0, T ], H2(Ω,R3))∩
W 3,1

2 (Ω × [0, T ],R3) and set (ū, s̄) = (u − ũ, s − s̃). Then, (ū, s̄) satisfies the
following equation {

∂tū = ∆ū+R1,

∂ts̄ = −div(A(u)∇s̄) +R2

with initial-boundary condition
u(·, 0) = 0,

∂u

∂ν

∣∣∣∣
∂Ω

= 0,

s(·, 0) = 0,
∂s

∂ν

∣∣∣∣
∂Ω

= 0.

Here

R1 = |∇u|2ū− (|∇u|2 − |∇ũ|2)ũ+ ū× (u× (h̃(u) + s))

+ ũ× (ū× (h̃+ s)) + ũ× (ũ× (h̃(u)− h̃(ũ) + s̄))

+ ū× (h(u) + s) + ũ× (h(u)− h(ũ) + s̄),

R2 = div(ū⊗ Je)− θ (div(D0 · (u⊗ (∇s · u)))−D0 · (ũ⊗ (∇s̃ · ũ)))

−D0s̄−D0s̄× u−D0s̃× ū.
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By choosing test functions (ū, s̄) and (∆ū,∆s̄), we take a direct calculation
to show

∂

∂t
(‖ū‖2H1 + ‖s̄‖2H1) + α

∫
Ω
|∆ū|2dx+ (1− θ)

∫
Ω
D0|∆s̄|2dx

≤ C(α, θ, ‖D0‖C1 , c0, ‖Je‖H2)F (t)(‖ū‖2H1 + ‖s̄‖2H1)

for a.e. t ∈ [0, T ]. Here F (t) = ‖u‖2H3 + ‖ũ‖2H3 + ‖s‖2H3 + ‖s̃‖2H3 + 1, which is in
L1[0, T ]. Thus, the Gronwall inequality implies

‖ū‖2H1 + ‖s̄‖2H1 = 0, for any t ∈ [0, T ].

Therefore, the proof is complete.

Proof of Theorem 1.1. Immediately, Theorem 1.1 follows Theorem 3.1, Propo-
sitions 3.1 and 3.2. Thus, we finish the proof.

4 Very Regular Solution

However, when k ≥ 3, the Hk+1-estimates of solution cannot be derived by
multiplying the two sides of the Galerkin approximation of (3.1) in the above
section by

(−1)k(∆kun,∆ksn),

since the right hand side of equation (3.2) doesn’t satisfy the homogeneous
Neumann boundary condition. Thus, to improve the regularity of the solution
(u, s) to (1.3) constructed in the previous section, we apply the method used
in [9].

Roughly speaking, under suitable compatibility initial-boundary conditions,
which are defined in Subsection 2.5, we consider equation (2.2) for k = 1. By us-
ing Galerkin approximation method, we can get a solution (u1, s1) ∈ L∞([0, T ],
H2(Ω,R3)) ∩W 3,1

2 (Ω × [0, T ],R3), where 0 < T < T ∗ and T ∗ is determined in
Theorem 1.1. Fortunately, a uniqueness argument guarantees that (u1, s1) ≡
(∂tu, ∂ts). Then, we can get (u, s) ∈ L∞([0, T ], H4(Ω,R3))∩W 5,1

2 (Ω×[0, T ],R3)
by a bootstrap argument using equation (1.3). Therefore, we can get very high-
er regularity of (u, s) step by step, by considering the compatible equation (2.2)
for k > 1.

Next, we divide this section into two parts. In the first part, we give a
detailed process to enhance the regularity of (u, s) to L∞([0, T ], H5(Ω,R3)) ∩
W 6,1

2 (Ω × [0, T ],R3). And then in the other part, the results on very regular
solution can be obtained by using method of induction with a similar argument
as that in the first part.
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4.1 H6-regularity of Solution

Let (un, sn) be the solution of (3.2) given in the previous section, and let
(unt , s

n
t ) = (∂tu

n, ∂ts
n). Then, (unt , s

n
t ) satisfies the following equation{

∂tu
n
t = α∆unt + T1 + T2 + T3 + T4 + T5, (x, t) ∈ Ω× [0, T ∗),

∂tu
n
t = −Pn (div(A(J(un)))∇snt + unt ⊗ Je) + I1 + I2, (x, t) ∈ Ω× [0, T ∗)

(4.1)
with initial condition

unt (x, 0) =

n∑
i=1

∂tg
n
i (0)fi, x ∈ Ω,

snt (x, 0) =
n∑
i=1

∂tγ
n
i (0)fi, x ∈ Ω.

Here 

T1 = αPn(un × (un × (hd(u
n
t )− ∂t∇uΦ(J(un) + snt )))),

T2 = αPn(unt × (un × (hd(u
n)−∇uΦ(J(un) + sn))))

+αPn(un × (unt × (hd(u
n)−∇uΦ(J(un) + sn)))),

T3 = −Pn(un × (∆unt + hd(u
n
t )− ∂t∇uΦ(J(un)) + snt )),

T4 = −Pn(unt × (∆un + hd(u
n)−∇uΦ(J(un)) + sn)),

T5 = αPn(|∇un|2unt + 2 〈∇unt ,∇un〉un),

I1 = −Pn(div(∂tA(J(un))∇sn + un ⊗ ∂tJe)),

I2 = Pn(D0s
n
t +D0s

n
t × un +D0s

n × unt ).

For the sake of convenience, we also denote

I0 = −Pn(div(A(J(un))∇snt + unt ⊗ Je)).

In Lemma 3.1, we have shown that

‖unt ‖2L2 + ‖snt ‖2L2 = g(t) ≤ C(T ), 0 ≤ t ≤ T < T ∗.

In order to show the H2-estimate of (unt , s
n
t ), we choose (−∆unt ,−∆snt ) as

a test function for the above equation (4.1). Then, there hold true

1

2

∂

∂t

∫
Ω
|∇unt |2dx+ α

∫
Ω
|∆unt |2dx = −

5∑
i=1

∫
Ω
〈Ti,∆unt 〉 dx

and

1

2

∂

∂t

∫
Ω
|∇snt |2dx = −

3∑
i=0

〈Ii,∆snt 〉 dx.
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Next, we estimate the terms on the right hand sides of the above equations step
by step.∣∣∣∣∫

Ω
〈T1,∆u

n
t 〉 dx

∣∣∣∣ ≤ C(ε, α, δ)U2(‖unt ‖2L2 + ‖snt ‖2L2) + εα‖∆unt ‖2L2 ,∣∣∣∣∫
Ω
〈T2,∆u

n
t 〉 dx

∣∣∣∣ ≤ C(ε, α, δ)U(U + S + 1)‖unt ‖2L2 + εα‖∆unt ‖2L2 ,∣∣∣∣∫
Ω
〈T3,∆u

n
t 〉 dx

∣∣∣∣ ≤ C(ε, α, δ)U(‖unt ‖2L2 + ‖snt ‖2L2) + εα‖∆unt ‖2L2 ,∣∣∣∣∫
Ω
〈T4,∆u

n
t 〉 dx

∣∣∣∣ ≤ C(ε, α, δ)(‖un‖2H3 + S + 1)‖unt ‖2H1 + εα‖∆unt ‖2L2 ,∣∣∣∣∫
Ω
〈T5,∆u

n
t 〉 dx

∣∣∣∣ ≤ C(ε, α, δ)U(U + ‖un‖2H3)‖unt ‖2H1 + εα‖∆unt ‖2L2 ,

−
∫

Ω
〈I0,∆s

n
t 〉 dx ≤ C(ε, α, δ, ‖D0‖C1)(U + ‖Je‖2H2 + 1)(‖unt ‖2H1 + ‖∇snt ‖2L2)

− (1− (1 + δ + ε)θ)

∫
Ω
D0|∆snt |2dx,∣∣∣∣∫

Ω
〈I1,∆s

n
t 〉 dx

∣∣∣∣ ≤ C(ε, θ, δ, ‖D0‖C1)(‖sn‖2H3 + S‖un‖2H3)‖unt ‖2H1

+ CU‖∂tJe‖2H1 + εθ

∫
Ω
D0|∆snt |2dx,∣∣∣∣∫

Ω
〈I2,∆s

n
1 〉 dx

∣∣∣∣ ≤ C(ε, θ, c0)(U + S + 1)(‖unt ‖2L2 + ‖snt ‖2L2)

+ εθ

∫
Ω
D0|∆snt |2dx.

By combining the above inequalities, we obtain

∂

∂t

(∫
Ω
|∇unt |2 + |∇snt |2dx

)
+ α

∫
Ω
|∆unt |2dx+ (1− (1 + δ)θ)

∫
Ω
D0|∆snt |2dx

≤ f(t)(‖unt ‖2L2 + ‖snt ‖2L2 + 1) + f(t)

(∫
Ω
|∇unt |2dx+

∫
Ω
|∇snt |2dx

)
. (4.2)

Here

f(t) = C(α, δ, θ, ‖D0‖C1)(U2 +S2 + (S+ 1)‖un‖2H3 + ‖Je‖2H2 +U‖∂tJe‖2H1 + 1),

which is in L1([0, T ]) for any 0 < T < T ∗. Here we have used that Je ∈
L2([0, T ], H2(Ω)) and ∂tJe ∈ L2([0, T ], H1(Ω)).

Thus, the Gronwall inequality and (4.2) imply

sup
0<≤t≤T

(∫
Ω
|∇unt |2dx+

∫
Ω
|∇snt |2dx

)
+ α

∫ T

0

∫
Ω
|∆unt |2dx+ (1− (1 + δ)θ)
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×
∫ T

0

∫
Ω
D0|∆sn1 |2dx ≤ C(T, ‖∇unt ‖2L2(0) + ‖∇snt ‖2L2(0), ‖f‖L1([0,T ])).

(4.3)

On the other hand, equation (3.2) implies
unt (x, 0) = Pn(α(∆un0 + |∇un0 |2un0 ))

−Pn(un0 × (un0 × (h̃+ sn0 ))− un0 × (h+ sn0 )),

unt (x, 0) = −Pn(div(A(J(un0 ))∇sn0 + un0 × Je))
−PN (D0(x) · sn0 −D0(x) · sn0 × un0 ).

(4.4)

A direct computation shows

‖∇unt ‖2L2(0) + ‖∇snt ‖2L2(0) ≤ C(‖un0‖H3(Ω) + ‖sn0‖H3(Ω) + 1)

≤ C(‖u0‖H3(Ω) + ‖s0‖H3(Ω) + 1),

since we have the following estimates

‖un0‖H3(Ω) ≤ C‖u0‖H3(Ω),

‖sn0‖H3(Ω) ≤ C‖s0‖H3(Ω),

and Je ∈ C0(R+, H2(Ω)).
Now, we can give the proof of Theorem 1.2 by using the above estimate of

(unt , s
n
t ) and a bootstrap argument.

Proof of Theorem 1.2. The estimates in (4.3) indicates

(unt , s
n
t ) ⇀ (∂tu, ∂ts) weakly in L2([0, T ], H2(Ω,R3))

and
(unt , s

n
t ) ⇀ (∂tu, ∂ts) weakly* in L∞([0, T ], H1(Ω,R3)).

Thus,
(∂tu, ∂ts) ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)).

Next, by using the property of cross-product, the equation (1.1) can be
rewritten as the form∆u = −|∇u|2u+ u× (u× (h̃+ s))− 1

1 + α2
(α∂tu+ u× ∂tu) ,

Ls = div(A(u)∇s) = −∂ts+ div(u⊗ Je) +D0(x)s+D0(x)s× u.
(4.5)

We claim: ∆u, ∆s ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)).
Here, we shall only prove ∆u ∈ L∞([0, T ], H1(Ω,R3))∩L2([0, T ], H2(Ω,R3)),

since we can take a similar argument to prove the fact ∆s belongs to the same
space as ∆u.
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From the first equation of (4.5) and the fact u ∈ L∞([0, T ], H2(Ω,R3)) ∩
L2([0, T ], H3(Ω,R3)), we can easily get that

sup
0<t≤T

‖∆u‖L3 ≤ C(T ).

Since

∇∆u =− (|∇u|2∇u+ 2∇2u · ∇uu) +∇
(
u× (u× (h̃+ s))

)
+

1

1 + α2
(α∇∂tu+∇u× ∂tu+ u×∇∂tu),

by a simple calculation we obtain

‖∇∆u‖2L2 ≤ C(U + S)3 + U‖∇2u‖2L3 + (U + 1)‖∂tu‖2H1 ≤ C(T ),

where we have used the global Lp estimate (see [32, Theorem 2.3])

‖∇2u‖L3 ≤ C(‖∆u‖L3 + ‖u‖L3).

Thus, we have u ∈ L∞([0, T ], H3(Ω,R3)) by classical Lp-estimate.
In the sense of distribution, we have

∇2∆u = F =−∇(|∇u|2∇u+ 2∇2u · ∇uu) +∇2
(
u× (u× (h̃+ s))

)
+

1

1 + α2
∇(α∇∂tu+∇u× ∂tu+ u×∇∂tu).

By a simple calculation, we get

‖F‖2L2 ≤ C(U + S + 1)2 + (U + 1)‖u‖4H3 + ‖∂tu‖2H1‖u‖2H3 + ‖∇2∂tu‖2L2 ,

which implies that
∆u ∈ L2([0, T ], H2(Ω,R3)).

Thus, we have
u ∈ L2([0, T ], H4(Ω,R3)).

Therefore, we have finished the proof of the claim on ∆u.
Now we turn to considering the regularity of ∆s. Since we have shown that

u ∈ L∞([0, T ], H3(Ω,R3)) ∩ L2([0, T ], H4(Ω,R3))

and Ls = div(A(u)∇s) is a uniformly elliptic operator, a similar argument to
that in the above implies

∆s ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)).

Here we need D0 ∈ C3(Ω̄). Thus, it follows s ∈ L∞([0, T ], H3(Ω,R3)) ∩
L2([0, T ], H4(Ω,R3)).
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Remark 4.1. We can also show (u, s) ∈ C0([0, T ], H3(Ω,R3)) by the embed-
ding Theorem II.5.14 in [7].

Remark 4.2. We cannot get H3-estimate of (ut, st) as that for (u, s) in the
previous section by applying test function (∆2unt ,∆

2snt ), since the following
inequality does not hold true

‖un0‖H4 ≤ C‖u0‖H4 ,

which is beyond of our knowledge. Meanwhile, the same reason implies that we
cannot get higher regularity of (u, s) by considering the equation of (∂2

t u
n, ∂2

t s
n).

The above remark indicates that one can not proceed to enhance the regu-
larity except for one adds some new restrictive conditions on the initial data.
Motivated by [9], we intend to add some suitable compatibility boundary con-
ditions to enhance the regularity (see [9]). Hence, we consider the following
equation

∂tu1 = α∆u1 − u×∆u1 +K1(∇u1,∇s1) + L1(s1, u1), (x, t) ∈ Ω× R+,

∂ts1 = −div (A(u)∇s1) + Q̂1(∇u1,∇s1) + T1(u1, s1), (x, t) ∈ Ω× R+,

∂u1

∂ν
= 0, (x, t) ∈ ∂Ω× R+,

∂s1

∂ν
= 0, (x, t) ∈ ∂Ω× R+

(4.6)
with initial-boundary condition

u1(x, ·) = V1(u0, s0),
∂V1

∂ν

∣∣∣∣
∂Ω

= 0,

s1(x, ·) = W1(u0, s0),
∂W1

∂ν

∣∣∣∣
∂Ω

= 0.

(4.7)

Here,

K1(∇u1,∇s1) = 2α(∇u1 · ∇u)u,

Q̂1(∇u1,∇s1) = −div(u1 ⊗ Je)− div(u⊗ ∂tJe),
L1(u1, s1) = α|∇u|2u1 − αu1 × (u× (h̃(u) + s))− αu× (u1 × (h̃(u) + s))

− αu1 × (u× (h̄(u1) + s1))− u× (h̄(u1) + s1)− u1 × (h(u) + s),

T1(u1, s1) = θdiv(D0u1 ⊗ (∇s · u+D0u⊗ (∇s · u1)))−D0s1

−D0s1 × u−D0s× u1,

V1(u0, s0) = α
(
∆u0 + |∇u0|2u0 − u0 × (u0 × (h̃(u0) + s0))

)
− u0 × (∆u0 + h̃(u0) + s0),

W1(u0, s0) = −div(A(u0)∇s0 + u0 ⊗ Je(x, 0))−D0(x) · s0 −D0(x) · s0 × u0,
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where h̄(u1) = hd(u1)−∇2Φ(u) · u1.
The above equation (4.6) is a linear system with respect to u1 and s1, since

hd is a linear operator. Next, as before, we also need to consider the following
Galerkin approximation equation associated to (4.6){
∂tu

n
1 = Pn(α∆un1 − u×∆un1 +K1(∇un1 ,∇sn1 )+L1(sn1 , u

n
1 )), (x, t) ∈ Ω× R+,

∂ts
n
1 = Pn(−div(A(u)∇sn1 ) + Q̂1(∇un1 ,∇sn1 ) + T1(un1 , s

n
1 )), (x, t) ∈ Ω× R+,

(4.8)
with initial data {

un1 (x, ·) = Pn(V1(u0, s0)),

sn1 (x, ·) = Pn(W1(u0, s0)).
(4.9)

By almost the same argument as that on equation (3.2) in Section 3, it is not
difficult to prove that there exists a solution (un1 , s

n
1 ) in L∞([0, T ∗), H2(Ω,R3))∩

L2([0, T ∗), H3(Ω,R3)) with energy estimates as follows,

sup
0<t≤T

(
‖un1‖H2(Ω) + ‖sn1‖H2(Ω)

)
+ α

∫ T

0
‖∇∆un1‖2L2(Ω)dt

+ (1− θ)c0

∫ T

0
‖∇∆sn1‖2L2(Ω)dt

≤ C(T, ‖(u0, s0)‖H2(Ω), ‖(V1,W1)‖H2(Ω)) (4.10)

and

sup
0<t≤T

(‖∂tun1‖2L2(Ω) + ‖∂tsn1‖2L2(Ω)) +

∫ T

0
(‖∇∂tun1‖2L2(Ω) + ‖∇∂tsn1‖2L2(Ω))dt

≤ C(T, ‖(u0, s0)‖H2(Ω), ‖(V1,W1)‖H2(Ω)) (4.11)

for any 0 < T < T ∗, since the system (4.6) is linear. Here we need to assume

Je ∈ C0([0, T ], H3(Ω,R3)) and ∂tJe ∈ L∞([0, T ], H2(Ω,R3)),

and use the estimate:

‖(Pn(V1), Pn(W1))‖H2(Ω) ≤ C‖(V1,W1)‖H2(Ω) ≤ C(‖(u0, s0)‖H4(Ω)).

By the Alaoglu’s theorem and Aubin–Simon Compactness Lemma 2.6, we
know that there exists a subsequence of {(un1 , sn1 )} (we still denote it by {(un1 ,
sn1 )}) and a map

(u1, s1) ∈ L∞([0, T ], H2(Ω,R3)) ∩W 3,1
2 (Ω× [0, T ],R3)

such that, for any 1 < p <∞,

• (un1 , s
n
1 ) ⇀ (u1, s1) weakly* inL∞([0, T ], H2(Ω,R3)),
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• (un1 , s
n
1 ) ⇀ (u1, s1) weakly inW 3,1

2 (Ω× [0, T ],R3),

• (un1 , s
n
1 )→ (u1, s1) strong inLp([0, T ], H2(Ω,R3)).

It follows that (u1, s1) is a strong solution to (4.6). On the other hand, it is
not difficult to show (ut, st) is a solution to (4.6) in L∞([0, T ], H1(Ω,R3)) ∩
L2([0, T ], H2(Ω,R3)), since (u, s) ∈ C0([0, T ], H3(Ω,R3)).

If the uniqueness of solution to (4.6) in the space L∞([0, T ], H1(Ω,R3)) ∩
L2([0, T ], H2(Ω,R3)) can be established well, then one can see easily that

(ut, st) ≡ (u1, s1),

which implies higher regularity. So, we need to prove the following

Proposition 4.1. There is a unique solution to (4.6) in L∞([0, T ], H1(Ω,R3))∩
L2([0, T ], H2(Ω,R3)).

Proof. Assume that (u1, s1) and (ũ1, s̃1) in L∞([0, T ∗), H1(Ω,R3)) ∩W 2,1
2 (Ω×

[0, T ∗),R3) are two solutions to (4.6) in L∞([0, T ∗), H1(Ω,R3)) ∩ W 2,1
2 (Ω ×

[0, T ∗),R3). Let (ū1, s̄1) = (u1 − ũ1, s1 − s̃1). It satisfies the following equation{
∂tū1 = α∆ū1 − u×∆ū1 +K1(∇ū1,∇s̄1) + L1(ū1, s̄1),

∂ts̄1 = −div(A(u)∇s̄1) +Q1(∇ū1,∇s̄1) + T1(ū1, s̄1),

with initial-boundary condition
ū1(·, 0) = 0,

∂ū1

∂ν

∣∣∣∣
∂Ω

= 0,

s̄1(·, 0) = 0,
∂s̄1

∂ν

∣∣∣∣
∂Ω

= 0.

The above equation indicates (∂tū1, ∂ts̄1) ∈ L2([0, T ] × Ω). Then by taking
(ū1, s̄1) as a test function of the above equation, there holds

1

2

∂

∂t

∫
Ω

(|ū1|2 + |s̄1|2)dx

≤ C(α, θ,D0, ‖∂tJe‖H2+‖Je‖H2)(‖(u, s)‖2H3 + U + S + 1)

∫
Ω

(|ū1|2+|s̄1|2)dx

≤ F (t)

∫
Ω

(|ū1|2 + |s̄1|2)dx,

where F (t) ∈ L1([0, T ]) for any 0 < T < T ∗. Hence, the Gronwall inequality
implies (ū1, s̄1) = (0, 0) and the proof is finished.

Proposition 4.1 implies (ut, st) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,
R3)). If (u0, s0) ∈ H5(Ω,R3) and D0 ∈ C5(Ω̄), then a similar argument with
that in the proof of Theorem 1.2 shows

(u, s) ∈ L∞([0, T ], H5(Ω,R3)) ∩ L2([0, T ], H6(Ω,R3)).
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4.2 Very Regular Solutions

In this subsection, we will apply the method of induction to show the exis-
tence of very regular solution (u, s) to (1.3) by considering the initial-Neumann
boundary value problem of the equation of (uk = ∂kt u, sk = ∂kt s) with match-
ing initial-boundary data, that is to prove Theorem 1.3. In fact, in the above
Subsection 4.1, we have enhanced regularity of (u, s) by the strategy P in
Section 1.

For the case of k > 1, to prove Theorem 1.3 we need to repeat the process
of the strategy P by showing the following property P(k):

1. If (u0, s0) ∈ H2k(Ω,R3) with compatibility condition at order k−1, then
the solution (u, s) with initial data (u0, s0) satisfies

(∂itu, ∂
i
ts) ∈ L∞([0, T ], H2k−2i(Ω,R3)) ∩ L2([0, T ], H2k−2i+1(Ω,R3))

for any 0 < T < T ∗, where i ∈ {0, . . . , k};
2. Moreover, if (u0, s0) ∈ H2k+1(Ω,R3), then there holds

(∂itu, ∂
i
ts) ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3))

for any 0 < T < T ∗, where i ∈ {0, . . . , k}.
In fact, it is not difficult to see that, in the previous subsection, we have

shown this property holds for k = 1 and k = 2.
Next, suppose that P(k) is already established for k ≥ 2, then we want to

prove that P(k + 1) is true. Therefore, we assume (u0, s0) ∈ H2(k+1)(Ω,R3)
satisfies the compatibility condition (2.4) at order k. By the property P(k),
we have

(∂itu, ∂
i
ts) ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)),

where 0 < T < T ∗ and i ∈ {0, . . . , k}.
Furthermore, we know that

(uk, sk) ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3))

satisfies the following equation

∂tv = α∆v−u×∆v+Kk(∇v,∇w)+Lk(v, w)+Fk(u, s), (x, t) ∈ Ω× R+,

∂tw = −div(A(u)∇w)+Qk(∇v,∇w)+Tk(v, w)+Zk(u, s), (x, t) ∈ Ω× R+,

∂v

∂ν
= 0, (x, t) ∈ ∂Ω× R+,

∂w

∂ν
= 0, (x, t) ∈ ∂Ω× R+,

(v(x, 0), w(x, 0)) = (Vk(u0, s0),Wk(u0, s0)), x ∈ Ω.

(4.12)
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Next, we will adopt the same procedure as in the strategy P for (∂kt u, ∂
k
t s)

to get the regular property P(k + 1). Hence, we need to show the following
three claims.

1. If (u0, s0) ∈ H2k+2(Ω,R3), then we can get a regular solution to (4.12)

(v, w) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3))

with the k-order compatibility condition of initial data at boundary.
2. There holds true (∂kt u, ∂

k
t s) ≡ (v, w) as long as one can show the

uniqueness of solution to (4.12) in L∞([0, T ], H1(Ω,R3))∩L2([0, T ], H2(Ω,R3)).
Moreover, it implies

(u, s) ∈ L∞([0, T ], H2k+2(Ω,R3)) ∩ L2([0, T ], H2k+3(Ω,R3))

by using equation (2.2) again.
3. If (u0, s0) ∈ H2k+3(Ω,R3), then one can infer that

(u, s) ∈ L∞([0, T ], H2k+3(Ω,R3)) ∩ L2([0, T ], H2k+4(Ω,R3))

by repeating the same arguments as one proves item (1) of the property P on
(∂kt u, ∂

k
t s).

In the below context, we will show the above three claims step by step.

4.2.1 Regular Solution to (4.12)

Now, we repeat the process of Galerkin approximation in Section 3 to seek a
regular solution (v, w) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3)) to
equation (4.12) when (Vk,Wk) ∈ H2(Ω,R3). By a similar argument of en-
hancing regularity to that in the previous Subsection 4.1, we can obtain that
(v, w) ∈ L∞([0, T ], H3(Ω,R3))∩L2([0, T ], H4(Ω,R3)) under an improved initial
value assumption that (Vk,Wk) ∈ H3(Ω,R3). To this end, first we need to
show the estimates of the nonhomogeneous terms Fk and Zk in (4.12) satisfy
the following

Proposition 4.2. Assume that the property P(k) has been established. Sup-
pose that for any 0 ≤ i ≤ k,

∂itJe ∈ L∞([0, T ], H2k−2i+2(Ω,R3)) ∩ L2([0, T ], H2k−2i+3(Ω,R3)).

Then there holds

(Fi, Zi) ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)),

where 0 < T < T ∗.
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Proof. Firstly, we show

Fi ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)).

According to the definition of Fi in (2.2), we only need to consider the following
terms.

(a) I = ∇us#∇uj#ul, where s + j + l = i and 0 ≤ s, j, l ≤ i − 1. For
l ∈ {1, . . . , i− 1},

ul ∈ L∞([0, T ], H2k−2i+3(Ω,R3)) ∩ L2([0, T ], H2k−2i+4(Ω,R3)).

Thus∇us, ∇uj and ul are all in L∞([0, T ], H2k−2i+2(Ω,R3)). Since 2k−2i+2 ≥
2, by Lemma 2.4 we have

I ∈ L∞([0, T ], H2k−2i+2(Ω,R3)).

(b) II = ∇us#∇uj#(h̄(ul) + sl), where s+ j + l = i and 0 ≤ s, j, l ≤ i− 1.
Almost the same argument as that in (a) shows

II ∈ L∞([0, T ], H2k−2i+2(Ω,R3)).

(c) III = ∇uj#(h̄(ul) + sl), where j + l = i and 0 ≤ j, l ≤ i − 1. Almost
the same argument as that in (a) shows

III ∈ L∞([0, T ], H2k−2i+2(Ω,R3)).

(d) IV = ul#∆uj , where j + l = i and 0 ≤ j, l ≤ i− 1. Since

ul ∈ L∞([0, T ], H2k−2i+3(Ω,R3)) ∩ L2([0, T ], H2k−2i+4(Ω,R3))

and

∆uj ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)),

Lemma 2.4 tells us

IV ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)).

(e) V = Ri. By almost the same argument as that in (a) we also have

V ∈ L∞([0, T ], H2k−2i+2(Ω,R3)).

Next, we turn to the estimates of Zi and take a similar discussion to that
we derive the estimate of Fi. It is not difficult to find that one needs only to
consider the following two terms.

(f) I ′ = us#∇2sj#ul, where s + j + l = i and 0 ≤ s, j, l ≤ i − 1. For
l ∈ {1, . . . , i− 1}, it is easy to see us and ul are in L∞([0, T ], H2k−2i+3(Ω,R3)).
Then, by Lemma 2.4 we have

us ∗ ul ∈ L∞([0, T ], H2k−2i+3(Ω,R3)).
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Thus, combining the fact and the following

∇2sj ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)),

we have

I ′ ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)),

where we have used Lemma 2.3.
(g) II ′ = ∇us#∂jt Je + us#∇∂jt Je, where s + j = i and s < i. Since there

hold

us ∈ L∞([0, T ], H2k−2i+3(Ω,R3)) ∩ L2([0, T ], H2k−2i+4(Ω,R3))

and

∂jt Je ∈ L∞([0, T ], H2k−2i+2(Ω,R3)) ∩ L2([0, T ], H2k−2i+3(Ω,R3)),

it is easy to conclude that there holds

II ′ ∈ L∞([0, T ], H2k−2i+1(Ω,R3)) ∩ L2([0, T ], H2k−2i+2(Ω,R3)).

Remark 4.3. Moreover, if

∂k+1
t Je ∈ L∞([0, T ], L2(Ω,R3)) ∩ L2([0, T ], H1(Ω,R3)),

by almost the same argument as that in above Proposition 4.2, we obtain

(∂tFi, ∂tZi) ∈ L2([0, T ], H2k−2i(Ω,R3)),

where i ∈ {0, . . . , k}.

Now, we turn to considering the Galerkin approximation associated to (4.12)
as following

∂tv
n = Pn(α∆vn − u×∆vn +Kk(∇vn,∇wn) + Lk(v

n, wn) + Fk),

∂tw
n = Pn(−div(A(u)∇wn) +Qk(∇vn,∇wn) + Tk(v

n, wn) + Zk),

(vn(x, 0), wn(x, 0)) = (Pn(Vk), Pn(Wk)).

(4.13)
Obviously, the equation admits a solution (vn, wn) in Hn, defined on Ω×[0, Tn),
where Tn is the maximal existence time. In fact, it is easy to see that Tn = T ∗,
since equation (4.12) is a linear system and its coefficient is well controlled on
[0, T ] for any T < T ∗.
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To show the H3-estimates of vn, we firstly choose vn and −∆2vn as test
functions. A simple computation shows

1

2

∂

∂t

∫
Ω
|vn|2dx+ α

∫
Ω
|∇vn|2dx

≤ C(α,Φ)(‖u‖2H3 + ‖u‖4H2 + ‖s‖4H2 + 1)

∫
Ω
|vn|2dx+ C

∫
Ω
|wn|2dx+ ‖Fk‖2L2

(4.14)

and

1

2

∂

∂t

∫
Ω
|∆vn|2dx+ α

∫
Ω
|∇∆vn|2dx

= −
∫

Ω
〈∇u×∆vn +∇Kk +∇Lk +∇Fk,∇∆vn〉 dx. (4.15)

Here∣∣∣∣∫
Ω
〈∇u×∆vn,∇∆vn〉 dx

∣∣∣∣ ≤ C(ε, α)‖u‖2H3(Ω)

∫
Ω
|∆vn|2dx+ εα

∫
Ω
|∇∆vn|2dx,∣∣∣∣∫

Ω
〈∇Kk,∇∆vn〉 dx

∣∣∣∣ ≤ C(ε, α,Φ)(‖u‖2H3(Ω) + ‖u‖4H2(Ω) + 1)‖vn‖2H2(Ω)

+ εα

∫
Ω
|∇∆vn|2dx,∣∣∣∣∫

Ω
〈∇Lk,∇∆vn〉 dx

∣∣∣∣
≤ C(ε, α,Φ)(‖s‖2H3(Ω) + ‖u‖2H2(Ω) + 1)(‖s‖2H2(Ω) + ‖u‖2H2(Ω) + 1)

× (‖vn‖2H1(Ω) + ‖wn‖2H1(Ω)) + εα

∫
Ω
|∇∆vn|2dx.

By combining the above inequalities, (4.15) can be rewritten as the following

∂

∂t

∫
Ω
|∆vn|2dx+ α

∫
Ω
|∇∆vn|2dx

≤ C(α,Φ)(‖u‖2H3(Ω) + ‖s‖2H3(Ω) + ‖u‖4H2(Ω) + 1)(‖s‖2H2(Ω) + ‖u‖2H2(Ω) + 1)

× (‖vn‖2H2(Ω) + ‖wn‖2H2(Ω)) + ‖Fk‖2H1(Ω). (4.16)

Moreover, to show the H2-estimates of wn, we choose wn and −∆2wn as
test functions. A simple computation shows

1

2

∂

∂t

∫
Ω
|wn|2dx+ (1− θ)

∫
Ω
|D0∇wn|2dx

≤ C(θ, ‖D0‖C1 , ‖Je‖H2(Ω))‖vn‖H1(Ω) + C

∫
Ω
|wn|2dx+ ‖Zk‖2L2(Ω) (4.17)
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and

1

2

∂

∂t

∫
Ω
|∆wn|2dx

= −
∫

Ω
〈−∇(div(A(u)∇wn)) +∇Qk +∇Tk +∇Zk,∇∆wn〉 dx. (4.18)

We can see easily that∫
Ω
〈∇(div(A(u)∇wn)),∇∆wn〉 dx

≤ C(θ, ‖D0‖C2 , c0)(‖u‖2H3(Ω) + ‖u‖4H3(Ω) + 1)‖wn‖2H2(Ω)

− 3

4
(1− θ)

∫
Ω
D0|∇∆wn|2dx,∣∣∣∣∫

Ω
〈∇Qk,∇∆wn〉 dx

∣∣∣∣
≤ C(ε, θ, ‖D0‖C2 , c0, ‖Je‖H2(Ω))‖vn‖2H2(Ω)

+ εθ

∫
Ω
|∇∆wn|2dx

and ∣∣∣∣∫
Ω
〈∇Tk,∇∆wn〉 dx

∣∣∣∣
≤ C(ε, θ, ‖D0‖C2 , c0, ‖Je‖H2(Ω))(‖s‖2H3(Ω) + ‖u‖2H3(Ω)‖u‖

2
H3(Ω)

+ ‖u‖2H3(Ω) + 1)(‖vn‖2H2(Ω) + ‖wn‖2H2(Ω)) + εθ

∫
Ω
|∇∆wn|2dx.

In view of the above three inequalities, from (4.18) we deduce the following
inequality

∂

∂t

∫
Ω
|∆wn|2dx+ (1− θ)

∫
Ω
D0|∇∆wn|2dx

≤ C(θ, c0, ‖D0‖C2 , ‖Je‖H2(Ω))(‖s‖4H3(Ω) + ‖u‖2H3(Ω) + 1)

× (‖vn‖2H2(Ω) + ‖wn‖2H2(Ω)) + ‖Zk‖2H1(Ω). (4.19)

Hence, by combining inequalities (4.14), (4.16), (4.17) and (4.19) we get the
following

∂

∂t
(‖vn‖2H2(Ω) + ‖wn‖2H2(Ω)) + α

∫
Ω
|∇∆vn|2dx+ (1− θ)

∫
Ω
D0|∇∆wn|2dx

≤ C(θ, α,Φ, c0, ‖D0‖C2 , ‖Je‖H2(Ω))(‖vn‖2H2(Ω) + ‖wn‖2H2(Ω))p(t) + q(t).

(4.20)
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Here

q(t) = ‖Fk‖2H1(Ω) + ‖Zk‖2H1(Ω)

and

p(t) = (‖s‖4H3(Ω) + ‖u‖4H3(Ω) + 1)(‖s‖2H3(Ω) + ‖u‖2H3(Ω) + 1).

Moreover, Proposition 4.2 tells us q(t) ≤ C(T ) and

p(t) = (‖s‖4H3(Ω) + ‖u‖4H3(Ω) + 1)(‖s‖2H3(Ω) + ‖u‖2H3(Ω) + 1) ≤ C(T ).

Then, by the Gronwall inequality we infer from (4.20)

sup
0<t≤T

(‖vn‖2H2(Ω) + ‖wn‖2H2(Ω)) + α

∫ T

0

∫
Ω
|∇∆vn|2dxdt

+ (1− θ)
∫ T

0

∫
Ω
|∇∆wn|2dxdt ≤ C(T, ‖Vk‖H2(Ω) + ‖Wk‖H2(Ω)), (4.21)

where 0 < T < T ∗. Here we have used the fact

‖Vk‖H2(Ω) + ‖Wk‖H2(Ω) ≤ C(α, θ, ‖D0‖C2k+1(Ω), ‖u0‖H2k+2(Ω) + ‖s0‖H2k+2(Ω)).

Therefore, the Compactness Lemma (Lemma 2.6) claims that the limiting
map

(v, w) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3))

of sequence {(vn, wn)} as n→∞ is just a solution to (4.12), which satisfies the
same estimates as (4.20) and (4.21) with replacing (vn, wn) by (v, w).

4.2.2 Uniqueness of Solution to (4.12)

In this part, we will show the uniqueness of the solutions to (4.12) in the space
L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)).

Proposition 4.3. In the space L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)),
there exists a unique solution to (4.12).

Proof. Let (v, w) and (ṽ, w̃) be two solutions. We denote (v̄, w̄) = (v−ṽ, w−w̃),
which satisfies the following equation

∂tv̄ = α∆v̄ − u×∆v̄ +Kk(∇v̄,∇w̄) + Lk(v̄, w̄), (x, t) ∈ Ω× (0, T ∗),

∂tw̄ = −div(A(u)∇w̄) +Qk(∇v̄,∇w̄) + Tk(v̄, w̄), (x, t) ∈ Ω× (0, T ∗),

∂v̄

∂ν
= 0, (x, t) ∈ ∂Ω× [0, T ∗),

∂w̄

∂ν
= 0, (x, t) ∈ ∂Ω× [0, T ∗),

(v̄(x, 0), w̄(x, 0)) = (0, 0), x ∈ Ω.
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Thus, for any fixed 0 < T < T ∗, by choosing (v̄, w̄) as test function to the above
equation, there hold true

∂

∂t

∫
Ω
|v̄|2dx+ α

∫
Ω
|∇v̄|2dx

≤ C(α,Φ)(‖u‖2H3(Ω) + ‖s‖2H2(Ω) + 1)

∫
Ω
|v̄|2dx+ C

∫
Ω
|w̄|2dx

and

∂

∂t

∫
Ω
|w̄|2dx+ (1− θ)

∫
Ω
|∇w̄|2dx

≤ C(θ, ‖D0‖C1(Ω)‖Je‖2H2(Ω))‖s‖
2
H3(Ω)

(∫
Ω

(|v̄|2 + |w̄|2)dx

)
.

It follows

∂

∂t

∫
Ω

(|v̄|2 + |w̄|2)dx ≤ C(α, θ,Φ, ‖D0‖C1(Ω), ‖Je‖H2(Ω))

× (‖u‖2H3(Ω) + ‖s‖2H3(Ω) + 1)

(∫
Ω

(|v̄|2 + |w̄|2)dx

)
.

Thus, the Gronwall inequality tells us that, for any 0 < t < T ∗,

(v̄(x, t), w̄(x, t)) = (v̄(x, 0), w̄(x, 0)) = (0, 0).

Immediately, (uk, sk) ≡ (v, w) follows the uniqueness result, since (uk, sk) is
also a solution to (4.12) in the space L∞([0, T ], H1(Ω,R3))∩L2([0, T ], H2(Ω,R3)).

4.2.3 The Proof of Property P(k + 1)

Next, we are in the position to show the item (1) of property P(k + 1) holds
true if (u0, s0) ∈ H2k+2(Ω,R3) and the solution to (3.1) satisfies the property
P(k).

Proposition 4.4. If (u0, s0) ∈ H2k+2(Ω,R3) and the property P(k) holds,
then we have

(∂itu, ∂
i
ts) ∈ L∞([0, T ], H2(k+1)−2i(Ω,R3)) ∩ L2([0, T ], H2(k+1)−2i+1(Ω,R3)),

(4.22)
where 0 < T < T ∗ and i ∈ {0, . . . , k + 1}.

Proof. We use mathematical induction on k + 1− l. When l = 0, we have{
uk+1 = α∆uk − u×∆uk +Kk(∇uk,∇sk) + Lk(sk, uk) + Fk(u, s),

sk+1 = −div(A(u)∇sk) +Qk(∇uk,∇sk) + Tk(uk, sk) + Zk(u, s).
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A direct computation shows

(uk+1, sk+1) ∈ L∞([0, T ], L2(Ω,R3)) ∩ L2([0, T ], H1(Ω,R3)),

where we have used Proposition 4.2 and estimate (4.21).
Thus, we have shown the result holds when l = 0 and 1. Now, we assume

when l = i ≥ 1, the result has been proved. Then we need to establish it for
l = i+ 1, where i ≤ k − 1. Since uk+1−i = ∂tuk−i, it follows

α∆uk−i − u×∆uk−i = uk+1−i −Kk−i(∇uk−i,∇sk−i)
−Lk−i(sk−i, uk−i) + Fk−i(u, s),

div(A(u)∇sk−i) = −sk+1−i +Qk−i(∇uk−i,∇sk−i)
+Tk−i(uk−i, sk−i) + Zk−i(u, s).

Next, we consider the first equation in order to obtain the estimate of uk−i. By
utilizing the properties P(k) and Proposition 4.2, we have

• uk−i ∈ L∞([0, T ], H2i+1(Ω,R3)) ∩ L2([0, T ], H2i+2(Ω,R3)),

• u ∈ L∞([0, T ], H2k+1(Ω,R3)) ∩ L2([0, T ], H2k+2),

• Fk−i ∈ L∞([0, T ], H2i+1) ∩ L2([0, T ], H2i+2(Ω,R3)),

• and by the assumption of induction,

uk+1−i ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)).

For the term Kk−i, since ∇uk−i and ∇sk−i are in L∞([0, T ], H2i(Ω,R3)) ∩
L2([0, T ], H2i+1(Ω,R3)), u is in L∞([0, T ], H2k+1(Ω,R3)), then

Kk−i ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)),

where Lemma 2.4 has been used.
Since ∆u ∈ L∞([0, T ], H2i+1(Ω,R3)) ∩ L2([0, T ], H2i+2(Ω,R3)) by 2k − 1 ≥

2i+ 1, it follows

uk−i ×∆u ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)).

By almost the same argument as that for Kk−i, we know

Lk−i ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)),

since hd(uk−i) and sk−i are in L∞([0, T ], H2i+1(Ω,R3))∩L2([0, T ], H2i+2(Ω,R3)).
Now, it is not difficult to see that the above estimates imply

α∆uk−i − u×∆uk−i ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)).
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Furthermore, the Lp-estimate of elliptic equation shows

uk−i ∈ L∞([0, T ], H2i+2(Ω,R3)) ∩ L2([0, T ], H2i+3(Ω,R3)).

On the other hand, in order to show the same estimate of sk−i we need
to take almost the same argument as that for uk−i except for that we need to
control the following term uk−i ∗ ∇2s ∗ u. Since uk−i, ∇2s and u are all in
L∞([0, T ], H2i+1(Ω,R3)), it follows

uk−i ∗ ∇2s ∗ u ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)).

Note that, to control the term Qk, here we need Je ∈ L∞([0, T ], H2i(Ω,R3)) ∩
L2([0, T ], H2i+1(Ω,R3)).

Thus, we have

div(A(u)∇sk−i) ∈ L∞([0, T ], H2i(Ω,R3)) ∩ L2([0, T ], H2i+1(Ω,R3)).

It follows

sk−i ∈ L∞([0, T ], H2i+2(Ω,R3)) ∩ L2([0, T ], H2i+3(Ω,R3)).

Therefore, we finish the induction argument. In particular, when l = k, we
have

(∂tu, ∂ts) ∈ L∞([0, T ], H2k(Ω,R3)) ∩ L2([0, T ], H2k+1(Ω,R3)).

Finally, we need to show the result when l = k+ 1. Since (∂tu, ∂ts) satisfies
the following equations∆u = −|∇u|2u+ u× (u× (h̃+ s))− 1

1 + α2
(α∂tu+ u× ∂tu),

div(A(u) · ∇s) = −∂ts+ div(u⊗ Je) +D0(x)s+D0(x)s× u,

in view of the fact

(u, s) ∈ L∞([0, T ], H2k+1(Ω,R3)) ∩ L2([0, T ], H2k+2(Ω,R3)),

we take a bootstrap argument to show

(∆u,∆s) ∈ L∞([0, T ], H2k(Ω,R3)) ∩ L2([0, T ], H2k+1(Ω,R3)).

Hence, it implies

(u, s) ∈ L∞([0, T ], H2k+2(Ω,R3)) ∩ L2([0, T ], H2k+3(Ω,R3))

by Lp-estimates.
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Now, assume that (u0, s0) ∈ H2(k+1)+1(Ω,R3). We want to show the item
(2) in the property P(k+ 1). Here, we will only give the sketch of proof to this
property, since the proof goes almost the same as that in Subsection 4.1 and
the proof of Proposition 4.4. First of all, we prove the following result, which
is analogous to Theorem 1.2.

Proposition 4.5. If (u0, s0) ∈ H2(k+1)+1(Ω,R3) and the property P(k) holds,
then

(uk+1, sk+1) ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)) (4.23)

for any 0 < T < T ∗.

Proof. By the Galerkin approximation equation (4.13) associated to (4.12),
(vnt , w

n
t ) = (∂tv

n, ∂tw
n) satisfies the following equation∂tv

n
t = α∆vnt + Pn∂t (−u×∆vn +Kk(∇vn,∇wn) + Lk(v

n, wn) + Fk) ,

∂tw
n
t = Pn∂t (−div(A(u)∇wn) +Qk(∇vn,∇wn) + Tk(v

n, wn) + Zk) .

(4.24)
By the assumption of P(k + 1) and the previous induction arguments, we can
combine the estimates in Proposition 4.2, Proposition 4.4 and estimate (4.21)
to obtain

• (vn, wn) ∈ L∞([0, T ], H2(Ω,R3)) ∩ L2([0, T ], H3(Ω,R3)),

• (∂itu, ∂
i
ts) ∈ L∞([0, T ], H2k+2−2i(Ω,R3)) ∩ L2([0, T ], H2k+3−2i(Ω,R3)),

where i ∈ {0, . . . , k + 1},

• (Fk, Zk) ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)),

• (∂tFk, ∂tZk) ∈ L2([0, T ], L2(Ω,R3)).

In the following context, we aim at proving

(vnt , w
n
t ) ∈ L∞([0, T ], H1(Ω,R3)) ∩ L2([0, T ], H2(Ω,R3)).

From equation (4.13) and the estimate of (vn, wn), we can get easily

‖(vnt , wnt )‖L∞([0,T ],L2(Ω)) + ‖(vnt , wnt )‖L2([0,T ],H1(Ω)) ≤ C(T ).

By choosing (−∆vnt ,−∆wnt ) as a test function, we can show the H2-estimate
as follows,

∂

∂t

∫
Ω
|∇vnt |2dx+ α

∫
Ω
|∆vnt |2dx

≤ C(α)

(∫
Ω
|Kk(∇vnt ,∇wnt )|2dx+

∫
Ω
|Lk(vnt , wnt )|2dx+

∫
Ω
|F̃k|2dx

)
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=: C(α)(I1 + II1 + III1), (4.25)

∂

∂t

∫
Ω
|∇wnt |2dx+ (1− θ)

∫
Ω
D0|∆wnt |2dx

≤ C(c0, θ, ‖D0‖C1)

(∫
Ω
|Qk(∇vnt ,∇wnt )|2dx+

∫
Ω
|Tk(vnt , wnt )|2dx

)
+ C(c0, θ, ‖D0‖C1)

(∫
Ω
|Z̃k|2dx+

∫
Ω
|∇wnt |2dx+

∫
Ω
|∇wnt |2|∇u|2dx

)
=: C(c0, θ, ‖D0‖C1)(I2 + II2 + III2 + IV2 + V2), (4.26)

where

F̃k = −ut ×∆vn + ∂tKk(∇vn,∇wn) + ∂tLk(v
n, wn) + ∂tFk,

Z̃k = −div (∂tA(u)∇wn) + ∂tQk(∇vn,∇wn) + ∂tTk(v
n, wn) + ∂tZk.

By a direct computation, we get the below estimates.

I1 ≤ C
∫

Ω
|∇vnt |2|∇u|2 dx ≤ C‖u‖2H3

∫
Ω
|∇vnt |2dx,

II1 ≤ 2

∫
Ω
|vnt |2|∇u|4 dx+

∫
Ω
|vnt |2(|h̃|2 + |s|2)dx

+ C

∫
Ω

(|hd(vnt )|2 + |vt|2 + |wnt |2)dx+

∫
Ω
|vn|2(|h(u)|2 + |s|2)dx

≤ C(‖u‖4H3(Ω) + ‖s‖2H2(Ω) + 1)

∫
Ω
|vnt |2 + C

∫
Ω
|wnt |2dx+ C‖u‖2H3‖vnt ‖H1

≤ C(T ) + C(T )

∫
Ω
|∇vnt |2 dx,

III1 ≤
∫

Ω
|∂tKk(∇vn,∇wn)|2 dx+

∫
Ω
|∂tLk(vn, wn)|2 dx

+

∫
Ω
|∂tFk|2dx+

∫
Ω
|ut|2|∆vn|2 dx

≤ ‖vn‖2H2(Ω)‖ut‖
2
H2(Ω) + ‖u‖2H3(Ω)‖∂tu‖

2
H2(Ω)

∫
Ω
|∇vn|2 dx

+

∫
Ω
|∂tLk(vn, wn)|2 dx+

∫
Ω
|∂tFk|2dx+ ‖ut‖2H2(Ω)

∫
Ω
|∆vn|2 dx

≤ C(T ) +

∫
Ω
|∂tFk|2dx.

Here,∫
Ω
|∂tLk(vn, wn)|2 dx

≤ C‖u‖2H2(Ω)‖v
n‖2H2(Ω)‖ut‖H2(Ω) + C‖vn‖H2(Ω)‖ut‖2H2(Ω)(1 + ‖s‖2L2(Ω))
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+ C‖vn‖2H2(Ω)(‖ut‖
2
L2(Ω) + ‖st‖2L2(Ω))

+ C‖ut‖2L2(Ω)(‖v
n‖2H2(Ω) + ‖wn‖2H2(Ω)) + ‖vn‖2H2(Ω)

∫
Ω
|∆ut|2 dx

≤ C(T ).

Thus, there holds

∂

∂t

∫
Ω
|∇vnt |2dx+ α

∫
Ω
|∆vnt |2dx

≤ C(T ) + C(T )

∫
Ω
|∂tFk|2dx+ C(T )

∫
Ω
|∇vnt |2dx.

By Gronwall inequality, it follows

sup
0<t≤T

‖vnt ‖2H1(Ω) +

∫ T

0
‖vnt ‖2H2(Ω) dt ≤ C(T, ‖vnt |t=0‖2H1(Ω)).

Here we have used the fact∫
Ω
|∂tFk|2dx+

∫
Ω
|∇vnt |2dx ∈ L1([0, T ]).

Now, we turn to showing the H2-estimate of wnt . We need to control the
terms in the right hand side of inequality (4.26) as follows,

I2 ≤ C‖Je‖2H2(Ω)‖v
n
t ‖2H1(Ω) ≤ C(T, ‖vnt |t=0‖2H1),

II2 ≤ C(‖D0‖C1 , c0, θ)‖s‖2H3(Ω)‖v
n
t ‖2H1(Ω)

+ C(‖D0‖C1 , c0, θ)

(
‖s‖2H3(Ω)‖u‖

2
H3(Ω)‖v

n
t ‖2L2(Ω) +

∫
Ω
|wnt |2dx

)
+ C(‖D0‖C1 , c0, θ)

(
‖s‖2H2

∫
Ω
|vnt |2dx

)
≤ C(T ),

III2 ≤
∫

Ω
|∂tQk(∇vn,∇wn)|2 dx+

∫
Ω
|∂tTk(vn, wn)|2 dx+

∫
Ω
|∂tZk|2 dx

≤ C‖∂tJe‖2H1(Ω)‖v
n‖2H2(Ω) +

∫
Ω
|∂tZk|2 dx+ C(T ).

Here, we have used the below estimates∫
Ω
|∂tTk(vn, wn)|2 dx

≤ C(‖D0‖C1)

(
‖vn‖2H2(Ω)

∫
Ω
|∇st|2 dx+ ‖ut‖2H2(Ω)‖v

n‖2H2

∫
Ω
|∇s|2 dx

)
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+ C(‖D0‖C1)

(
‖s‖2H3(Ω)

∫
Ω
|∂tvn|2 dx+ ‖vn‖2H2(Ω)

∫
Ω
|∇s|2 dx

)
+ C(‖D0‖C1)

(
‖ut‖2H2(Ω)

∫
Ω
|wn|2 dx+ ‖st‖2H2(Ω)

∫
Ω
|vn|2 dx

)
≤ C(T )

and∫
Ω
|div(D0θut ⊗ u · ∇wn)|2 dx

≤ C(‖D0‖C1)

(
‖ut‖2H2(Ω)‖w

n‖2H2(Ω) + ‖ut‖2H2(Ω)‖u‖
2
H3(Ω)

∫
Ω
|∇wn|2 dx

)
≤ C(T ).

Therefore, we get

∂

∂t

∫
Ω
|∇wnt |2dx+ (1− θ)

∫
Ω
D0|∆wnt |2dx

≤ C(T ) + C(T )

∫
Ω
|∂tZk|2 dx+ C(T )

∫
Ω
|∇wnt |2dx.

Hence, the Gronwall inequality implies

sup
0<t≤T

‖wnt ‖2H1(Ω) +

∫ T

0
‖wnt ‖2H2(Ω) dt ≤ C(T, ‖vnt |t=0‖2H1(Ω), ‖w

n
t |t=0‖2H1(Ω)).

Finally, we need to show the assumption of initial data (u0, s0) can guarantee
the bound of ‖∇vnt ‖L2 +‖∇wnt ‖L2 , hence the proof is complete. Since the initial
data of (4.24) satisfies

vnt (x, 0) = α∆Pn(Vk) + Pn(−u0 × Pn(Vk) +Kk|t=0(∇Pn(Vk),∇Pn(Wk))

+Lk|t=0(Pn(Vk), Pn(Wk)) + Fk|t=0),

wnt (x, 0) = Pn(−div(A(u0)∇Pn(Wk)) +Qk|t=0(∇Pn(Vk),∇Pn(Wk))

+Tk|t=0(Pn(Vk), Pn(Wk)) + Zk|t=0),

a simple calculation shows∫
Ω
|∇vnt |t=0|2 dx ≤ C(‖Pn(Vk)‖2H3(Ω) + ‖Pn(Wk)‖2H3(Ω) + 1)

and ∫
Ω
|∇wnt |t=0|2 dx ≤ C(‖Pn(Vk)‖2H3(Ω) + ‖Pn(Wk)‖2H3(Ω) + 1).
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Thus, there holds∫
Ω
|∇vnt |t=0|2 dx+

∫
Ω
|∇wnt |t=0|2 dx ≤ C(‖Vk‖2H3(Ω) + ‖Wk‖2H3(Ω) + 1)

≤ C(‖u0‖H2k+3(Ω), ‖s0‖H2k+3(Ω)).

Here, we have applied the formula of Vk and Lemma 2.7 about estimate of
Pn.

By summarizing the estimates in Proposition 4.4 and Proposition 4.5, and
taking almost the same argument as in the proof of Proposition 4.4, we can
prove

(∂itu, ∂
i
ts) ∈ L∞([0, T ], H2(k+1)−2i+1(Ω,R3)) ∩ L2([0, T ], H2(k+1)−2i+2(Ω,R3)),

(4.27)
where 0 < T < T ∗ and i ∈ {0, . . . , k + 1}. Hence, the property P(k + 1) is
established.
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