
J. Geogr. Sci. 2018, 28(7): 1001-1019 

DOI: https://doi.org/10.1007/s11442-018-1518-5 

© 2018    Science Press    Springer-Verlag 

                    

Received: 2017-09-26  Accepted: 2017-11-08 
Foundation: CAS Strategic Priority Research Program, No.XDA19030204; CAS Western Light Program, 

No.2015-XBQN-B-17 
Author: Li Jiaxiu, PhD Candidate, specialized in climate change in central Asia. E-mail: lijiaxiu15@163.com 
*Corresponding author: Chen Yaning, Professor, E-mail: chenyn@ms.xjb.ac.cn 

   www.geogsci.com   www.springerlink.com/content/1009-637x 

Quantitative analysis of the impact factors of con-
ventional energy carbon emissions in Kazakhstan 
based on LMDI decomposition and STIRPAT model 

LI Jiaxiu1,2,3, *CHEN Yaning1, LI Zhi1, LIU Zhihui2 

1. State Key Laboratory of Desert and Oasis Ecology, Xinjiang Institute of Ecology and Geography, CAS, 
Urumqi 830011, China; 

2. College of Resource and Environment Science, Xinjiang University, Urumqi 830046, China; 
3. College of Resources and Environment, University of Chinese Academy of Sciences, Beijing 100049, China 
 

Abstract: Quantitative analysis of the impact factors in energy-related CO2 emissions serves 
as an important guide for reducing carbon emissions and building an environmentally-friendly 
society. This paper aims to use LMDI method and a modified STIRPAT model to research the 
conventional energy-related CO2 emissions in Kazakhstan after the collapse of the Soviet 
Union. The results show that the trajectory of CO2 emissions displayed U-shaped curve from 
1992 to 2013. Based on the extended Kaya identity and additive LMDI method, we decom-
posed total CO2 emissions into four influencing factors. Of those, the economic active effect is 
the most influential factor driving CO2 emissions, which produced 110.86 Mt CO2 emissions, 
with a contribution rate of 43.92%. The second driving factor is the population effect, which 
led to 11.87 Mt CO2 emissions with a contribution rate of 4.7%. On the contrary, the energy 
intensity effect is the most inhibiting factor, which caused –110.90 Mt CO2 emissions with a 
contribution rate of –43.94%, followed by the energy carbon structure effect resulting in 
–18.76 Mt CO2 emissions with a contribution rate of –7.43%. In order to provide an in-depth 
examination of the change response between energy-related CO2 emissions and each impact 
factor, we construct a modified STIRPAT model based on ridge regression estimation. The 
results indicate that for every 1% increase in population size, economic activity, energy in-
tensity and energy carbon structure, there is a subsequent increase in CO2 emissions of 
3.13%, 0.41%, 0.30% and 0.63%, respectively. 
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1  Introduction 

Climate warming has recently emerged as a focus of major international concern due to the 
increasing frequency of natural disasters attributed to climate anomalous change (Arnell and 
Gosling, 2016; Nicogossian et al., 2017; Mccarl et al., 2016; Sauer et al., 2017). Greenhouse 
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gas emissions have been theorized as the leading cause in global climate anomalies. Studies 
indicate that CO2 contributes about 60% of all greenhouse gases, and its emissions source 
mainly comes from burning fossil fuels due to human activities (Tunç et al., 2009; Ozturk 
and Acaravci, 2010). Along with the increase in energy consumption, the total emissions of 
greenhouse gases will inevitably increase by a large margin. 

In addressing this issue, many international seminars have been held to discuss possible 
solutions to the problem. The 4th IPCC Report in 2007 (IPCC, 2007) and the Bali confer-
ence (Caillaud et al., 2012) marked a shift in research focus from looking for evidence of 
climate abnormalities to exploring measures to respond appropriately to global climate 
change. Given the current drive in both developed and developing nations to institute 
low-carbon economies even while coping with climate-related problems, it is particularly 
important to reduce the growth rate of greenhouse gas emissions through formulating tar-
geted policies and taking effective measures. In fact, finding ways to effectively reduce 
greenhouse gas emissions has been the frontier research hotspot. One of the key issues is to 
quantitatively analyze the influencing factors of CO2 emissions, which is directly related to 
low-carbon policy formulation and the measures implemented. 

At present, there are numerous studies on carbon emissions researched from a variety of 
angles (Moutinho et al., 2015; Karatayev and Clarke, 2016; Karatayev et al., 2016; 
Parkhomchik and Syrlybayeva, 2016; Schandl et al., 2016; Wang and Li, 2016; Zhang et al., 
2016; Ramlall, 2017; Wang et al., 2017b; Zhao et al., 2017). Among other topics, research-
ers have looked at the quantity of greenhouse gas emissions through establishing various 
theoretical and mathematical models (Streets et al., 2001; Swan et al., 2013; Tang, 2014), 
researched the influencing factors of carbon emissions through various metering methods 
(Tang, 2014; Lin and Beidari, 2015; Zhao et al., 2017), and studied different kinds of con-
trolling policies and measures (Aggarwal and Jain, 2016; Meyers et al., 2016). All of the 
research seeks to find a mechanism for maximum reduction of greenhouse gas emissions 
while minimizing any negative impacts on economy.  

Studies on the influencing factors of CO2 emissions mainly use two main decomposition 
methods, one is structural decomposition analysis (SDA) and the other is index decomposi-
tion analysis (IDA). Compared to SDA, IDA has more advantages and is widely used. Pop-
ular IDA methods include the IPAT model (Wang et al., 2011a), Kaya identity (Ang, 2015), 
and the Laspeyres decomposition method (Lu et al., 2014). In recent years, numerous schol-
ars have applied these methods to analyze energy-related carbon emissions on both large and 
small scales (York et al., 2003; Lu et al., 2014; Meyers et al., 2016; Zhao et al., 2017). Some 
scholars also improved the methods in order to clarify the influence mechanism of carbon 
emissions. For instance, based on extended Kaya identity, Ang (2004) made the Logarithmic 
Mean Divisia Index (LMDI) decomposition method, which is easier to use, more adaptable, 
and better suited to results interpretation. Hence, this approach is now widely applied in 
several fields, especially in energy-related carbon emissions in industrial sectors (Wang et 
al., 2011b; Ouyang and Lin, 2015; Li and Wang, 2016; Wang et al., 2017b; Zhao et al., 
2017). The other preferred approach is the IPAT model, which is used to quantitatively 
evaluate environmental pressure through three influencing factors: population size, per 
capita affluence, and technological level (Wang et al., 2011a). A few authors have improved 
this model. Such as, York et al. (2003) developed the STIRPAT strategy, which considers the 
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siders the individual influence of each factor on environment and eliminates the problem of 
the same proportional variation. This model is also widely used in energy-related carbon 
emissions. Lin et al. (2009) processed an empirical research based on the STIRPAT model 
and analyzed the environmental impact in China through five influencing factors, the result 
indicated that population was the largest potential driving factor on environmental variation. 
Wang et al. (2017a) used the extended STIRPAT model to examine the driving factors of 
energy-related carbon emissions from a regional perspective. Because energy-related carbon 
emissions is a key index for regional environment pressure, using the STIRPAT model to 
analyze the impact factors of carbon emissions is a good way to reflect regional environ-
mental changes and can also provide constructive guidance for sustainable development of 
ecological environment. 

Kazakhstan is a resource-rich country with abundant conventional energies, such as coal, 
oil and natural gas reserves (Ismailova, 2013). As an essential part of the Silk Road Eco-
nomic Belt, it occupies an important position in the international energy market. In the first 
decade of the 21st century, Kazakhstan ranked among the top three countries in the world for 
accelerated economic growth rates, due mainly to this country’s energy production and con-
sumption (Azatbek and Ramazanov, 2016; Kalyuzhnova and Patterson, 2016; Katenova and 
Nurmakhanova, 2017). It has gradually positioned itself as the economic engine in Central Asia. 

However, along with the rapid economic development, Kazakhstan consumed more con-
ventional energy and then exacerbated more CO2 emissions, with per capita CO2 emissions 
almost three times higher than the world average (Karatayev et al., 2016) (Figure 1). This 
has led to numerous energy-related environmental problems (Jiang and Feng, 2006; Xiong et 
al., 2015). The main cause underlying Kazakhstan’s growing environmental problems is that 
their industry relies on low-grade coal as the primary raw material. In other words, the en-
ergy consumption structure of Kazakhstan is still dominated by coal, with the contribution 
rates of coal, oil and gas pegged at 63.02%, 19.76% and 17.21%, respectively, to total CO2 
emissions (Figure 2). The more energy consumed, the greater the amount of discharging 
CO2 emissions. 

Kazakhstan, as one of the largest energy bases in the world, the previous studies on this 
country primarily focused on the national energy reserves and exploitation potentiality 
(Karatayev and Clarke, 2016; Parkhomchik and Syrlybayeva, 2016), energy geopolitics 
(Blank, 1995; Xu, 2010), energy multilateral cooperation (Bahgat, 2010; Movkebaeva, 2013) 
and energy production and exports (Yenikeyeff, 2008; Sarbassov et al., 2013). There was 
little interest in pursuing issues related to environmental pollution caused by energy con-
sumption or the influence mechanism underscoring the country’s rapid economic growth. 
Some scholars did research CO2 emissions solely from the macroscopic perspective, but 
stopped short of quantitatively analyzing the impact mechanism. To bridge this research gap, 
the present article will quantitatively analyze the energy-related CO2 emissions in Kazakh-
stan from 1992 to 2013, through applying the LMDI decomposition method and a modified 
STIRPAT model. The modified STIRPAT can better reflect the efficiency change of each 
factor to total CO2 emissions. Our purpose in conducting this study is to provide basic theo-
retical support for more optimized socio-economic development and efficient energy use, as 
well as to provide a reference for policy formulation to adjust energy structure and achieve 
low-carbon sustainable development in Kazakhstan.  
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Figure 1  Per capita CO2 emissions rank in the world (Karatayev et al., 2016) 

 

Figure 2  Consumptions of coal, oil and natural gas in Kazakhstan from 1993 to 2013 

2  Data and methodologies 

2.1  Study area and data 

Kazakhstan is located in Central Asia with continental climate, to the north of Russia, to the 
east of China, to the west of Caspian, and to the south of Uzbekistan, Turkmenistan and 
Kyrgyzstan, it is the largest landlocked country in the world. This country is about 3000 km 
long from east to west, and 1700 km wide from north to south, with a territorial area of 
271.73 ten thousand km2. Most of the territory is plain and lowland, and the east and south-
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east are Altai Mountains and Tianshan Mountains. Kazakhstan is rich in mineral resources, 
with the reputation of “energy and raw materials base” (Macgregor, 2017). The reserves and 
productions of oil and natural gas in Kazakhstan are just after Russia in the commonwealth 
of independent states, and oil and gas resources mainly distribute in Atyrau, Mangghsystau, 
Batysdy kazakstan, Aktube, Kyzylorda and Jambyl (Figure 3). Large oil fields concentrate in 
the western Mangrac peninsula and Caspian depression. Karakagana possesses the largest 
nature gas, and accounts for 70% of the total gas reserves in Kazakhstan. The storage of coal 
resource in Kazakhstan is third only to Russia and Ukraine, and accounts for 2.6% of the 
total coal reserves in the world (Karatayev et al., 2016). Coal mines are mainly distributed in 
Karaghandy, Pavlodar, Kostanay, Akmola and Shyghys kazakstan (Figure 3). 

 

Figure 3  The spatial distribution of coal, oil and gas in Kazakhstan 

The data for our research include carbon emissions, energy use, population and GDP, the 
study period is from 1992 to 2013 in Kazakhstan. The primary conventional energy re-
sources include coal, oil and natural gas, and data on energy consumption of these three re-
sources came directly from the Statistics Department of Kazakhstan (http://www.stat.gov.kz/). 
Energy-related carbon emissions data were downloaded from Carbon Dioxide Information 
Analysis Center (CDIAC) (http://cdiac.ess-dive.lbl.gov/), and converted to CO2 emissions 
simply multiply carbon emissions by 3.667, because per unit carbon burning in oxygen can 
generate about 3.667 times carbon dioxide. The population and GDP data were extracted 
from World Bank (http://www.worldbank.org/). We converted the current GDP data to the 
2005 constant price in order to eliminate the influence of currency inflation. The total energy 
use data came from World Bank (http://www.worldbank.org/).  

2.2  Methodologies 

2.2.1  LMDI decomposition analysis 

The LMDI decomposition model shares many features with Kaya identity, and the latter was 
proposed by Yoichi Kaya, a Japanese scholar (Kaya, 1990). Kaya identity has the advantages 
of simple mathematical form, as it has no residuals and features strong explanatory power on 
the change in carbon emissions (Kaya, 1990; Kaya and Yokobori, 1997). In the structure, 
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CO2 emissions are associated with population expansion, energy utilization and economic 
development level. The relationship among these factors based on Kaya identity can be 
written as: 

 j
j j j

G E C
C C P P A I S

P G E
            (1) 

where C indicates the total CO2 emissions (106 tons), while P, G and E represent total popu-
lation (104 people), gross domestic product (GDP) at the 2005 constant price (108 USD), and 
total energy consumption (104 tce), respectively. P, A, I and S express the population effect, 
economic active effect, energy intensity effect and energy carbon structure effect, respec-
tively. 

According to Ang’s research (2005), LMDI decomposition method is constructed based 
on Kaya identity, and includes two different calculation methods: additive LMDI method 
and multiplicative LMDI method (Wang et al., 2011b; Ang, 2015; Shao et al., 2016; Zhao et 
al., 2017). The results of these two methods are the same. This paper chose the additive 
LMDI method to research energy-related CO2 emissions in Kazakhstan as shown in the fol-
lowing equations: 
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△where Ctot means the total increment of CO2 emissions during the study period, and 
△Cpop △, Cact, △ Cint △ and Cstr are the amounts of variation in CO2 emissions from four 
influencing factors of population effect, economic active effect, energy intensity effect and 
energy carbon structure effect, respectively.  

2.2.2  Modified STIRPAT model construction 

The initial environmental pressure model is the IPAT model proposed by Ehrlich and Hol-
dren (1974) to measure the impact of socio-economic change on environmental pressure. In 
the acronym IPAT, I represents environmental impact (Impact), P is population size (Popula-
tion), A denotes per capita affluence (Affluence), and T expresses technology level (Tech-
nology). In the traditional IPAT model, environmental pressure is driven by three factors: 
population, affluence and technology, this model provides very simplistic and effective 
analysis. However, its biggest defect is that it assumes the elasticity change rate is uniform 
for population, affluence and technology in relation to environment. That is to say, when any 
influencing factor increases or decreases by 1%, the environmental pressure likewise gives a 
1% variation. 
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In order to make up for this defect, York et al. (2003) constructed a random STIRPAT 
model based on the IPAT approach. The model equation can be expressed as: 

 b c dI aP A T e  (7) 
where the implications of I, P, A and T are in keeping with the IPAT model, meaning that 
they respectively stand for environmental impact, population size, per capita affluence and 
technology level. Thus, a represents the fit coefficient of the model; b, c and d are the indi-
ces of each explanatory variable; and e denotes the error term generated in the model con-
struction. Introducing the indices of b, c and d can better compensate for the defect of pro-
portional changes between the explained variable I and each driving factor. In other words, 
this model can be applied to analyze the unconstrained effect of independent variables for 
environmental pressure (Liu et al., 2015; Zhang and Liu, 2015).  

The STIRPAT model is a nonlinear approach featuring multiple independent variables. In 
order to eliminate the larger fluctuant tendency of time series and to overcome the hetero-
scedasticity of the sequence, we first need to perform logarithmic processing on the original 
data. Hence, we take the logarithmic transformation of the Equation (7) and obtain the fol-
lowing model: 
 ln ln ln ln ln lnI a b P c A d T e      (8) 

Similarly, we use this equation to describe the influence mechanism of energy-related 
CO2 emissions. In our research, we use total CO2 emissions to represent the environmental 
impact, while the economic development level represents the affluence and the energy in-
tensity represents the technology level. In addition, we expanded Equation (8) to add the 
influencing factor of energy carbon structure in order to examine the impact of energy 
structure change on CO2 emissions. However, if more renewable energy than traditional en-
ergy were to be used, the energy structure would improve and CO2 emissions would de-
crease. Therefore, Equation (9) can be rewritten as: 
 ln ln ln ln lnC a b P c A d I e S f       (9) 

where C represents total CO2 emissions; P represents population size (i.e., total population 
in Kazakhstan, 104 people); A represents economic development level as expressed by per 
capita GDP (USD/people, with the GDP converted to the 2005 constant price); I represents 
energy intensity, meaning energy consumption per GDP (tce/104 USD, where energy con-
sumption is converted to ton of standard coal equivalent); and S represents the energy struc-
ture indicated by CO2 emissions per energy consumption (t/tce). Furthermore, a is the con-
stant term, b, c, d and e denote elasticity coefficients of the explanatory variables to the ex-
plained variable, and f shows the error term. When each of P, A, I and S increases 1%, CO2 
emissions correspondingly increase b%, c%, d% and e%, respectively.  

3  Results and analysis 

3.1  Trajectory of CO2 emissions in Kazakhstan 

The trajectories of CO2 emissions and per capita emissions assumed similar variation trends 
in Kazakhstan during the study period (Figure 4). Both of them declined first and then rose 
except the year of 2008 and 2009. In other words, they displayed U-shaped curves from 
1992 to 2013, with 1999 marking the decisive turning point.  
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In general terms, CO2 emissions within the study region can be divided into two periods: 
1992–1999 and 2000–2013. During the first stage of 1992 to 1999, CO2 emissions and per 
capita emissions decreased swiftly at an average annual growth rate of –11.3% and –10.1% 
respectively, due primarily to the disintegration of the Soviet Union in 1991. At the begin-
ning of independence, Kazakhstan faced serious political and economic crises that were so 
profound that they prompted many people to emigrate to other countries (Rowland, 2001). 
This led to a sudden decrease in population of 1.51 million, or an approximate 9% reduction. 
The gross domestic product (GDP) correspondingly diminished by 105.8 billion USD, or 
approximately 25%. Amidst the poorly-performing economy and production difficulties, 
energy use also decreased 43 Mt (million tons), marking an astonishing 54% reduction (Fig-
ure 5). Making matters worse was the 1998 Asian financial crisis (Mao, 2014). All of which 
led to CO2 emissions rapidly decrease in this stage.  

The second stage is from 2000 to 2013, during which CO2 emissions increased except in 
1998, 1999 and 2012, with 2000 to 2007 seeing the fastest increase. Overall, CO2 emissions 
and per capita emissions increased 104 Mt and 6.42 t/people, with the average annual 
growth rates of 9.46% and 8.84%, respectively. Emissions fell again from 1998 to 1999 be-
cause of the global financial crisis happened in 1998 (Ruziev and Majidov, 2013), as the 
economic slump weakened the growth of energy consumption. Subsequently, CO2 emissions 
greatly reduced over those two years. After then, with drastic improvement in the interna-
tional macro economy and financial environment, CO2 emissions again increased, but at a 
smaller rate. The European debt crisis during the first half of 2012 (Mao, 2014) also led to 
slight declines in CO2 and per capita emissions. 

Carbon emissions intensity is described as CO2 emissions per unit of GDP growth. 
Interestingly, and despite the country’s emergence as an energy powerhouse, the carbon 
emissions intensity of Kazakhstan nearly charted a decrease for the period of 1992 to 2013. It 
was also affected by economic growth and took a similar course in carbon emissions from 1992 
to 1999 and 2008 to 2013. However, it veered from that course between 2000 and 2007, when 
the economy and energy consumption rapidly increased while carbon emissions intensity 
decreased. This can be interpreted as the GDP increasing at a far greater rate than energy 
consumption, thus increasing total CO2 emissions but decreasing CO2 emissions per unit of GDP. 

 
Figure 4  Trajectories of CO2 emissions, per capita emissions and carbon emissions intensity in Kazakhstan 
(using 1992 as the baseline year) 
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Figure 5  Change rates of population, GDP and energy use from 1992 to 2013 in Kazakhstan (using 1992 as the 
baseline year) 

3.2  Additive LMDI decomposition of CO2 emissions 

3.2.1  The effect and contribution rate of decomposition factors 

In order to further explore the intrinsic influence mechanism in CO2 emissions and gauge the 
impact of each influencing factor in the two stages delineated above, we applied the additive 
LMDI method to decompose the total CO2 emissions into four influencing factors: popula-
tion effect, economic active effect, energy intensity effect and energy carbon structure effect. 
Then we received the variation and contribution rate of each factor for each year. The de-
composition results are shown in Table 1 and Figure 6.  

In the first stage (1992 to 1999), total CO2 emissions posted a –153.33 Mt decrease. All 
the factors displayed negative effects, especially the main ones of energy intensity and eco-
nomic activity. Specifically, energy intensity resulted in –78.73 Mt CO2 emissions, and eco-
nomic activity gave rise to –48.38 Mt CO2 emissions, both of which were the primary con-
tributors to total CO2 emissions continuous decline, the contribution rates were 51.35% and 
31.55%, respectively. The lowest contributor was the energy carbon structure effect, which 
led to only –10.4 Mt CO2 emissions, for a contribution rate of just 6.78%. The main reason 
underlying these changes was social unrest and economic recession affected by the collapse 
of the Soviet Union and Asian financial crisis, leading to a decline in people’s living stan-
dards and in energy production and consumption, and then reduced CO2 emissions. 

In the second stage (2000 to 2013), total CO2 emissions increased 146.4 Mt, but still re-
mained lower than the decrease amount in the first stage. For each factors contribution, 
economic activity in the second stage produced 159.24 Mt CO2 emissions with a contribu-
tion rate of 108.77%, it is far beyond those of the first stage. Within a stabilized political and 
economic environment, the population also increased, adding a CO2 emissions contribution 
rate of 18.91%. Furthermore, energy intensity produced –32.17 Mt CO2 emissions and the 
contribution rate was –21.97%, the negative contribution is less than the first stage, because 
energy consumption of per unit GDP was less in stage two. Energy carbon structure effect 
resulted in –8.63 Mt CO2 emissions for a contribution rate of –5.71%, the negative effect 
was weaker compared to the first stage, this indicated that Kazakhstan still mainly relied on 
coal consumption to pursue rapid economic growth, so the energy structure was not opti-
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mized in this stage. In addition, European debt crisis and global financial crisis also played a 
large role in changes to energy carbon structure and CO2 emissions. 

Table 1  Contribution of each influencing factor of CO2 emissions in Kazakhstan (106 t) 

Time Period △Cpop △Cact △Cint △Cstr △Ctot 

1992–1993 –1.63 –22.12 –21.42 –0.90 –46.06 

1993–1994 –3.07 –25.45 2.87 2.15 –23.50 

1994–1995 –3.23 –12.55 –3.94 –11.01 –30.73 

1995–1996 –2.36 3.13 –22.80 –4.89 –26.91 

1996–1997 –2.15 4.44 –21.09 5.63 –13.17 

1997–1998 –2.22 –0.25 1.95 –1.63 –2.14 

1998–1999 –1.16 4.41 –14.31 0.24 –10.83 

1992–1999 –15.82 –48.38 –78.73 –10.40 –153.33 

1999–2000 –0.35 11.32 –11.76 2.40 1.61 

2000–2001 –0.21 16.02 –19.86 17.80 13.75 

2001–2002 0.01 12.41 6.20 –16.73 1.88 

2002–2003 0.46 11.80 –1.05 –2.74 8.47 

2003–2004 1.09 13.31 11.38 5.06 30.84 

2004–2005 1.56 14.66 –15.91 3.97 4.28 

2005–2006 1.96 16.84 16.04 –19.53 15.30 

2006–2007 2.37 15.29 –2.52 14.58 29.71 

2007–2008 2.48 4.13 4.70 –47.47 –36.15 

2008–2009 4.64 –2.54 –18.96 –3.43 –20.29 

2009–2010 2.88 11.47 3.00 63.36 80.71 

2010–2011 3.61 14.67 10.11 –15.89 12.50 

2011–2012 3.55 8.74 –23.84 –2.84 –14.40 

2012–2013 3.66 11.12 10.29 –6.90 18.18 

2000–2013 27.69 159.24 –32.17 –8.36 146.40 

Overall, the total increment of CO2 emissions increased during the study period, but the 
variation trend was uneven, especially after 2008. This is impacted not only by international 
market, but also by local economic activity. More remarkably, CO2 emissions continuously 
increased during 2000 to 2007. From the perspective of each influencing factor, to be spe-
cific, economic activity effectively produced 110.86 Mt CO2 emissions, with a contribution 
rate of 43.92%. Population was the other driving force, as it led to 11.87 Mt CO2 emissions, 
and the contribution rate was 4.70%. Meanwhile, population decreased first and then in-
creased in two stages respectively, this repositioned CO2 emissions from a negative effect to 
a positive one, along with changes in population scale from negative growth prior to 1999 to 
higher positive growth post-2000. 

Moreover, energy intensity was the main inhibiting factor to reduce CO2 emissions. The 
negative effect was obvious in the first stage but changed in the second stage, causing 
–110.90 Mt CO2 emissions with a contribution rate of –43.94%. Energy carbon structure was 
the other inhibiting factor with a significant change in amplitude, especially in 2008 and 
2010. It resulted in –18.76 Mt CO2 emissions, with a contribution rate of –7.43%. Given that coal 
remains the primary energy source in Kazakhstan, a sluggish energy consumption structure 
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will be the main reason for the lack of a dramatic reduction in CO2 emissions (Figure 6). 

 

Figure 6  Additive LMDI decomposition of CO2 emissions in Kazakhstan 

3.2.2  Cumulative effect of each factor in CO2 emissions 

The cumulative effects were calculated to further understand the change of CO2 emissions in 
the study period (Figure 7). Under the sluggish economy after independence, the cumulative 
emissions of the economic activity effect appeared as negative growth during the phase of 
1992–2002, with the largest negative growth year in 1996. After 2002, the cumulative effect 
was positive and increased rapidly other than 2008, which was influenced by global finan-
cial crisis. Overall, economic activity is the main driving factor to increase CO2 emissions. 
The cumulative emissions of the energy intensity effect were always negative during the 
study period and in fact underwent a swift decrease from 1992 to 2001 as a consequence of 
lower energy consumption, after 2002, the cumulative effect showed almost no obvious 
change, which indicated that energy use efficiency did not improve by much during this pe-
riod. The cumulative emissions of the population effect were weak due to the population 
emigration which occurred after independence, and cumulative emissions were negative un-
til 2010. The cumulative emissions of energy carbon structure effect were almost negative 
and showed a weak change in every year except 2008 and 2009, which were strongly af-
fected by global financial crisis. Because Kazakhstan mainly depends on coal, oil and natural  

 

Figure 7  Cumulative effect of each factor in CO2 emissions based on additive LMDI decomposition 
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gas to develop its economy, global market economy has influenced energy production and 
exportation, and further influenced energy structure and CO2 emissions. The total cumula-
tive emissions until the end year were still lower than the baseline year of 1992, which 
points to some energy policies taking place as well as CO2 emissions being tied to economic 
development. 

3.3  The response between energy-related CO2 emissions and impact factors 

The LMDI method can analyze the main effect and contribution of each influencing factor in 
relation to CO2 emissions in Kazakhstan from a macroscopic perspective. However, the me-
thod cannot fully describe carbon emissions variations when one impact factor changes. In 
other words, it cannot depict the changing response between energy consumption carbon 
emissions and the driving factors. Based on this defect, we constructed a modified STIRPAT 
model to describe the changing response relationship between CO2 emissions and its impact 
factors in Kazakhstan. 

3.3.1  Stationarity test 

Before establishing the STIRPAT model, the stationarity of each variable must undergo a 
unit root test. In this paper, we applied the ADF (Augmented Dickey-Fuller) statistic to 
process the unit root test for the five variables, where lnC is the explained variable and lnP, 
lnA, lnI and lnS are the explanatory variables. The original hypothesis of the ADF test is that 
the variable has a unit root. If the ADF test value is smaller than the significant level, we 
reject the original hypothesis and assume that the data is stationary. Otherwise, the original 
hypothesis can be accepted. If the original sequence indicates non-stationary status, we need 
to process the first-order difference. Furthermore, if the first-order difference result is still 
non-stationary, we need to process the second-order difference. The results are shown in Table 2. 

Table 2  Results of ADF unit root test 

Significant level 
Variables Test type ADF test value 

1% 5% 10% 
P-value Conclusion 

lnC (c,t,0) –2.58 –4.47 –3.65 –3.26 0.29 Non-stationary 

DlnC (c,t,1) –4.17 –4.53 –3.67 –3.28 0.02 Non-stationary 

DDlnC (0,0,1) –8.10 –2.70 –1.96 –1.61 0.00 Stationary 

lnP (c,0,3) –2.16 –3.86 –3.04 –2.66 0.23 Non-stationary 

DlnP (c,t,0) –3.09 –4.50 –3.66 –3.27 0.14 Non-stationary 

DDlnP (c,0,0) –5.42 –3.83 –3.03 –2.66 0.00 Stationary 

lnA (c,t,4) –3.41 –4.62 –3.71 –3.30 0.08 Non-stationary 

DlnA (c,0,2) –2.83 –3.86 –3.04 –2.66 0.07 Non-stationary 

DDlnA (0.0.1) –4.69 –2.70 –1.96 –1.61 0.00 Stationary 

lnI (0,0,0) –2.31 –2.68 –1.96 –1.61 0.02 Non-stationary 

DlnI (0,0,0) –4.09 –2.69 –1.96 –1.61 0.00 Stationary 

DDlnI (t,0,2) –5.55 –3.89 –3.05 –2.67 0.00 Stationary 

lnS (t,0,0) –3.48 –3.79 –3.01 –2.65 0.02 Non-stationary 

DlnS (0,0,1) –5.01 –2.69 –1.96 –1.61 0.00 Stationary 

DDlnS (0,0,4) –3.92 –2.73 –1.97 –1.61 0.00 Stationary 

Note: In the test type (c,t,k), c is the constant term, t is the trend term and k is the lag order, as determined by AIC 
criterion. The bold numbers represent the ADF test values through the significant critical level. 
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From Table 2, we can see that the ADF tests of the second-order difference of the five va-
riables are all through the 1% significant level. This indicates the variables have no unit root 
and have achieved stationary status. The variables are the same order and single integer se-
quences, which is the premise for constructing the model. 

3.3.2  Multiple collinearity diagnosis 

In order to correctly estimate the parameters of the model, we need to verify whether multi-
ple collinear problems exist among different variables. Hence, a multiple collinearity diag-
nosis must be performed for each variable. The diagnostic results are presented in Table 3. 

Table 3  Results of multiple collinearity diagnosis of each variable 

Variable Tolerance Variance inflation factor (VIF) Eigenvalue Condition index (CI) 

Constant — — 4.984 1.000 

lnP 0.287 3.488 0.011 20.940 

lnA 0.132 7.588 0.004 35.381 

lnI 0.163 6.134 0.000 124.826 

lnS 0.928 1.077 5.998E-06 911.590 

Variance inflation factor (VIF) is the reciprocal of tolerance. In general, if the Tolerance 
of the explanatory variable is less than 0.1 or the VIF is more than 10, the multicollinearity 
phenomenon may exist among the variables. Table 3 shows that multicollinearity may not 
exist among variables from the perspective of Tolerance and VIF. However, in statistics, if 
the Eigenvalue is close to 0 or the CI value is greater than 30, this indicates that multicol-
linearity might exist among variables. From Table 3 we also see the Eigenvalue values of all 
explanatory variables are close to 0 and the CI values of lnA, lnI and lnS are all greater than 
30. Given this situation, it is possible that multicollinearity exists among explanatory vari-
ables and the explained variable from the angles of Eigenvalue and CI. Hence, it is not suit-
able to use the ordinary least square (OLS) method for unbiased estimation. 

3.3.3  Ridge regression analysis 

In order to overcome the influence of multicollinearity among variables, methods such as 
gradual regression, principal component analysis or ridge regression can be used for model 
fitting to solve this problem. In this paper, we chose ridge regression to effectively solve the 
multiple collinear problems. Ridge regression estimation was proposed by Hoerl and 
Kennard (1970). It is a biased estimate method, improved by the least squares estimation. 
The ridge regression results are shown in Figure 8 and Table 4. 

Ridge regression is performed by adding a set of normal numbers (i.e., ridge parameter K) 
to the diagonal of a standardized matrix of explanatory variables, which would make the 
inverse operation relatively stable (Marquardt and Snee, 1975). If the ridge parameter K is 
chosen reasonably, the results of ridge regression will greatly reduce the variance of pa-
rameter estimation under minor unbiasedness. The change range of K value is from 0 to 1. 
From Figure 8, we can see that when k=0.2, the determination coefficient R2 is 0.9094 and 
that the change trend of the regression coefficient of each variable gradually towards stabil-
ity. Therefore, we get a normalized ridge regression equation when k=0.2. However, if we 
want to analyze the elastic coefficient between CO2 emissions and each influencing factor, 
we need to further restore the normalized ridge regression to its corresponding non- 
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Figure 8  Variation trends of standardized coefficients of the explanatory variations along with K value change 

Table 4  Ridge regression results of energy-related CO2 emissions in Kazakhstan 

Variable Parameter Standard error Standardized coefficient t Statistics p-Value 

LnP 3.1289 0.3801 0.4934 8.2320 0.0000 

LnA 0.4138 0.0457 0.5403 9.0562 0.0000 

LnI 0.2965 0.0633 0.2793 4.6852 0.0002 

LnS 0.6323 0.2086 0.1862 3.0307 0.0075 

Constant –22.6320 2.7889 0.0000 –8.1150 0.0000 

R2=0.9094       F Statistics=42.6392        Sig.F=0.0001 

standardized ridge regression equation. The transformation results are shown in Table 4, and 
we can see that all the variables passed the significant test. Therefore, the modified 
STIRPAT model can be written as Equation (10) based on the fitting parameters of ridge 
regression estimation. 

 ln 22.63 3.13ln 0.41ln 0.30ln 0.63lnC P A I S       (10) 

Equation (10) can be used to analyze the response relationship between energy-related 
CO2 emissions and each influencing factor. From the elastic coefficients of the model, we 
can see that population size has the greatest influence on increase CO2 emissions: if the 
population increases 1%, CO2 emissions will increase 3.13%. However, because of the col-
lapse of the Soviet Union, along with social unrest and poor living conditions, the popula-
tion size of Kazakhstan decreased from 1992 to 1999 due to mass emigration. Following the 
social recovery, the population began slowly to increase at a rate of 3.62% (Figure 9b) or by 
596,180 people over the 1992 population statistics. Thus, the sudden decrease followed by a 
slow increase limited a large contribution to CO2 emissions. 

The elastic coefficient of economic activity is 0.41, which indicates a 1% growth of 
economy and 0.41% increase of CO2 emissions. On the whole, Kazakhstan’s economy ex-
perienced a swift increase after economic reform. In fact, it increased almost 110.62% be-
tween 1992 and 2013 (Figure 9c), mainly through rises in energy consumption and energy 
exportation. Therefore, economic growth is the main driving factor to prompt a rapid in-
crease in CO2 emissions. 

In reference to energy intensity, the elastic coefficient is 0.30, which indicates that if en-
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ergy intensity increases 1%, CO2 emissions will increase 0.30%. In other words, the change 
in energy intensity is positively correlated to CO2 emissions. So, if energy intensity de-
creases 1%, CO2 emissions will decrease 0.30%. Figure 9d illustrates the decrease in energy 
intensity from 1992 to 2013, in detail, it decreased –9.80 tce/104 USD in 2013, which was a 
sharp contrast to 1992 with the decrease rate of –52.6%. The change in energy intensity was 
not stable, with a significant decrease from 1992 to 1999 (due to the economic recession) 
and a weak decrease from 2000 to 2013. Generally, energy intensity was an inhibiting factor 
to CO2 emissions, but the energy use efficiency was relatively low.  

Regarding the energy carbon structure effect, the elastic coefficient is 0.63, which indi-
cates that if energy carbon structure increases 1%, CO2 emissions will increase 0.63%. Sim-
ilar to energy intensity change, this factor also presented a fluctuating declining trend from 
1992 to 2013 (Figure 9e), that means energy carbon structure decreases 1%, CO2 emissions 
reduce 0.63%. Compared to energy intensity, the reducing proportion of energy carbon 
structure is greater, so adjusting the energy use structure and developing new energies can be 
a more effective way to reduce CO2 emissions in Kazakhstan. 

 

Figure 9  The changing trend of each index by logarithm disposition. (a) total CO2 emissions; (b) population 
size; (c) economic growth; (d) energy intensity; (e) energy carbon structure 

4  Conclusions and policy suggestions 

4.1  Conclusions 

CO2 emissions experienced a swift decline from 1992 to 1999 due mainly to the collapse of 
the Soviet Union, which led to a recession in social and economic development. Following 
the subsequent economic reform, CO2 emissions gradually increased after 2000 together 
with economic recovery. Both CO2 emissions and per capita emissions displayed U-shaped 
curves from 1992 to 2013, while carbon emissions intensity constantly decreased during the 



1016  Journal of Geographical Sciences 

 

study period. 
According to LMDI decomposition results, economic activity and population took the 

positive effects to increase CO2 emissions. Economic activity produced 110.86 Mt CO2 
emissions and population expansion led to 11.87 Mt CO2 emissions, the contribution rates of 
these two factors were 43.92% and 4.70%, respectively, which revealed that rapid economic 
growth relied on high-carbon energy consumption, which then led to more CO2 emissions. 
In contrast, the other two factors reducing CO2 emissions were energy intensity effect and 
the energy carbon structure effect. Energy intensity caused –110.90 Mt CO2 emissions and 
energy carbon structure resulted in –18.76 Mt CO2 emissions, the contribution rates of these 
two factors were –43.94% and –7.43%, respectively, indicating that improving energy use 
efficiency and optimizing energy structure were the valid measures for reducing CO2 emissions. 

The modified STIRPAT model was constructed according to ridge regression estimation, 
such that the elastic coefficients of the model could better reflect the response relationship 
between energy-related CO2 emissions and the influencing factors. With each individual 
factor of population size, economic activity, energy intensity and energy carbon structure 
increase 1%, CO2 emissions increase, respectively, 3.13%, 0.41%, 0.30% and 0.63%. We 
find that population expansion has the greatest potential to increase CO2 emissions, followed 
by economic activity effect. Due to decrease in energy intensity and energy carbon structure 
and both of them positively related to CO2 emissions, the two factors appear to be inhibiting 
features that reduce CO2 emissions, the difference is, the potential impact of energy carbon 
structure effect is stronger than the energy intensity one.  

4.2  Policy suggestions 

Along with rapid socio-economic development in Kazakhstan, the contradiction of excessive 
energy consumption and lower energy efficiency has begun to be a serious economic shackle 
hindering green economic development. The government of Kazakhstan has adopted a few 
measures aimed at mitigating energy consumption (Ardak and Yesdauletova, 2009; 
Ismailova, 2013), but the relationship between economic growth and CO2 emissions is still 
in a weak decoupling state (Xiong et al., 2015) and requires urgent optimization in the future. 
Based on the research, we propose some pertinent suggestions as follows:  

Firstly, more clean energy or renewable energy should be exploited to optimize the energy 
use structure. The energy use structure of Kazakhstan still relies on traditional high-carbon 
energies, such as coal, oil and gas, with coal continuing to dominate overall energy con-
sumption in Kazakhstan. In order to reduce more greenhouse gas emissions, Kazakhstan 
should switch to renewable resources to take the place of traditional fuels. Kazakhstan is 
rich in solar energy, hydropower and wind power resources, which can fully meet the do-
mestic energy demand. However, less than 30% of water and wind resources are used to 
generate electricity at present (Karatayev et al., 2016). Therefore, Kazakhstan should look to 
develop technical assistance networks with other countries as well as vigorously develop 
their renewable resources.  

Secondly, Kazakhstan should continue to improve the efficiency of energy utilization. As 
energy use efficiency mainly depends on technological progress, Kazakhstan should further 
its investments in advanced energy-saving technologies, and also encourage research and 
development in this field. At the same time, it should promote innovation in energy exploi-
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tation, transformation and utilization. Kazakhstan should as well look to exploiting its geo-
graphical advantage in the One Belt and One Road Initiative by strengthening cooperation 
with China around energy-related technology (Feng and Wang, 2015). Only in this way can 
the country improve energy efficiency and reduce energy intensity.  

Thirdly, Kazakhstan should transform the concept of economic development and advocate 
for ‘green’ consumption. Additionally, the country should transform its focus from extensive 
growth to intensive growth, and change its economic development pattern by not only pay-
ing attention to economic quantity but also reinforcing green economy improvement. Re-
garding to population expansion, the country should take full advantage of media, widely 
advertise its green life philosophy, and advocate a low-carbon lifestyle and consumption 
patterns. Through these methods, Kazakhstan can both alleviate energy pressure and reduce 
carbon emissions. 
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