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Abstract
Precise stratigraphic characterization and assessment of soil parameters are essential for agricultural and geotechnical

engineering. The cone penetration test (CPT) has become one of the most extensively used techniques for soil site

assessment, because of its reproducibility, robustness, accuracy, and simplicity. The existing DEM (discrete element

method) simulations on CPT are only applicable to dry soil, which cannot consider fluid phase (i.e., pore water) and its

interaction with the soil particles. The combined DEM and CFD (computational fluid dynamics) approach is developed to

model CPT testing on saturated soils in this study. Several sets of CPT simulations at various penetration rates have been

performed by using CFD–DEM coupled analysis. The variation of penetration velocity leads to different magnitudes of

fluid force, and the variation in fluid force, in turn, affects the CPT measurement of soil’s characteristics. Furthermore, the

study extends beyond the properties of the soil itself to explore the complex interplay among soil particles, the surrounding

fluid environment, and the penetrometer. The cumulative interactions among these elements highlight the intricate nature

of CPT and underline the importance of comprehensive computational models in enhancing our understanding of these

dynamics.

Keywords Coupled CFD–DEM analysis � CPT � Fluid phase � Mechanical behavior � Penetration velocity �
Saturated soil

1 Introduction

The cone penetration test (CPT) is a widely used in-situ

testing technique in agricultural and geotechnical engi-

neering that provides essential information on soil profiles

and parameters while minimizing interference to the sur-

veyed geology [24]. It is known for its speed, repeatability,

reliability, and affordability compared to other field test

methods [43]. CPT has been extensively studied through

different methodologies, including theoretical analyses

[54, 66, 71, 73], experiments [11, 21, 48], and numerical

methods [1, 30, 72]. Numerical methods, particularly finite

element method (FEM), material point method (MPM),

and smoothed particle hydrodynamic (SPH) method, have

gained significant attention in CPT studies due to their low

cost and excellent efficiency. Early FEM models of CPT

used small deformation assumption and simulated a limited

number of penetration steps [26, 39]. Then the Arbitrary

Lagrangian Eulerian (ALE) and auto-adaptive remeshing

technique were utilized to release large displacement FEM

modeling of CPT tests [46, 57, 67]. Recent advances in

MPM [7, 15] and SPH methods [10] provide alternative

methods to enable accurate simulations of large deforma-

tions during penetration.

Continuum-based models can provide an approximate

representation of the macroscale response of CPT, but they

do not explicitly consider the interactions between the soil

particles and the penetrator. This limitation becomes par-

ticularly critical when analyzing the microscale interac-

tions and mechanics that significantly influence the CPT

results. The discrete element method (DEM), first
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developed by Cundall and Strack [18], provides informa-

tion on the response of granular materials at various spatial

scales. DEM enables a detailed examination of particle-

level mechanics, offering insights into contact forces,

particle displacements, and stress distributions crucial for

understanding granular soil behavior during CPT. Many

studies have explored the CPT in granular materials by

using DEM analyses, to better understand the micro/-

macroscale behavior of granular materials and how they

interact with the penetrator during penetration process. For

example, early work by Huang and Ma [29] used two-

dimensional (2D) DEM to simulate deep penetration in

sand and demonstrated that the loading history of granular

materials significantly influences on both the soil dilatancy

and penetration mechanism. By using 2D DEM analyses,

Jiang et al. [33] investigated the evolutions of the velocity,

deformation, and stress fields, as well as the displacement

and stress paths throughout the entire penetration process.

Kinloch and O’Sullivan [38] studied the mechanism of

failure of the soil granules that interact with the pen-

etrometer and observed a recurring pattern in the rotational

orientation of these particles by using 2D DEM methods.

As computational power increases, DEM models have

transitioned from 2 to 3D and taken more influence factors

into consideration. For example, Butlanska et al. [12]

replicated CPT tests in a virtual calibration chamber

packed with spherical particles and their simulations

exhibited quantitative agreement with the tests carried out

in laboratory calibration chambers. The influence of soil

crushability and irregular particle shape on CPT have been

addressed by using DEM [17, 23]. Particularly, in agri-

cultural engineering applications, Kotrocz et al. [40]

employed DEM analysis to investigate the effects of the

soil model’s geometrical changes on variations in the soil

penetration resistance. As DEM methods for investigating

penetration become more sophisticated, researchers are

applying them to more complex but more practical prob-

lems. For instance, Khosravi et al. [36] conducted DEM

simulations of CPT to investigate the influence of various

modeling parameters on CPT responses, particularly tip

resistance and friction sleeve shear stress. Their study

focused on how interparticle contact parameters, boundary

conditions, and void ratio affect these measurements,

offering insights into CPT-based soil classification within

the framework of soil behavior type (SBT) charts. Sharif

et al. [56] used DEM to simulate penetration tests and

forecast installation needs by considering the impact of

installation pitch and foundation geometry for rotational

installed piles in sand. However, it should be noted that

these DEM models are all aimed at performing penetration

tests in dry soils because DEM that places emphasis on the

interaction among discrete elements has difficulty to sim-

ulate pore fluid that features continuous flow.

Most of the world’s metropolitan areas are located along

coastlines and soils in such areas are usually saturated with

water in geotechnical engineering and agricultural engi-

neering problems. Thus, the influence of fluid phase (i.e.,

pore water) in the soils cannot be ignored in many engi-

neering practices, including CPT. For example, unlike in

the DEM analysis, saturated soils are widely employed in

laboratory CPT tests [27, 41, 47, 52, 55] as well as

numerical simulations, such as FEM [5, 35, 45] and MPM

[9, 14, 16]. It is worth noting that different penetration rates

in saturated soils lead to varying fluid-particle interactions.

The penetration resistance and CPT results can be very

different because of the influence of pore water in saturated

soils to cone penetration [52, 55, 59, 70]. Therefore, as an

important tool for studying CPT, DEM is naturally

demanded to be extended from dry soils (single-phase

porous medium) to saturated soils (two-phase porous

medium). Such an extension can be achieved by coupling

computational fluid dynamics (CFD) with DEM. The

concept of CFD–DEM coupled analysis, first introduced by

Tsuji et al. [64], has already been used to address fluid-

related geotechnical engineering problems like suffusion,

liquefaction and well drilling [2, 31, 42]. This approach

provides precise fluid-particle interactions and can capture

both micro- and macro-characteristics of both particles and

fluids. Therefore, the CFD–DEM approach has great

potential to offer new insights to the micromechanical and

microhydraulic factors that underly the macroscopic

responses of CPT in saturated soil.

The purpose of this study is to investigate CPT tests in

saturated soils by developing the coupled CFD–DEM

method. The coupling method that enables two-way

information exchange between DEM and CFD is validated

using the Ergun test and the upward seepage test in a

sphere-based column. Several sets of CPT simulations are

performed at different penetration rates to explore the

behavior of saturated soils in CPT tests, which are also

compared with the penetrations in dry soil at the same

velocities to illustrate the influence of fluid phase on the

CPT process. Furthermore, penetration resistance, change

of particle motion, evolution of contact force and

mechanical quantities of the fluid phase are analyzed to

identify the macro/micro-interaction mechanism among

soil particles, pore fluid and penetrator during the pene-

tration process. Finally, some concluding remarks raised

from the study are summarized to shed light on the CPT in

saturated soils.
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2 CFD–DEM coupling approach

The coupling of CFD and DEM in this study is achieved by

using the open-source CFD program, OpenFOAM, and a

DEM software, PFC3D. This section provides a brief

description of the mathematical formulations used to define

the physical properties and mechanical principles of the

developed CFD–DEM model, as well as the coupling

technique. Furthermore, a benchmark analysis (the Ergun

test and the upward seepage in a sphere-based column test)

is presented to validate the accuracy of the coupling

approach.

2.1 Governing equations of the DEM

In the CFD–DEM coupling method, the particle phase is

governed by Newton’s law of motion. The numerical

solution is conducted in the Lagrange frame at a microscale

level using DEM. The governing equations of the solid

phase are represented by

ou~

ot
¼ f~mech þ f~fluid

mP

þ g~ ð1Þ

ox~

ot
¼ M~

I
ð2Þ

where u~, t, mP, g~, x~, M~ and I represent the particle linear

velocity vector, computing time, mass of particles, gravi-

tational acceleration, particle sharp-cornered velocity vec-

tor, particle contact moment, and particle moment of

inertia, respectively. Besides, f~mech is the sum of particle

contact force, the non-contact force between particles, and

external force, which stands by the total mechanical force

acting on the particles. f~fluid is the fluid force acting on the

particles. The linear parallel bond model, proposed by

Potyondy and Cundall [49], is adopted to mimic the

interaction between soil particles.

2.2 Governing equations of the CFD

The locally averaged Navier–Stokes equation and the

locally averaged continuity equation govern the behavior

of the fluid phase. The governing equations are numerically

solved within a continuum framework [4, 20]. The fluid

phase governing equations are expressed by

o eqf
� �

ot
þr � eqf t~

� �
¼ 0 ð3Þ

o eqf t~
� �

ot
þr � eqf t~t~

� �
¼ �erpþ er � lrt~ð Þ þ eqf g~þ f~b

ð4Þ

where e is fluid cell porosity, qf is the liquid density, t is

coupling computing time, m~ is the liquid velocity vector, p

is total fluid pressure (excess pore pressure p0 ¼ p� qf gh),
l is hydrodynamic viscosity, g~ is the acceleration of

gravity, f~b is the total volume force of per item capacity of

the liquid unit imposed by particles at a fluid cell and can

be calculated by:

f~b ¼
Pn

i f
~i

d

Vcell

ð5Þ

where Vcell is fluid cell volume; f~
i

d is the drag force of the

fluid on a single particle in a fluid cell. Note that the total

object includes all particles that lie over the liquid unit in

the system.

2.3 Interaction forces between fluid
and particles

In general, the total fluid-particle interaction force f~fluid is

composed of two parts: (i) the fluid drag force f~d and (ii)

the force caused by fluid pressure gradient f~rp. Therefore,

the overall fluid-particle interaction force of the fluid acting

on the particles can be expressed as follows:

f~fluid ¼ f~d þ f~rp ð6Þ

The fluid drag force is the primary catalyst for particle

fluidization and the most significant interaction force in the

system. According to the circumstances of the fluid unit

where the particle is placed, the fluid drag force acting on

the particle needs to be described separately. The interac-

tion force between fluid and soil particles continuously

operates on the particle center, hence there is no moment

acting on these particles. The fluid drag force on the par-

ticle cluster is calculated by:

f~d ¼ f~d0e
�v ð7Þ

where f~d0 indicates the drag force of the fluid on a single

particle; e is the porosity of the fluid cell where the particle

is located; e�v is an empirical correction term used to

consider local porosity, which allows the fluid drag force to

be applied to systems ranging from high porosity to low

porosity and a wide range of particle Reynolds numbers

[19, 69]. The fluid drag force on a single spherical particle

is calculated:

f~d0 ¼
1

2
Cdqfpr

2
p u~� v~j j u~� v~ð Þ

� �
ð8Þ

where Cd is the drag force coefficient and equal to

ð0:63þ 4:8ffiffiffiffiffiffiffi
Rep

p Þ2, Rep is the particle Reynolds number, qf is

the fluid density, rp is the particle radius, v~ is fluid velocity,

u~ is particle linear velocity vector. According to literature
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[19, 69], the empirical coefficient v ¼ 3:7�
0:65 expð� ð1:5�lgRepÞ2

2
Þ and Rep ¼ 2qfr u~�v~j j

l , where l is

hydrodynamic viscosity. The second part of the interaction

force is pressure gradient force f~rp, which is caused by

fluid pressure. It is defined by Eq. (9),

f~rp ¼ �Vprp ð9Þ

where Vp is particle volume and rp represents the total

fluid pressure gradient vector. This pressure gradient force

incorporates both the effects of buoyancy due to gravity

and the acceleration pressure gradient within the fluid.

Under the hydrostatic condition, the equation can be sim-

plified as:

f~fluid ¼ f~d þ f~rp ¼ �qfgVp ð10Þ

where qf is the fluid density, g is the gravitational accel-

eration, Vp is particle volume.

2.4 Coupling method

The calculation flowchart of the coupling method is shown

in Fig. 1:

The CFD–DEM coupling technique is implemented by

PFC3D and OpenFOAM. PFC3D runs on the Windows

operating system, while OpenFOAM operates on Linux. To

achieve coupling between OpenFOAM and PFC3D, the

Python programming language is employed to wrap the

CFD solver in OpenFOAM as a class-based functional

module and make it compatible with the Python

environment in PFC3D. A module (‘pyDemFoam’) is

constructed by Python to incorporate a modified variant of

the OpenFOAM icoFoam solver, which is specifically tai-

lored to include porosity and body force terms to account

for the presence of particles within the flow. Two distinct

versions of icoFoam are provided within this module: The

first one (‘pyDemIcoFoam’) utilizes an explicit formula-

tion for drag as described in the PFC3D manual under the

CFD module section; the second one (‘pyDemIco-

FoamSemiImplicitDrag’) employs a semi-implicit drag

treatment, to allow for more accurate and stable simula-

tions of fluid–solid interactions.

The fluid-particle-penetrometer coupling encountered in

this study can be solved using a coarse-grid method. In this

method, it is necessary to numerically solve the governing

equations of fluid flow within a series of fluid cells whose

sizes are larger than the diameter of the particles in PFC. In

PFC3D, the particles and cones of the desired model are

generated, and parameters such as particle properties, cone

properties, and the cone penetration velocity are specified.

Fluid cells are generated in OpenFOAM. Concurrently,

within the fluid solver, fluid properties such as density and

dynamic viscosity are defined during the discretization of

the fluid elements. This process ensures an effective and

accurate simulation of the fluid-particle-penetrometer

interaction.

To transmit this fluid information mentioned above to

PFC, programming operations related to the required

functionality must be performed in the PFC data file. Data

synchronization and exchange are accomplished through

TCP (Transmission Control Protocol) socket

Fig. 1 The calculation flowchart of the coupled CFD–DEM model
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communication. The TCP socket class in Python serves as

the data exchange interface between OpenFOAM and

PFC3D. TCP is a connection-oriented, byte-stream-based

transport layer communication protocol, and the socket is

the API (Application Programming Interface) for TCP,

representing its specific implementation and serving as a

necessary API for writing network programs. Within PFC

3D, a Python environment is embedded, which includes the

‘itasca’ module. The ‘itasca.util’ sub-module within this

module contains two classes, namely ‘itasca.util.p2-

pLinkServer’ and ‘itasca.util.p2pLinkClient’ which imple-

ment all TCP data transmission functionalities. The fluid

solver strategically deploys ‘itasca.util.p2pLinkClient’ to

transmit crucial parameters such as fluid mesh, density, and

dynamic viscosity to the PFC3D environment. Upon

receipt of these fluid parameters, PFC3D activates the CFD

module, which consequently reads and utilizes this infor-

mation to define the domain and generate fluid elements.

Adhering to a preordained DEM calculation time step, the

first interval of the iterative coupling process is instigated.

This stage encompasses the resolution of Newton’s equa-

tions of motion, followed by an automatic computation of

fluid–particle–penetrator interaction forces, subsequently

applying them to the particles within PFC. In conjunction,

the particle motion characteristics are discerned in accor-

dance with the force–displacement relationship, persisting

until the DEM solver time aligns with the designated

coupling interval. Post-completion of the DEM solution,

the PFC3D software employs the ‘itasca.util.p2-

pLinkServer’ class to relay parameters such as particle

positions, volumetric force exerted on each fluid mesh due

to the interaction among fluid, particles, and penetrator,

porosity, and other physical quantities to the CFD solver.

Upon receipt of the particle-associated parameters, the

CFD solver harnesses the PISO (Pressure-Implicit with

Splitting of Operators) algorithm to solve the discretized

fluid pressure–velocity coupling equations, as formulated

by the Local Averaging Continuity Equation and Navier–

Stokes Equation within the OpenFOAM framework. Fol-

lowing the execution of the CFD calculation in line with

the prescribed CFD time step, OpenFOAM updates and re-

engages ‘itasca.util.p2pLinkClient’ to transmit fluid pres-

sure, velocity, and pressure gradient to the DEM solver,

thereby culminating one cycle of the coupling calculation.

This iterative loop continues to recur until the termination

condition is satisfied. In computational simulation, termi-

nation condition defines specific criteria for the simulation

to stop running. These may include the realization of a

specific state, the expiration of a time limit, or the satis-

faction of a convergence criterion to ensure that the sim-

ulation does not continue indefinitely. The term ‘t-target’

refers to a pre-set time before starting the simulation, the

value of which is the time to reach the termination

condition. The ‘t-mech’ refers to the actual time passed

during the simulation.

2.5 Benchmarks of the CFD–DEM coupling
approach

The benchmarks presented herein serve the purpose of

validating the numerical CFD–DEM coupling model. The

benchmark problems refer to some typical cases with

straightforward analytical solutions that are widely used in

the relevant areas. The verification is to check the calcu-

lation correctness and efficiency of the numerical model. In

this study, the approach is validated by using the Ergun test

[22] and the upward seepage flow in a column comprised

of individual spheres [58].

2.5.1 Ergun test

The goal of the Ergun test [22] is to simulate the phe-

nomena where water rises to flush the particle bed. The

Ergun test equation describing the relationship between the

pressure drop Dp and the fluid velocity vs is shown as:

Dp ¼ 150lLð1� eÞ2

d2e3
vs þ

1:75Lq 1� eð Þ
de3

vs vsj j ð11Þ

where Dp is the total pressure drop between the fluid inlet

and fluid outlet, L is the height of the particle bed, d is the

particle diameter, q is the fluid density, l is the viscosity of

the fluid, e is the void ratio; and vs is the fluid velocity.

In this study, the Ergun test is reproduced in several

steps. (1) Establish the DEM model: This size of cube

model is 31.2 mm 9 31.2 mm 9 15.6 mm. This sample

has a void ratio of 0.45 with particles that range in size

from 0.9 to 1.1 mm. (2) Construct the CFD model: The

CFD model has a bigger size than the DEM model, which

is 32 mm 9 32 mm 9 100 mm. (3) Start the coupling

calculation: The fluid mesh at the bottom boundary was

prescribed with a superficial velocity. As fluid moves

through the granular cube from bottom to top, the pressure

drop at various speeds is being tracked. The CFD–DEM

model is displayed in Fig. 2a, and the parameters are

shown in Table 1.

In Fig. 2b, the outcome of the CFD–DEM coupling

simulation is compared with the result of the analytical

solution. When comparing the simulated outcomes with the

analytical resolution, it can be found that there is a good

match between the total pressure drop curve and the Ergun

equation before it reaches a critical value. When the

superficial velocity reaches the minimum fluidization

velocity, the granular packing will fluidize and result in a

constant pressure drop despite an increasing fluid velocity

[51], which cannot be reflected by the analytical solution.

The satisfactory level of alignment between our forecasted
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and computed results before fluidization corroborates the

efficacy of the method employed. This finding implies that

the coupled CFD–DEM method, developed in this

research, exhibits a commendable proficiency in encapsu-

lating the complex interplay between fluid and multiparti-

cle systems.

2.5.2 Upward seepage flow in a column comprised
of individual spheres

The manifestation of the suffusion phenomenon can be

discerned through the simulation of seepage flow within

packed spheres. The exploration of upward seepage flow

within a singular column of spheres provides a streamlined,

yet robust model for gauging the fluid forces imposed on

larger particles amidst suffusion. Suzuki et al. [58] devel-

oped an analytical solution for the settlement of the

uppermost spheres in the absence of seepage flow, which is

presented as follows:

d ¼ N N þ 1ð Þ
2kn

4p
3

d

2

� �3

qp � qf
� �

g ð12Þ

where N represents the number of particles, kn denotes the

spring constant, d represents the diameter of each indi-

vidual particle, and qf and qp represent the densities of the

fluid and particles, respectively. Following the introduction

of upward seepage flow with a velocity of 0.005 m/s, the

displacement of the uppermost spheres in the column can

be described using the following analytical solution [58]:

St ¼
u�
Ct

H2

2
1� 32

p3
X1

i¼0

ð�1Þi

2iþ 1ð Þ3
e�Tt 2iþ1ð Þ2p2=4

 !

ð13Þ

Ct ¼
k

mtqfg
ð14Þ

Tt ¼
Ctt

H2
ð15Þ

where u* represents the input flow velocity, Tv denotes the

time factor, Cv is the coefficient of consolidation, k

Fig. 2 Modeling the Ergun test using CFD–DEM. a The CFD–DEM model; b the result of the Ergun test compared with CFD–DEM coupling

Table 1 The parameters of Ergun test

Parameters Value Unit

Model shape

Granular bed height 15.6 mm

Equivalent spherical diameter 1.0 mm

Void fraction 0.45 –

Column width 31.2 mm

Acceleration of gravity 9.81 m/s2

Solid phase (PFC3D)

Particle radius 0.45 * 0.55 mm

Particle density 2500 kg/m3

Friction coefficient 0.6 –

Normal stiffness 1e6 N�m-1

Shear stiffness 1e6 N�m-1

DEM timestep 5e-5 s

Fluid phase (OpenFOAM)

Mesh scale 32 9 32 9 100 mm

Cell size 4 9 4 9 3.33 mm

Fluid density 1000 kg/m3

Dynamic viscosity 1e-3 N�s/m2

CFD timestep 5e-5 s
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represents the coefficient of permeability, mv is the coef-

ficient of volume compressibility, and H corresponds to the

height of the column. The coefficient of volume com-

pressibility (mv) can be directly determined from the highly

idealized model, whereas the coefficient of permeability (k)

is derived from experimental findings, as described by

Ergun [22] in the following manner:

k ¼ u�
i
¼ qfg

1�n
dn3

150
1�nð Þ
d þ 1:75qfu�

n o ð16Þ

where n is porosity.

The process of modeling the upward seepage for single-

column soil particle clusters using CFD–DEM is outlined

as follows. The initial phase consists of consolidating the

single-column clusters of soil particles, submerged in

quiescent water. After the consolidation process is com-

pleted, upward percolation is simulated by applying an

upward scouring water flow at the bottom of the particle

cluster. For the numerical calculation, a cylindrical soil

particle cluster consisting of 100 spherical particles of

equal size, each having a diameter of 0.001 m and a density

of 2650.0 kg/m3, is considered. The soil particle cluster is

assumed to be in a saturated state within a water tank with

dimensions of 0.001 m 9 0.001 m 9 0.1 m (length,

width, and height, respectively). The fluid in the tank has a

density of 1000.0 kg/m3 and a dynamic viscosity of

1.004 9 10-3 Pa�s. The fluid is assumed to be at rest. The

entire sink area’s flow field is discretized into fluid cells

with a height of 0.002 m. In the calculation, the linear

contact model utilizes the normal spring model based on

Hooke’s law, with a normal stiffness of 100.0 N/m. Fig-

ure 3a illustrates the numerical model. The geometric

configuration and parameters utilized in the CFD–DEM

simulation are adopted from the work of Suzuki et al. [58].

Figure 3b illustrates the simulated and analytical solu-

tions for the settlement of the top particles under static

water conditions. During this stage, the particle cluster

experiences only the effects of gravity and buoyancy. The

analytical solution, derived from eq. (12), yields a value of

0.4278 9 10-3 m, while the simulated value is

0.4256 9 10-3 m, resulting in a relative error of 0.51%.

Figure 3c presents a comparison between the simulated

and analytical displacements of the uppermost particle

following the introduction of upward seepage flow at a

velocity of 0.005 m/s. The relative error between the ana-

lytical solution and the simulated value for the final dis-

placement of the top particle’s upward movement is 1.14%.

Nevertheless, the notable agreement observed between the

predicted and calculated outcomes implies that the coupled

CFD–DEM method demonstrates exceptional performance

in capturing the interactions between fluid and multiple

particles.

3 Model setup and testing procedures

3.1 Model setup and parameter selection

An in-situ testing for penetration resistance was carried out

at Gödöllo’s experimental farm, by utilizing a standard

Eijkelkamp penetrologger (Eijkelkamp, Netherlands) in the

track of a GAZ-69 (69A) kind of vehicle [44]. This field

experiment was replicated in this study using the DEM

approach. The model in Fig. 4 with rectangular cross sec-

tions was used to perform the DEM simulations of soil

penetration. The DEM model size is

120 9 120 9 300mm. In the rectangular-shaped soil body,

a large number of particles (15,244) were produced and fell

to the bottom due to gravity. No confining pressure was

exerted against the walls in this study. Figure 4 also shows

the cone penetrometer’s dimensions used in the simulation,

which are identical to those of the Eijkelkamp pen-

etrologger. The linear parallel bond model in PFC3D was

applied to simulate the interaction between soil particles.

The linear part was responsible for simulating the friction

between the particles, and the parallel bond part for mod-

eling the cohesive behavior of the soil. Simulations were

run with manually altered contact qualities to examine how

the different factors (particle stiffness and parallel bond

strengths and stiffness) affected the penetration resistance.

The estimated soil penetration resistances were compared

to the measured values, to ensure the contact parameters

were carefully determined to provide predicted soil resis-

tance that were comparable to those observed in situ. The

Pearson correlation coefficient (r) between the simulated

result and the in-situ outcome is used to examine the cor-

rectness of the simulation. This coefficient is a widely used

measure of the strength and direction of a linear relation-

ship between two variables. A higher value of r indicates a

stronger linear relationship between the two variables. It is

defined as the covariance of the two variables divided by

the product of their standard deviations, and is calculated

as follows:

r ¼ n
P

xyð Þ �
P

xð Þ
P

yð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n
P

x2 �
P

xð Þ2
h i

n
P

y2 �
P

yð Þ2
h ir ð17Þ

where n is the number of depths where the soil resistance

values were obtained (in this case, n ¼ 28), x is the soil

resistance from the DEM simulation in MPa, y is the

measured soil resistance from the in-situ tests in MPa.

Our simulation results are presented with a high r value

of 0.87 in Fig. 5, which is higher than the previous simu-

lation (r ¼ 0.84) available in the literature [40] for dry

conditions only. This suggests that the chosen parameters

(see Table 2) are well enough to calculate the soil
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resistance in comparison to the in-situ experiment. Fol-

lowing Kotrocz et al. [40], ground can be separated into

two layers (top layer and bottom layer) in terms of normal

and shear strength (see Table 2), to represent the actual soil

strength observed in the field, where the shallow layer is

subjected to weaker normal stresses than the deeper layer.

The lower normal and shear strengths of parallel bonds in

the top layer (0–0.08 m depth) are set to 1/5 of these values

for the bottom layer (0.08–0.3 m).

To consider the behavior of pore fluid during penetration

and its influence on the penetrator, the CFD is coupled to

the DEM analysis. The CFD domain is

120 9 120 9 300mm which should cover the DEM model

(see Fig. 4). The inlet and outlet boundary conditions are

free drainage interfaces during the whole process of sim-

ulation. The parameters of the fluid phase are selected from

the literature [42, 74]. These parameters are also shown in

Table 2.

3.2 Test program for cone penetration tests

It is well known that the CPT tests are frequently

employed, primarily for the purposes of classifying soil

layers and obtaining indications of each soil layer’s engi-

neering qualities. It is acknowledged that the end resistance

of CPT varies with penetration velocity [60]. The influence

of different penetration velocities on CPTs is considered in

addition to saturation states in this study.

The CFD–DEM coupled simulations are launched by

the following procedures. (1) Stage 1: Sample preparation.

Particles are generated according to the given particle

radius and initial void ratio. The cone penetrometer con-

sists of a wall assembly, which is placed on top of the soil

Fig. 3 Modeling upward seepage flow in a column comprised of individual spheres using CFD–DEM. a Numerical model schematic;

b comparison of simulated values and analytical solutions of top particle settlement displacement at hydrostatic time; c comparison of simulated

values and analytical solutions of top particle displacement during upward seepage
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surface. (2) Stage 2: Standing water environment. In this

stage, the coupling calculation is switched on, but the cone

penetrometer does not commence. The sample is under a

standing water environment and the fluid boundary is free.

This stage lasts for 0.05 s to achieve hydrostatic equilib-

rium in the particle–fluid system. (3) Stage 3: Coupling

calculation. The cone penetrometer starts to move down-

wards throughout the soil body to a depth of 0.15 m with a

constant velocity in this stage. The water environment is

consistent with the previous period. In this stage, the focal

point is the penetration rate and the drainage condition.

Three different penetration velocities are considered,

including 5 mm/s [61], 20 mm/s [50, 53], 100 mm/s [34],

and 200 mm/s [3]. Herein, 20 mm/s is the standard pene-

tration rate, at which sand soil is regarded to be fully

drained.

Fig. 4 The CFD–DEM model for cone penetrometer
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Fig. 5 Variation in the discrete element method (DEM) simulation of

the penetration test
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4 Numerical results and discussion

4.1 Macroscopic behavior

This study aims to understand the effect of penetration

velocity on cone resistance in saturated sand (dry sand is

also employed as benchmark). For this purpose, saturated

sand samples were prepared, and cone penetration tests

were carried out at a wide range of penetration rates. The

calculated soil penetration resistance was shown as a

function of the vertical displacement of the cone (see

Fig. 6). Here the penetration resistance is the vertical force

exerted on the cone by the water and the particles together.

At the same time, the number of elements in contact with

the tip of the cone was also calculated to check whether

there were enough balls around the tip and correct soil

resistance change.

Table 2 Parameters adopted for penetration tests

Parameter Value Unit

Penetrometer

Normal stiffness 1e10 N�m-1

Shear stiffness 1e10 N�m-1

Particles

Particle number 15244 –

Particle density 2810 kg/m3

Friction coefficient (ball–ball) 0.60 –

Friction coefficient (ball–penetrometer) 0.50 –

Normal stiffness 1e6 N�m-1

Shear stiffness 1e6 N�m-1

Radius range 2.0–4.5 mm

Radius (2.0–2.5 mm) 6.7 %

Radius (2.5–3.0 mm) 11.4 %

Radius (3.0–3.5 mm) 17.9 %

Radius (3.5–4.0 mm) 26.3 %

Radius (4.0–4.5 mm) 37.7 %

Porosity 0.42 –

Contact

Parallel bond normal strength (top layer) 1e5 Pa

Parallel bond shear strength (top layer) 1e5 Pa

Parallel bond normal strength (bottom layer) 3e5 Pa

Parallel bond shear strength (bottom layer) 3e5 Pa

Fluid

Cell size 24 9 24 9 25 mm3

Fluid density 1000 kg/m3

Dynamic viscosity 1.0e-3 N�s/m2

Global setting

Coupling time step 1e-4 s

Gravitational acceleration 9.8 m/s2
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Fig. 6 The effect of penetration rate on penetration resistance in

saturated sand
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Similar to previous studies [25, 62], the simulated cone

penetration resistance fluctuates greatly, with greater fluc-

tuation observed with increased depth [25]. The reason for

this result could be attributed to the large diameter of the

particles [62]. To observe more clearly the trends of cone

tip resistance at different rates, a statistical analysis method

was used to re-analyze the original cone tip resistance

curves (see Fig. 7a and b), where the depth was divided

into five sections and the mean value of the penetration

resistance was calculated for each section. As shown in

Fig. 7a (saturated sand) and 7b (dry sand), the average

value of penetration resistance for each section increases

with depth for various penetration velocities. This result is

in accord to the field observation because the top layer is

subjected to lower normal stresses than deeper layers in

general. The resistance of saturated sand decreases tangibly

with increasing penetration velocity; however, the velocity

has minimal impact on the dry sample (shown in Fig. 7b

for comparison purposes). This result is in agreement with

the in-situ finding of Jezequel [32]. The explanation for this

finding will be discussed in detail in the following sections.

4.2 Micromechanical analysis

The DEM numerical simulation enables us to study the

CPT test at the particle scale. The evolution of the dis-

placement field, the velocity field, and the contact force can

be determined and visualized, while these results are dif-

ficult to obtain through experiments and field tests. The

microscopic study of the particle system can help us to

understand the movement trend of particles.

4.2.1 Displacement and velocity field

The variation of soil particle displacement and velocity

field at different velocities is similar. Therefore, the case of

20 mm/s penetration rate is used to show this evolution in

saturated soil during the penetration process (see Fig. 8).

According to the previous numerical simulations on dry

soil, the maximum displacement of soil particles occurs

near the cone penetrometer [25, 40, 62]. The progression of

the displacement field of saturated sand, shown in Fig. 8,

displays the similar characteristics of the movement of

particles in dry soil. Tanaka et al. [62] explained that the

soil grains near the penetrometer shaft moved with the

downward movement of the penetrometer because of the

high friction coefficient between the soil particles and the

CPT penetrometer. The displacement distribution of soil

was symmetrical, and the movements of soil particles at the

cone tip were distributed in a circular shape and decreased

along the radius (see Fig. 8).

Figure 9 demonstrates the evolution of the particle

velocity at different stages of the CPT with a penetration

velocity of 20 mm/s. In common with the previous study

[13], the maximum velocity field appeared next to the cone

tip of the penetrometer. The pattern of the velocity field

takes different shapes for different penetration stages. In

the progress of shallow penetration (see Fig. 9a), the par-

ticles near the cone tip move mainly sideward and upward,

which is following Terzaghi’s theory [63]. In contrast to

this view, Biarez et al. [8] and Hu [28] suggest that during

penetration, half of the particles near the penetrometer’s

shoulder move upward and sideward, while the other half

move downward and sideward. Figure 9b presents a

(b) (a) 
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Fig. 7 Average penetration resistance with depth under various penetration velocities. a saturated soil; b dry soil
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similar observation to their understanding, indicating that

the theory proposed by Biarez et al. [8] and Hu [28] is more

suitable for deeper penetration. With further penetration,

the particles near the tip of the cone move more downward

than upward (see Fig. 9c). This phenomenon is consistent

with the penetration breaking mechanism proposed by

Berezantzev [6] and Vesic [65].

4.2.2 Contact force

Interparticle contact is widely considered to be one of the

important factors determining the mechanical properties of

particles. As shown in Fig. 10, spatial directions of con-

tacts can be represented by a function of two angles h and

u in the three-dimensional (3D) coordinates [68]. The

orientations of the contact can be defined in terms of an

angular distribution function E h;uð Þ, where the angular

interval dh; duð Þ represents the contact distribution por-

tion. The load considered in this study is symmetric about

the Z-axis and thus the effect of h can be eliminated.

Therefore, the angular distribution equation can be sim-

plified as E uð Þ ¼ r
2p

0
E h;uð Þdh

r
2p

0
dh

. The function E uð Þ with

respect to u and uþ p is physically equivalent and it thus

can always be expressed in terms of a Fourier series con-

taining even components. Its approximate form based on

the second Fourier component can be expressed as follows:

Fig. 8 Displacement distribution of soil particles at a penetration rate of 20 mm/s

Fig. 9 Velocity distribution of soil particles at a penetration rate of 20 mm/s. a shallow process; b medium process; c deep process
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E uð Þ ¼ 1

2p
1þ a cos 2 u� bð Þ½ � ð18Þ

where a is the parameter indicating the degree of aniso-

tropy (an for normal contact force, as for shear contact

force) and b is the parameter on the anisotropic direction

(bn for normal contact force and bs for shear contact force).
When a ¼ 0, the distribution of contacts is considered to be

isotropic and E uð Þ ¼ 1=2p to ensure that r
2p

0

E uð Þdu ¼ 1.

specifically, a and b can be indicated as:

a ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

r
2p

0

E uð Þ cos 2udu
� �2

þ r
2p

0

E uð Þ sin 2udu
� �2

s

ð19Þ

b ¼ 1

2
arctan

r
2p
0 E uð Þ sin 2udu

r
2p
0 E uð Þ cos 2udu

ð20Þ

Figure 11 presents the normal and tangential contact

forces information of the cases under various penetration

velocities in both dry and saturated states. The first two

rows show the distribution of normal contact forces for the

initial and final states of the saturated and dry soil samples

at 4 different penetration velocities. The bottom two rows

show the distribution of tangential contact forces for the

initial and final states of the saturated and dry soil samples

at 4 different penetration velocities. The height and the

color of each column in the spherical coordinate system

varies with the statistical contact intensity, i.e., a higher

column means more concentrated distribution, and warmer

color shows greater contact force. In the initial state, the

contact distribution of dry and saturated soils is similar,

showing peanut shaped. This is because of gravity, and the

contact is mainly distributed in the vertical direction. As

the penetration progressed, the shape of the contact dis-

tribution of each case developed to a spherical shape to

varying degrees at the final state. This represented a

decrease in the degree of anisotropy under the perturbation

of the penetrators. Comparing the dry soil cases at different

velocities, the coefficients did not differ significantly,

indicating that the penetration velocity did not affect the

degree of anisotropy of the final state of the penetrated soil

sample. However, for saturated soils, it is noticeable that

the anisotropy coefficient increases as the velocity becomes

larger, suggesting that in saturated soils, the greater the

velocity, the greater the degree of anisotropy in the final

soil pattern.

Figure 12 shows the values of normal contact forces for

saturated and dry soils using different penetration veloci-

ties at the final state. Comparing to dry soil, the overall

normal contact forces of saturated soil are smaller than that

of dry soil. Particularly at high velocity (such as 100 mm/s

and 200 mm/s), the normal contact force of saturated soil

becomes significantly smaller. When penetration velocity

increases, the normal contact force for both dry and satu-

rated soils decreases. Compared to dry soils, the velocity

effect on saturated soil’s contact force is significant. The

sharp reduction of contact force with increase of penetra-

tion velocity explains the penetration resistance decrease

observed in Fig. 7a.

4.3 Microhydraulic analysis

In the simulation of this study, the fluid is set to a still water

environment and at a free boundary. It means that under the

action of no external load, the water flow remains stagnant

or has little fluidity, but once there is an interference of an

external load, the water can flow out of the boundary. In the

process of cone inserting, the fluid starts to flow due to the

dynamic head difference caused by the increase in pres-

sure. Compared with other existing numerical simulation

methods for simulating the cone penetration test on satu-

rated soil, the CFD module of the CFD–DEM method can

draw the fluid force nephogram, the velocity vector dia-

gram, etc., so that the flow process during penetration can

be observed intuitively.

4.3.1 Fluid force

The fluid force variations including pressure gradient force

and fluid drag force are influenced by different penetration

velocities, as illustrated in Fig. 13a and b, respectively. At

the same scale, an increase in velocity leads to greater

pressure gradient force, as well as a larger diffusion area,

generated as a result of the cone insertion. They all exhibit

the same phenomenon. Pressure gradient forces are

observed in the part of the soil that cone tip has already

passed and near the cone tip. Pressure gradient forces

Fig. 10 Three-dimensional framework
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become more distinct in both magnitude and diffusion area

when penetration velocity increases.

As the penetration velocity increases, the intensity and

range of drag forces around the cone are markedly

heightened. This phenomenon may stem from the fact that

the cone provides a greater kinetic potential energy to the

water as it passes through the soil at a higher velocity,

resulting in a rapid flow of water. This rapid fluid move-

ment significantly increases the drag force of the fluid on

the soil particles, pushing particles away from the path of

penetration. Comparing the values of drag and pressure

gradient force, the magnitude of drag force is significantly

greater than that of pressure gradient force. The significant

increase in the fluid drag force, rather than pressure

gradient force (related to total pore water pressure), leads

to significant reduction of normal contact force (see

Fig. 12) and cone penetration resistance (see Fig. 7a) for

saturated soils owing to velocity increase. Thus, the drag

force responds to changes in penetration velocity more

significantly to the soil-fluid system than the pressure

gradient force, which emphasizes the dominant influence of

drag force under dynamic conditions.

Figure 14 shows a detailed analysis of the drag force

distribution along the x-axis at varying depths and pene-

tration velocities. The graph is divided into three panels,

each representing different penetration depths (37.5 mm,

75 mm, and 150 mm), with drag force measurements

plotted against x-axis. Across these panels, the drag force

Fig. 11 Orientations of normal and tangential contacts for saturated and dry soils under various penetration velocities
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profiles for different velocities are illustrated using distinct

color for clarity. Notably, at higher velocity, there is a

significant peak in drag force observed particularly around

the middle of the x-axis (i.e. where the penetrometer is

located), indicating a localized and intense increase in drag

force at higher velocities around penetrometer. This effect

becomes more pronounced with increased penetration

depth, suggesting that both the depth and velocity of pen-

etration substantially influence the magnitude and distri-

bution of drag forces.

4.3.2 Flow rate and direction

Figure 15 presents the velocity evolution characteristics of

the flow field during the penetration process with the

standard penetration velocity of 20 mm/s as an example

(the pattern is similar for other velocities). The flow field is

relatively stationary before penetration. With the penetra-

tion of the cone, the flow field is gradually disturbed, and

directions of flow are generally pointed to outsides. The

maximum velocity of the flow field can be observed near

the tip of the cone. This is because when the cone pene-

trates through the soil, it imparts kinetic energy to the

water, causing the water near the cone tip to flow. This also

explains the drag force is concentrated around the pen-

etrometer. The drag force associated with water flow

velocity has the potential to move soil particles away from

the cone, making the cone penetration process become

more facilitated. The specific magnitude of facilitation is

dependent on the magnitude of drag forces (see analysis

above).

4.4 Discussion

From the above analysis, we can find that velocity affects

penetration more significantly for saturated soils than dry

soils (see Fig. 16a). For penetration in saturated soils, (1)

soil penetration resistance decreases as the penetration rate

increases; (2) normal contact force decreases with

increasing penetration rate; (3) as the penetration velocity

increases, the drag force generated near the cone tip

becomes greater. These findings align with the experi-

mental results carried out by Kim et al. [37]. To explain

this phenomenon, Fig. 16b displays the fluid force varia-

tion with different penetration velocity. The drag force

shows a significant increase with increasing velocity,

whereas the pressure gradient force remains relatively

constant, highlighting the greater sensitivity of drag force

to changes in velocity compared to pressure gradient force.

As the cone passes through the soil at a higher velocity, it

provides a greater kinetic potential energy to the water,

resulting in a rapid flow of water. This rapid fluid move-

ment significantly increases the drag force of the fluid on

the soil particles, and the resulting changes in the position

and structure of the soil particles cause the soil particles in

the area to become loose (less resistance). In contrast,

penetration velocity has little effect on dry soils.

5 Conclusion

In this study, we simulate the CPT in saturated and dry

soils with different penetration velocities by using a CFD–

DEM coupled method. The influence of penetration rate

and pore water was analyzed from both macro and micro

perspectives. Some key conclusions can be drawn as

follows.

(1) From macroscopic perspective, increasing the pene-

tration velocity reduces the resistance of saturated

soil, whereas the dry sample is barely affected.

(2) The displacement and velocity field of soil particles

vary similarly for different velocities, for both dry

and saturated cases. The area surrounding the cone

penetrometer demonstrates the most significant soil

particle movement and the greatest velocity field. For

saturated soils, the normal contact force decreases

with increasing penetration velocity; however, the

effect on dry soils can be ignored in comparison to

saturated soils.

(3) As the penetration rate increases, soil penetration

resistance and normal contact force both decreases,

while the drag force generated near the cone tip

significantly increases. Increase in drag force rather

than pressure gradient force leads to facilitation of
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penetration at different penetration rates
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Fig. 13 Evolution of fluid force at different penetration velocities. a Pressure gradient force; b drag force

Fig. 14 The drag force distribution on the x-axis with depth under various penetration velocities
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penetration in saturated soils with high penetration

rate. However, the penetration rate had little effect

on the cone tip resistance of the dry soil.

6 Limitations

In this study, the proposed model focuses more on the rapid

drainage soil using CFD and DEM, which has some dis-

advantages on simulation of poor drainage soil, such as

clayey soils, due to high computational requirements.

Future research may focus on addressing these limitations

through the development of more efficient computational

algorithms for soil water interactive systems.
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