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Abstract A total of 28 uniaxial compressive strength tests

were performed on cylindrical Blanco Mera granite sam-

ples with diameters ranging between 14 and 100 mm, with

results indicating that this granite undergoes a significant

reverse size effect: the UCS increases as sample diameter

increases up to 54 mm, but thereafter decreases. It was also

found that the results tend to be more scattered for smaller

sample diameters. We also found an apparent correlation

between Young’s modulus and sample diameter. It was not

possible to draw any clear conclusions regarding the vari-

ability in Poisson’s ratio with sample size. With respect to

crack initiation and crack damage stresses, the behaviour of

the tested samples also indicates a reverse effect. This

research would suggest that the traditionally assumed

decrease in strength as sample size increases does not hold

for granite samples with diameters below 54 mm.

Keywords Compressive strength � Granite � Intact rock �
Size effect

1 Introduction and aims

Geological–genetic conditions, natural phenomena

(weathering and tectonic action) and hydrologic, chemical

and thermal processes are the causes of the essentially

inhomogeneous and discontinuous nature of rocks and rock

masses at both the macroscopic and microscopic scales.

Consequently, it comes as no surprise that the results of

in situ and laboratory mechanical tests on rock—besides

being site-specific—are dependent on the dimensions of

the tested volumes, in terms of both average values and

variability. Although size effects on rock, joint and rock

mass properties have been widely investigated in rock

engineering practice, in the absence of a comprehensive

understanding of these effects, engineering judgement is

required to extrapolate test data to the in situ scale of rock

engineering projects.

Early studies of size effects on rock strength were car-

ried out by Bieniawski [8] (coal pillar samples) and by

Pratt et al. [51] and Hoek and Brown [26] (hard rock

samples). Further insights, based on information compiled

at two International Workshops on Scale Effects in Rock

Masses (held in Loen, Norway, and in Lisbon, Portugal in

1990 and 1993, respectively), served to establish a basic

understanding of scale effects in rock mechanics. Subse-

quent investigations by a number of authors (Hawkins [25],

Yoshinaka et al. [61], Pierce et al. [49]) established that

size effects vary significantly by rock type, depending on

strength, texture, micro-flaws (pores, open cracks and

veins), weathering/alteration and spatial variations in

micro-properties.

On the basis of a number of studies of uniaxial com-

pression tests, Masoumi et al. [44] suggested that the size-

effect behaviour of small samples does not follow the

widely accepted size-effect model whereby strength
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decreases monotonically as sample size increases—an

important observation that had not been considered in

earlier investigations (Hoek and Brown [26]). Masoumi

et al. [44] conducted comprehensive analytical research to

assess this behaviour, but only in samples of sandstone.

The aim of this study is, therefore, to complement the

findings of Masoumi et al. [44] by studying size effects in

hard rock.

We report results of uniaxial compressive strength

(UCS) tests on different-sized samples of Blanco Mera

granite in order to evaluate size effects on geomechanical

parameters of this rock. Our findings should contribute to

the development of realistic scaling laws and serve as the

basis for calibrating numerical models.

2 Size effects on strength

As background for this study, below we review knowledge

to date on the behaviour of rocks during compression

testing, including diverse perspectives on size effects.

2.1 Compressive failure in brittle rock

Probably the most widely used measure of rock strength is

to determine uniaxial (or unconfined) compression strength

and elastic parameters (Young’s modulus and Poisson’s

ratio) from cylindrical samples prepared from drilled cores

from intact rock. The response to testing depends on the

nature and composition of the rock and on the condition of

the test samples. All other factors remaining constant, the

strength of a given sample will weaken as the number of

flaws increases (e.g. weathering defects, pores and pre-

existing micro-cracks).

Following International Society for Rock Mechanics

(ISRM) [27] guidelines, to determine the compressive

behaviour of rock samples, axial and lateral strains, e1 and
e3, respectively, are recorded using a constant zero or

nonzero confining stress. The stress–strain path to failure

can thus be fully visualized when axial, lateral and volu-

metric strains are plotted against axial stress (Fig. 1).

Martin [40] provided an explanation for the inelastic

effects that can be observed in UCS testing, arguing that

the stress–strain curves for a brittle material can be divided

into five regions (Fig. 1). The terminology used below is

that of Diederichs and Martin [14]. Note that rock post-

peak strength, after rc or UCS, which marks the beginning

of post-peak behaviour (region V), is beyond the scope of

this study.

The initial region of the stress–strain curve represents

closure in the sample of pre-existing micro-cracks oriented

normal to the principal stress (region I). Once these cracks

are closed (rcc), the rock tends to behave in a linear,

homogenous and elastic manner until crack initiation (CI or

rci) stress is reached (region II) and, hence, elastic prop-

erties can be determined. This behaviour has been attrib-

uted to the deformation-stress memory of rock. The fatigue

lifecycle of a rock is short because of high stress concen-

trations at the extreme ends of micro-cracks and flaws

generated by thermal fluctuations or external loading dur-

ing geological development [32]. According to Masoumi

[43], stress concentration effects can also contribute to the

concave shape of the initial part of the axial stress–axial

strain curve.

Stable crack growth (region III) occurs when new axial

micro-cracks begin to appear, in line with Griffith’s theory

[22] stating that the tensile fracture of a brittle material

initiates with microscopic flaws. Griffith [22] suggested

that these micro-cracks are the result of intense tensile

stress concentrations near the extreme ends of microscopic

elliptical flaws. Several researchers [9, 23] have demon-

strated that, although cracks do start to form at axial

stresses equal to about 8 rt (in line with Griffith’s theory

[22]), this form of cracking is stable. In other words,

additional loading would be necessary to extend the cracks.

Fig. 1 Stress–strain diagram obtained from a single UCS test. Based

on Martin [40]
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The main feature of stable crack growth is that the

cracks tend to open parallel to the direction of the maxi-

mum compressive load; consequently, only the lateral

gauge registers the associated inelastic deformation.

Although it is difficult to directly estimate CI from the

stress–strain curves, it is possible to identify where it

occurs by plotting crack volumetric strain against axial

strain. To calculate crack volumetric strain, elastic volu-

metric strain (Eq. 1) is first calculated using the elastic

constants ðE; tÞ determined from the elastic portion of the

stress–strain curve:

ev elastic ¼
1� 2t

E
r1 � r3ð Þ ð1Þ

The elastic volumetric strain is then subtracted from the

total volumetric strain to determine the inelastic volumetric

strain (i.e. the volumetric strain associated with the cracks):

ev ¼ e1 þ 2e3 ð2Þ

CI is thus the stress level at which inelastic expansion

begins (i.e. systematic micro-fracturing), representing the

first stage of stress-induced damage in low-porosity

rocks—as shown in the plotted crack volumetric strain line

in Fig. 1 [24, 40]. CI, identified as the point where the

lateral and volumetric strain curves depart from linearity,

represents the transition from linear elastic behaviour to

stable crack growth in the stress–strain behaviour of intact

rock. It has been pointed to as a key parameter in studies of

brittle rock deformation and fracturing characteristics by

several authors [9, 24, 37, 41, 60]. CI is also used in

practice to estimate potential spalling in underground

excavations in massive hard rock masses [14].

Although it is difficult to define a method to accurately

compute where departure from linearity occurs, various

approaches have been proposed in the literature to estimate

the value of CI. These include volumetric strain methods

[10, 40, 41], lateral strain methods [13, 37] and acoustic

emission methods [17, 20, 63]. Notably, Nicksiar and

Martin [46] assessed the strain methods for hard-brittle

diorite samples, concluding that each provided consistent

and accurate results. Since no suggested method has so far

been proposed by the ISRM [27], the crack volumetric

strain reversal approach as described by Martin and

Chandler [41] is followed in this study.

Finally, the axial stress point at which nonlinearity

begins in the axial stress–axial strain curve—called the

crack damage (CD or rcd) point—marks the onset of

unstable crack growth (region IV). Because onset of non-

linearity is often very subtle, it is useful to use the total

volumetric strain reversal point as an indicator of CD (they

coincide under unconfined conditions). CD usually occurs

at stress levels of around 65–85% of peak strength (Fig. 1).

Further loading above this stress level results in permanent

damage to the material, since, after the CD point, micro-

crack density grows rapidly as the acoustic emission rate

increases.

2.2 Size-effect research

Bieniawski [8] was the first researcher to study size effects

in rock samples, specifically to estimate coal pillar

strength. Pratt et al. [51] subsequently performed several

tests with two different rock types, reporting that sample

strength decreases as sample size increases and suggesting

that laboratory sample strength is probably not represen-

tative of the strength of large volumes of in situ unjointed

rock.

Hoek and Brown [26] suggested that the UCS of a rock

sample with diameter d (in mm), rc, is related to the UCS

of a 50-mm-diameter sample, rc50, according to:

rcd ¼ rc50
50

d

� �0:18

ð3Þ

Hoek and Brown [26] further suggested that the strength

reduction is due to the greater likelihood of failure through

and around grains as more and more grains are included in

the test sample. When a sufficiently large number of grains

are included, then the strength value becomes constant.

Hawkins [25] noted that the Hoek and Brown [26] equa-

tion was based primarily on data for crystalline material and

that only one of the ten samples was of a sedimentary rock;

hence, the relationship shown in Eq. 3 may not be repre-

sentative of all rock types. Hawkins [25] subsequently car-

ried out comparative tests on seven sandstones and

limestones, finding that maximum strength values for the

sedimentary samples were obtained on cores of approxi-

mately 40–60 mm diameter, but that, unlike the results

reported by Hoek and Brown [26], the UCS values were

lower for cylinders that had both larger and smaller diame-

ters than that of the 40–60 mm diameter range. In general,

there was a 20–40% strength reduction from the maximum

value—obtained for 54- or 38-mm-diameter cores—to the

value obtained for the largest diameter core of 150 mm; for

the 12.5-mm-diameter cores, the loss in strength was

45–65%. Hawkins [25] concluded that the Hoek and Brown

[26] equation (Eq. 3) did not hold for sedimentary rocks.

Thuro et al. [54] tested a coarse-grained two-mica

granite, a fine-grained amphibolite and a fine-grained

clastic limestone, finding that size only had a marginal

effect on UCS within the tested diameter range (45–80 mm

for amphibolite and limestone and 45–110 mm for granite).

Yoshinaka et al. [61], who found significant differences

in the relationship between the UCS and sample diameter

depending on rock type, proposed rewriting the Hoek and
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Brown [26] equation in the following general form, using

the coefficient k as a variable exponent:

rc ¼ rc50
d

d50

� ��k

ð4Þ

where rc50 is the UCS of standard-sized samples and rc is
the UCS of samples with the same shape but an arbitrary

diameter d (in mm). The value of the exponent k ranges

between 0.1 and 0.3 for homogenous hard rock and

between 0.3 and 0.9 for weathered rock [61]. Figure 2

illustrates this concept of variable strength reductions

depending on rock type and level of weathering.

In their research into size effects, Masoumi et al. [44]

detected a dual size effect: a general effect, when strength

decreases with increasing sample diameter, and a reverse

effect, when strength increases with increasing sample

diameter. Note that the dual size effect was not first iden-

tified by Masoumi [43] or by Hawkins [25], but by

Nishimatsu et al. [47], from UCS tests on a number of

different igneous rocks.

Given this dual size effect, Masoumi et al. [44] proposed

a unified size-effect law (USEL) that was capable of cap-

turing both an increase in strength with diameter for

smaller cores and a decrease in strength with diameter for

larger cores. Verified against UCS results for various sed-

imentary rocks, the USEL showed good agreement for

model outputs with experimental data.

To fit the size effect when strength decreases with

increasing sample diameter (the general size effect),

Bazant [5] proposed the following equation for the size-

effect law based on the fracture energy model:

rN ¼ Bftffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ d=kd0ð Þ

p ð5Þ

where rN is nominal strength, B and k are dimensionless

material constants, ft is strength for a sample of negligible

size that may be expressed in terms of an intrinsic strength,

d is sample size, and d0 is maximum grain size. In this

equation Bft sets the strength level, whereas d/kdo influ-

ences the rate of strength variation with size.

Bazant [6] later incorporated the concept of fractals into

fracture energy, developing a fractal fracture size-effect

law (FFSEL) to fit the reverse size effect:

rN ¼ r0 � d df�1ð Þ=2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ d=kd0ð Þ

p ð6Þ

where r0 is strength for a sample of negligible size that

may be expressed in terms of an intrinsic strength and df is

the fractal dimension; the remaining parameters, namely d,

d0 and k, are the same as in Eq. 5. Carpinteri et al. [11] also

used this FFSEL, given that, within a certain range of sizes,

fracture surfaces in materials like concrete or rock exhibit

fractal (self-similar) characteristics. For very high fractal

dimension values (well over 1), the reverse size effect is

reflected by Eq. 6. Although the foundations for this

approach may seem counterintuitive [6], the shape of the

derived curves has been empirically verified [44].

Masoumi et al. [44] subsequently combined Eqs. 5 and

6 in the USEL to reproduce size-effect behaviour for var-

ious sample sizes. The intersection between these equations

occurs when:

di ¼
Bft

r0

� �2= df�1ð Þ
ð7Þ

Masoumi et al. [44] compared the USEL to data

obtained for Gosford sandstone samples with diameters

of 19–146 mm and also to data reported by Hawkins [25].

Like Hawkins [25], Masoumi et al. [44] found that the UCS

increases as sample size increases up to a characteristic

diameter, but from this point the UCS decreases as sample

size increases.

As an explanation for the reverse size effect for small

diameters, Masoumi et al. [44] hypothesized that surface

flaws or imperfections developed during sample prepara-

tion may influence sample strength and fractal behaviour.

Another possible explanation is that developing cracks are

less likely to stabilize in small samples, since it is easier for

such cracks to intersect the (free) sample surface. If this is

indeed the case, then the ratio of sample size to grain size

may play a role. This hypothesis remains to be tested in the

future, once more data on rocks of different grain sizes

become available.

While suggesting that the USEL approach was suit-

able for sedimentary rocks, and particularly for Gosford

sandstone, Masoumi [43] also tested two granites (labelled

Fig. 2 Size-effect relationships for intact rock UCS, as proposed by

Yoshinaka et al. [61], with the Hoek and Brown [26] relationship

depicted for comparison purposes. Modified from Pierce et al. [49]

1232 Acta Geotechnica (2017) 12:1229–1242

123



A and B in Fig. 3), for which values of the parameters

needed to capture the general size effect but not the reverse

size effect were fitted. Since overall results for the granites

were not as conclusive as the results for the sedimentary

rocks, Masoumi [43] did not explicitly propose using the

USEL for igneous rocks. In Fig. 3, the general size effect

was fit as proposed by Masoumi [43], whereas the reverse

size effect was fitted by the authors of this paper.

Seminal studies by Mogi [45], Obert and Duvall [48]

and John [29] on shape effects on rock strength indicate

that the strength of constant diameter rock cylindrical

samples tends to decrease with increasing slenderness

(length-to-diameter ratio) and that, for slenderness ratios

over 2 or 2.5 (depending on rock type), a reasonably

constant strength value is achieved. This observation has

led to the establishment of current standards [4, 27]. More

recent studies by Hawkins [25] and Tuncay and Hasancebi

[57] have basically confirmed previous observations, and

some formulae have been proposed for rock sets for which

tests have been performed. A different trend is observed for

deformability, with the elastic Young’s modulus values

increasing with slenderness [54], even if this trend is not

always that clear [31]. The scope of the research described

here is limited to size effects.

3 Granite, samples and sample preparation

3.1 Blanco Mera granite

Samples of Blanco Mera, a bright, white, coarse-grained

(1–6 mm) granite, were obtained from a quarry located in

Lugo (NW Spain). Blanco Mera has been widely tested in

the laboratory [1, 3], although not for size effects.

The samples were examined under an optical micro-

scope to evaluate the geological nature of the rock (see

Fig. 4 and Table 1). The average density of this material

was found to be 2.60 g/cm3.

3.2 Sample diameters and number

The diameters of the tested cylindrical samples ranged

from 14 to 100 mm. Although for uniaxial testing, the

ISRM [27] recommends a sample height that is 2.5–3 times

the diameter, a ratio of 2 was chosen for this research, as do

other standards such as ASTM [4], some size-effect studies

(Masoumi et al. [44]) and another study of the same granite

by the authors of this paper [3].

The number of tests performed for each diameter

(Table 2) is based on the fact that strength variability in

smaller samples tends to be higher than in larger samples

[43]. Figure 5 depicts the full set of tested samples.

The ISRM [27] also suggests that sample size should be

at least ten times the size of the largest grain in the rock.

Fig. 3 Peak strength results for UCS tests for two granites, A and B,

as obtained by Masoumi [43]. Values fitted by Masoumi [43] for the

decreasing (general size effect) branch and by the authors for the

increasing (reverse size effect) branch

Fig. 4 Petrographic analysis of rock samples showing hand samples

and thin section in white and polarized light. Source: Arzúa and

Alejano [3]
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This recommendation was disregarded, since it implied a

minimum Blanco Mera sample diameter larger than

60 mm, which would not have allowed us to observe the

reverse size effect.

3.3 Sample preparation

The samples were prepared in accordance with ISRM

guidelines [27], except where otherwise noted. As stated

above, sample diameter was variable and a height-to-

diameter ratio of 2 was used. Samples were not saturated

before testing. The ends of the samples were flat within

0.02 mm. Loading on the samples was increased continu-

ously at a stress rate of 0.5–1 MPa/s, it being aimed to

finish each test in 5–10 min.

4 Laboratory tests

4.1 Equipment

A servo-controlled compression machine with a 200-tonne

loading capacity was used for testing. Sample deformation

was measured using linear variable differential transform-

ers (LVDTs).

Axial strain was measured by attaching two LVDTs to the

lower plate of the frame (Fig. 6a), in such a way that lower

plate displacement was recorded by the LVDTs (the upper

plate remained fixed). Lateral strain was measured using two

devices, one for the larger samples (54 and 100 mm) and the

other for the smaller samples (14 and 30 mm), which are

depicted in Fig. 6b and c, respectively. The mechanical

device for the larger samples measured sample diametrical

strain using two LVDTs and that for the smaller samples was

a ring holding up to four LVDTs as two diametrically

opposed pairs, used because the first measurement device

was not self-supporting for these small sample sizes.

4.2 Data processing

Data were processed in line with the recommendations of

the ISRM [27], except where otherwise noted.

Table 1 Quantitative modal analysis Source: Alejano et al. [1]

Mineral phases Modal (%)

Quartz 20

Alkaline feldspar 27

Plagioclase 35

Biotite 5

Muscovite 7

Sericite 1

Chlorites 4

Opaques –

Accessories \1

Table 2 Tests for different Blanco Mera sample diameters

Tests (n = 28) Sample diameter (mm)

10 14

10 30.1

6 54.7

2 100

Fig. 5 Set of Blanco Mera samples with diameters between 14 and 100 mm before testing
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Of the various approaches to computing Young’s mod-

uli (average, secant or tangent), we calculated the average

Young’s modulus, Eav, from the linear portion of the axial

stress–axial strain curve between 30 and 65% peak

strength. The average Young’s modulus was thus com-

puted as:

Eav ¼
Dr
De1

¼ r65% � r30%
e65% � e30%

ð8Þ

where the r% values were calculated from a percentage of

the UCS and the e% values reflected the axial strains at the

corresponding stress levels.

The Poisson ratio, t; was calculated as:

t ¼ �E � De3
Dr1

ð9Þ

where E is Young’s modulus, De3 is the change in radial

strain from 20 to 40% peak strength, and Dr1 is the

absolute difference between the corresponding stress

levels. Volumetric strain, ev, was calculated as shown in

Eq. 2.

5 Results

Below we present the UCS test results for 14-, 30-, 54- and

100-mm-diameter samples, with particular focus on the

size effects associated with the following geomechanical

parameters: peak strength, Young’s modulus, Poisson’s

ratio, CI and CD. Results are summarized in Table 3;

omitted are unreliable Poisson’s ratio, CI and CD values

arising from LVDT sliding problems during strain

measurements.

5.1 Size effect on UCS

Table 4 shows means and standard deviations for the UCS

results by diameter size. A significant level of data vari-

ability (in both absolute and relative terms) was observed,

particularly for the smaller diameters. We therefore

investigated the normality of the data, but only for the two

smallest diameters, as a limited number of data points were

available for the larger diameters.

The Kolmogorov–Smirnov statistical nonparametric test

compares a sample with a reference probability distribu-

tion, for instance, a normal distribution. We used the Lil-

liefors [39] variant of this test because the mean and

standard deviation of the hypothesized normal distribution

were not 0,1. If the test statistic was larger than the critical

value (0.262), the null hypothesis that the data were nor-

mally distributed could be rejected at a significance level of

0.05. In our case, for the ten values corresponding to the

14- and 30-mm-diameter samples, the null hypothesis

could not be rejected since the test statistics (0.2012 and

0.2044, respectively) were smaller than the critical value

(Fig. 7). This means that it cannot be stated that the data

are not normally distributed. They probably are.

Peak strength size effects for the UCS results are plotted

in Fig. 8. A strong reverse size effect—as observed by

Masoumi et al. [44]—is evident: up to a diameter of

54 mm, peak strength increases as sample size increases,

but above 54 mm, in line with more classical models [26],

peak strength decreases as sample size increases.

The USEL approach proposed by Masoumi [43] was

used to fit parameters to the values obtained for the studied

samples (Fig. 8). The results point to a rather good fit,

particularly for the average values for each diameter.

Overall trends in the behaviour of the granite are consistent

with those first identified by Nishimatsu et al. [47] and later

confirmed by Hawkins [25] and Masoumi et al. [43, 44].

It can also be observed that Blanco Mera’s parameter

values (Table 5) are of the same order of magnitude as

those obtained for the granites studied by Masoumi [43]

(see Fig. 3). The USEL model fitted the data very well for

granite A and Blanco Mera, as evidenced by high R2 val-

ues, but less well for granite B.

5.2 Size effect on Young’s modulus

Young’s modulus results for each of the tested samples are

shown in Table 3 above and plotted in Fig. 9; means and

standard deviations are listed in Table 6.

It can be observed that variability (in both absolute and

relative terms) was greater for the smaller samples,

although relative variations in Young’s modulus were less

than in the UCS for all the diameters. Young’s modulus

Fig. 6 a LVDTs used for strain measurements. b LVDTs used for

lateral strain measurement. c Ring support for LVDTs for smaller

samples
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clearly increased as sample size increased, with no evident

reverse size effect.

5.3 Size effect on Poisson’s ratio

Poisson’s ratio results for each of the tested samples are

shown in Table 3 above and plotted in Fig. 10; means and

standard deviations are listed in Table 7.

Data variability was high, most especially for the

smaller samples, and scattering increased as the sample

size decreased. Although a slight positive trend with

size was evident that corroborates Masoumi [43] results

for sandstone, given the great variability of the data, it

is not possible to conclude that Poisson’s ratio was

significantly different from one sample size to another.

5.4 Size effect on CI and CD

CI and CD results for all the tested samples, listed in

Table 3 above, can be interpreted either as absolute

values, independent of the UCS, or as a proportion of the

UCS. UCS, CI and CD data in absolute terms are plotted

in Fig. 11, which shows that the initial reverse size

effect, followed by strength decreasing with size, not

only occurs for peak strength but also for these brittle

Table 3 Key geomechanical parameter results for all 28 tested samples: peak strength (UCS), Young’s modulus (E), Poisson’s ratio (m), CI and
CD

Sample Diameter (mm) UCS (MPa) E (GPa) m – CI (MPa) CD (MPa)

D14_1 13.82 37.33 13.07 0.15 10.04 24.68

D14_2 13.84 59.43 15.55 0.11 14.84 36.41

D14_3 13.81 106.35 18.94 0.19 11.45 68.63

D14_4 13.82 34.73 12.70 – – –

D14_5 13.82 61.53 17.51 0.08 17.55 43.53

D14_6 13.87 49.51 16.89 0.09 – 40.91

D14_7 13.86 68.00 16.25 0.24 12.39 –

D14_8 13.87 55.53 18.45 0.08 14.93 34.42

D14_9 13.88 62.32 14.56 0.26 – –

D14_10 13.90 89.10 24.73 0.24 13.14 58.92

D30_1 29.34 125.99 34.14 0.23 45.92 90.71

D30_2 29.29 69.29 17.98 0.05 28.24 47.53

D30_3 29.46 78.99 21.93 0.06 31.11 58.05

D30_4 29.30 66.00 19.47 0.33 – 52.05

D30_5 29.33 101.36 24.94 0.17 28.46 48.82

D30_6 29.33 90.11 25.11 0.08 24.89 71.02

D30_7 29.32 91.04 25.64 0.09 40.77 63.84

D30_8 29.27 73.91 21.19 0.05 31.34 48.82

D30_9 29.31 78.88 20.98 0.23 35.77 52.55

D30_10 29.25 64.45 19.93 0.12 26.86 53.84

D54_1 54.06 122.08 39.56 0.21 40.14 75.10

D54_2 53.53 107.53 37.31 0.22 30.65 89.75

D54_3 53.58 108.68 33.56 0.27 42.09 69.24

D54_4 53.96 131.76 37.14 0.23 57.94 72.68

D54_5 53.03 122.90 37.14 0.21 43.88 81.65

D54_6 53.67 139.39 39.76 0.2 69.93 97.04

D100_1 98.28 107.88 52.52 0.24 38.63 63.67

D100_2 98.93 116.93 55.85 0.32 38.29 76.65

Table 4 Peak strength means and standard deviations for the UCS

tests

Diameter

(mm)

Number of

tested samples

Mean

(MPa)

Standard

deviation (MPa)

%

variation

14 10 62.38 20.72 33.21

30 10 84.00 17.96 21.39

54 6 122.06 11.44 9.37

100 2 112.41 4.53 4.03
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cracking parameters, whose trends seem to follow a

similar pattern.

As the references of this study clearly show, many

studies have been published regarding the size effects of

strength on intact rock; however, lacking are insights into

size effects on CI and CD. Figure 11 suggests that trends

observed for strength could probably be extended to crack

parameters.

Martin [40] published a detailed study on Lac du Bon-

net granite, whose results in terms of size effects on UCS,

CD and CI, presented in Fig. 12, show a similar increas-

ing–decreasing trend, particularly for CD, although the

range of values recorded was not as wide as in our case.

Martin [40] interpreted the results by suggesting that CD

and CI should be approximately constant as a function of

the sample diameter. However, since Martin [40] focused

on samples of sizes larger than the standard 50 mm

diameter, this interpretation may under-represent the

reverse size effect.

Based on trend similarity for UCS, CI and CD, the

USEL model was fitted to CI and CD. Figure 13 shows all

the original data points and average values as well as USEL

fit to the CI and CD values and the UCS USEL model

scaled by the average CI/UCS = 0.33 and CD/

UCS = 0.68 ratios. Table 8 summarizes the parameters for

all these fits and their associated R2 values.

Figure 13 shows that the USEL model fitted the CI and

CD results with quite good regression coefficients for

average values of these parameters for all sample sizes.

Additionally, scaling the UCS USEL model by the average

CI/UCS = 0.33 and CD/UCS = 0.68 ratios provided a

good approximation to the best fitting USEL models for

these parameters.

The CI/UCS and CD/UCS ratios, as determined inde-

pendently for each sample, are plotted in Fig. 14. It can be

observed that there were no significant differences between

the average values for different sizes, most particularly for

CD, and also that only for the smallest sample size was

there a slight drop in the CI/UCS ratio.

6 Discussion

The Blanco Mera granite follows the USEL model pro-

posed by Masoumi et al. [44] for UCS, CI and CD,

showing a trend of strength increasing with sample

Fig. 7 Lilliefors normality tests for UCS results for the 14-mm and 30-mm-diameter samples, showing theoretical and real cumulative

probability density functions and demonstrating that both sets of samples are normally distributed

Fig. 8 Peak strength results for the UCS tests for Blanco Mera

granite. USEL approach parameters fitted by the authors using the

MATLAB fitting tool
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diameter followed by strength decreasing with sample

diameter. Masoumi et al. [44] suggested that this behaviour

could be explained by two mechanisms. The first—some-

what counterintuitive—mechanism, described by Bazant

[6], is associated with rock multifractality. The second

mechanism is sample weakening due to near-surface

damage during sample preparation, which has a dispro-

portionate effect on smaller samples with a higher surface

area-to-volume ratio [58].

In smaller samples containing very few mineral grains,

initial cracks growing at the scale of individual grains can

easily connect to the sample surface. Failure mechanisms

[36] are highly dependent on the arrangement of a few

grains, with an outcome of extreme variability in the

observed results. Consider, for instance, smaller sizes of

Blanco Mera granite as depicted in Fig. 15, whose signif-

icant heterogeneity may explain the greater results vari-

ability observed for smaller samples. A 14-mm-diameter

sample may consist of a single large feldspar grain or of

many tens of mineral grains with different compositions,

whereas a 100-mm-diameter sample will have similar grain

size and composition distributions. This mechanism would

explain the lower peak strength of smaller hard rock

samples, like granite, with coarse grain crystals; note,

however, that this mechanism may not operate for other

rocks.

For samples with larger diameters, the general size

effect has been widely explained by traditional approaches

Table 5 USEL approach parameters fitted by Masoumi [43] and the authors for granites A and B and by the authors for the Blanco Mera granite

using the MATLAB fitting tool

Parameters Granite A Masoumi [43] and this

research

Granite B Masoumi [43] and this

research

Blanco Mera granite (this research)

B�ft (MPa) 254.6 268.3 137.3

k �d0 (mm) 149.5 523.1 201.6

r0 (MPa) 58.68 58.97 13.53

df 1.823 1.814 2.151

di (mm) 35.39 41.36 56.07

R2 (all values) 0.57 0.63 0.62

R2 (mean

values)

0.95 0.74 0.98

Fig. 9 Young’s modulus results for the different sample diameters

tested

Table 6 Young’s modulus means and standard deviations for the

UCS tests

Diameter

(mm)

Number of

tested samples

Mean

(GPa)

Standard

deviation (GPa)

%

variation

14 10 16.87 3.29 19.51

30 10 23.13 4.23 18.30

54 6 37.41 2.05 5.47

100 2 54.19 1.67 3.07

Fig. 10 Poisson’s ratio results for the different sample diameters

tested
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[8, 26, 51, 61]. The weakest link paradigm can also explain

this mechanism.

Young’s modulus was found to consistently increase

with sample diameters from 14 to 100 mm (see Fig. 9).

Damage during sample preparation can at least partially

explain this trend: smaller samples have relatively greater

surface areas and, therefore, undergo more damage per unit

volume. Moreover, smaller samples with higher damage

densities could be expected to be less rigid. This result

contradicts that of Pratt et al. [51], who reported the

absence of a size effect on the Young’s modulus for a

granodiorite and a quartz diorite. It also contradicts Simon

and Deng [52], who reported that Young’s moduli tend to

decrease as size increases, and Masoumi [43], who,

regarding granites, stated the Young’s modulus initially

decreased and then increased as a function of size. Our

results are, however, consistent with those of Walton [59],

who studied size effects in Stanstead granite. The different

size effects observed for Young’s modulus in various

studies highlight the need for more research into this issue.

Regarding the mechanistic processes that gave rise to

the observed results, a seminal proposal by Fairhurst [19]

indicated that, starting from elastic energy principles,

Table 7 Poisson’s ratio means and standard deviations for the UCS

tests

Diameter

(mm)

Number of

tested samples

Mean

(GPa)

Standard

deviation (GPa)

%

variation

14 10 0.16 0.07 43.70

30 10 0.14 0.09 64.58

54 6 0.22 0.02 10.23

100 2 0.28 0.04 14.29

Fig. 11 Absolute values for CI, CD and UCS results for the different

sample diameters tested

Fig. 12 Size effects on UCS, CD and CI for Lac du Bonnet granite as

studied by Martin [40], with the scope of this research (diameters up

to 100 mm) indicated by a red rectangle

Fig. 13 UCS, CI and CD results and average values for each sample

diameter. The USEL was first fitted to UCS, CD and CI (continuous

lines). Then, CI and CD were also fitted as the UCS USEL fit

multiplied by the average CI/UCS and CD/UCS values, respectively

(dotted lines)

Table 8 USEL approach parameters as fitted by the authors for the

CI, CD and UCS results for Blanco Mera granite and USEL CI and

CD parameters computed as a fraction of the UCS

Parameters CI

USEL

fit

CD

USEL

fit

UCS

USEL

fit

CI USEL

UCS*0,33

CD USEL

UCS*0,68

B�ft (MPa) 75.76 104.2 137.3 45.54 93.59

k � d0
(mm)

34.5 81.52 201.6 201.6 201.6

r0 (MPa) 1.2 9349 13.53 4.49 9.22

df 3095 2201 2151 2151 2151

di (mm) 52.31 55.43 56.07 56.07 56.07

R2 (all

values)

0.72 0.54 0.63 0.59 0.31

R2 (mean

values)

0.98 0.98 0.98 0.81 0.92
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strength and sample size can be expressed in the general

form LS2 = constant, where L is the length of the critical

flaw (e.g. a pre-existing crack) and S is the strength of the

tested sample. Thus, if the size of the critical flaw increases

with sample size, then strength should decrease propor-

tionally to L-0.5. Studies on micro-crack morphogenesis,

kinematics, dynamics, population statistics and observa-

tional techniques [36] indicate that increasing flaw size

(with increasing sample size) should decrease sample

strength, i.e. it should induce the typical size effects.

However, mechanical phenomena governing the brittle

behaviour of crystalline rocks are complex (they include

crack growth, crack–crack and crack–pore interactions,

crack coalescence, crystal plasticity, micro-fracturing,

cataclastic flow, dislocation creep, dynamic recrystalliza-

tion, diffusive mass transfer, particle size and distribution,

grain boundary sliding, grain contact wear, grain corner

crushing, the impact of softer minerals (like micas and

clays), etc.) [7, 34, 35, 53, 55]. In view of this complexity,

it is hardly surprising that no theoretical mechanistic

approach has, to date, been able to accurately reproduce

this behaviour and reflect size effects as demonstrated in

our experiments or similar ones [25, 43].

A number of interesting studies have addressed some of

the mentioned mechanisms using micromechanical analy-

ses [15], mesoscale numerical analyses of lattice models

based on fracture processing zones surrounding macro-

cracks [21], crystal plasticity and micro-fracturing [55, 56],

fractal theory [62], contact mechanics [30] and granular

matter approaches [2, 12]. Although each of these

approaches is capable of reproducing some interesting

features, none has proved capable of representatively

reproducing the USEL response.

One of the most promising approaches, from the field of

particle mechanics, is the discrete element method [16], for

Fig. 14 CI and CD values relative to peak strength

Fig. 15 A slab of Blanco Mera granite, 8 cm wide and 7 cm high, with detailed views of various zones showing heterogeneity
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which the PFC code [28, 50] is often used. Studies at the

fractured rock mass scale have been able to reasonably

reproduce size-dependent strength results [16, 18, 42], but

studies of small samples of intact rock have not yet pro-

duced size-dependent results [33]. New developments

based on correlated random fields [38] may lead to

improved reliability in the simulation of size effects using

this kind of approach.

7 Conclusions

In this study of size effects on the geomechanical param-

eters of a Blanco Mera granite based on UCS testing

results, we found a significant reverse size effect for

smaller diameter samples: strength values increased as the

sample size increased up to around a diameter of 54 mm

and—as predicted by classical models [26]—decreased

from this point.

This result is consistent with previous observations by

various authors [25, 43, 44, 47] but disagrees with classical

size-effect models for smaller sample sizes [8, 26, 61]. The

best model found for capturing the observed trend in the

UCS data was the USEL model proposed by Masoumi

et al. [44]. Similar trends were noted for the brittle cracking

strength thresholds, CI and CD.

The Young’s modulus positively and consistently cor-

related with sample size, a finding that, again, is consistent

with results for some studies [54, 59] but in disagreement

with findings for other rocks [43, 51, 52]. It was not pos-

sible to draw any clear conclusions regarding the vari-

ability in Poisson’s ratio results.

The significant variability in the results (particularly for

small sample sizes) would suggest that future studies

should be based on larger numbers of samples and also on

larger numbers of different sample diameters.
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