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Abstract The paper summarizes the numerical simula-

tion of the round robin numerical test on tunnels performed

in Aristotle University of Thessaloniki. The main issues of

the numerical simulation are presented along with repre-

sentative comparisons of the computed response with the

recorded data. For the simulation, the finite element

method is implemented, using ABAQUS. The analyses are

performed on prototype-scale models under plane strain

conditions. While the tunnel behavior is assumed to be

elastic, the soil nonlinear behavior during shaking is

modeled using a simplified kinematic hardening model

combined with a von Mises failure criterion and an asso-

ciated plastic flow rule. The model parameters are ade-

quately calibrated using available laboratory test results for

the specific fraction of sand. The soil–tunnel interface is

also accounted and simulated adequately. The effect of the

interface friction on the tunnel response is investigated for

one test case, as this parameter seems to affect significantly

the tunnel lining axial forces. Finally, the internal forces of

the tunnel lining are also evaluated with available closed-

form solutions, usually used in the preliminary stages of

design and compared with the experimental data and the

numerical predictions. The numerical analyses can gener-

ally reproduce reasonably well the recorded response. Any

differences between the experimental data and the

numerical results are mainly attributed to the simplification

of the used model and to differences between the assumed

and the actual mechanical properties of the soil and the

tunnel during the test.

Keywords Centrifuge tests � Circular tunnels �
Dynamic analysis � RRTT

1 Introduction

Underground structures and tunnels are nowadays fre-

quently constructed to facilitate different needs (e.g., sub-

ways, underground parking stations, storage units,

sewages, etc.), especially in densely populated areas.

Considering their significance for life safe and economy,

their proper seismic design is of great importance, espe-

cially in seismic-prone areas.

In general, during past earthquakes, tunnels were found

to be less vulnerable than aboveground structures. How-

ever, several cases of extensive damage or even collapse

are reported in the literature. The collapse of the under

construction (up to that date) twin Bolu tunnels, during the

1999 Kocaeli earthquake, is an indicative example of bad

performance [8, 12]. Generally, moderate-to-heavy dam-

ages were observed for peak ground accelerations (PGA)

larger than 0.5 g, whereas for PGA smaller than 0.2 g,

none to slight damages were reported. The lining type and

the soil–lining interface conditions are of prior importance

for the seismic behavior of a tunnel. Unlined tunnels or

tunnels constructed with masonry found to be more

vulnerable.

Embedded structures have geometrical and conceptual

features that make their seismic behavior very distinct from

surface structures [8, 11, 26]. The ground deformations,

introduced by the surrounding soils, are prevailing, while
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the inertial forces are of secondary importance. Generally,

during an earthquake, tunnels can be affected by ground

shaking and/or permanent displacements caused by ground

failure (i.e., liquefaction, slope instabilities, fault dis-

placements). During ground shaking, the tunnel can be

deformed in various modes, both in the longitudinal and

transverse directions, e.g., longitudinal axial deformation,

longitudinal bending, cross-sectional compression, and

cross-sectional ovaling [17]. The latter is of prior impor-

tance, as it can cause large stresses on the tunnel’s lining.

Several methods have been proposed in the literature for

the seismic design, based on different levels of complexity,

ranging from closed-form solutions (e.g., to compute the

lining internal forces) and simplified uncoupled methods,

to the more accurate full dynamic time-history analysis of

the soil–tunnel system [6, 8, 10, 18, 26]. A comprehensive

review was made by Pitilakis and Tsinidis [19]. The results

of these methods may significantly deviate, even under the

same assumptions, demonstrating the relative lack of

knowledge regarding the seismic behavior and design of

tunnels. Several crucial parameters, such as the proper

estimation of the design input motion, the distribution and

the magnitude of the seismic shear stresses around the

tunnel, and adequate for tunnels impedance functions, are

among the open issues that need further research.

To this end, dynamic centrifuge tests were carried out on

a circular tunnel model embedded in dry sand. The tests

were performed in 2007 at the geotechnical centrifuge

facility of the University of Cambridge (Schofield Centre),

by researchers of University of Napoli Federico II, within

the framework of the ReLUIS Project (2005–2009) [14,

15]. Experimental data of two of these tests were made

available to the scientific community within the round

robin numerical test on tunnels (RRTT) organization.

In this paper, we describe the numerical simulation of

the tests, performed in Aristotle University of Thessaloniki.

The numerical results are presented and compared with the

experimental data, in terms of accelerations, soil surface

settlements, soil shear strains, and dynamic internal forces

of the tunnel lining. The tunnel response, in terms of

internal forces of the lining, is also evaluated using avail-

able closed-form solutions [18, 26], usually used during

preliminary stages of design of tunnels.

2 Dynamic centrifuge tests

A series of dynamic centrifuge tests was carried out on a

circular aluminum model tunnel embedded in dry sand,

under centrifuge accelerations of 80 and 40 g [14, 15]. The

tests were performed, using a small laminar box

(500 9 250 9 300 mm3), at the 10-m-diameter ‘‘Turner

Beam Centrifuge’’ of the Schofield Centre of the

University of Cambridge. Earthquake input motions were

applied using the Stored Angular Momentum (SAM)

actuator, which is designed to apply sinusoidal input

motions [16].

The soil models were made using dry Leighton Buzzard

sand (fraction E) reconstituted at two different relative

densities (about 40 and 75 %). The physical properties of

the sand are summarized in Table 1. The circular tunnel

model was manufactured by an aluminum tube having an

external diameter D = 75 mm and a thickness

t = 0.5 mm. The mechanical properties of the specific

aluminum alloy are tabulated in Table 2. The burial depth

of the tunnel, for the cases studied herein, was set equal to

two times the diameter (deep test cases T3 and T4

according to Lanzano et al. [15]). Test T3 refers to the

dense sand case, while Test T4 refers to the loose sand

case.

The models were instrumented using miniature piezo-

electric accelerometers to measure the horizontal and the

vertical accelerations at several locations in the soil and on

the laminar box. Moreover, the tunnel was instrumented

with strain gauges to measure the bending moments and the

axial forces of the lining at four locations along 2 trans-

verse sections (at the mid-span of the tunnel model and

50 mm aside to check the plane strain conditions). Two

linear variable differential transducers (LVDTs) were

attached on two gantries running above the model to

measure the soil surface settlements. The final model setup

and the instrumentation scheme of the cases studied herein

are presented in Fig. 1.

During testing, the models were swung up to 80 g in

steps of 10 g, and then, the earthquakes (sine waves of

increasing amplitude and frequency) were fired in a row,

leaving some time between them to acquire the data. After

four earthquakes, the centrifuge was slowed to 40 g and

one or two more earthquakes were fired. The main char-

acteristics of the input motions are tabulated in Table 3.

More details regarding the testing procedure may be found

in Lanzano et al. [15].

Table 1 Sand physical properties (after [15])

Gs emax emin d50 (mm) d10 (mm) d60/d10

2.65 1.014 0.613 0.140 0.95 1.58

Table 2 Mechanical properties of the aluminum alloy (after [15])

Unit

weight, c
(kN/m3)

Elastic

modulus,

E (GPa)

Poisson

ratio, v

Tensile yield

stress, fyk

(MPa)

Tensile

strength, fbk

(MPa)

27 70 0.33 500 600
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3 Numerical analysis

3.1 Description of the numerical models

For the numerical simulation of the tests, we used the

numerical code ABAQUS [1]. Full dynamic time-history

analyses of the coupled soil–tunnel systems are performed,

under plane strain conditions, on prototype-scale models

(Fig. 2). Appropriate scaling laws are used to convert the

computed quantities from prototype to model scale [20]. As

the analyses are made in prototype scale, we examine only

the earthquake cases that were fired under the same cen-

trifuge acceleration (80 g), namely EQ1–EQ4 (according

to Table 3). The analyses are performed assuming a linear

elastic behavior for the tunnel-like specimen, while the soil

behavior is modeled using a kinematic hardening model

[2].

More specifically, the soil is meshed with 4-nodes

quadratic plane strain elements, using a structured mesh

technique, while the tunnel is modeled with beam ele-

ments. The adopted element size is selected in a way that

ensures both (a) the efficient reproduction of all the

waveforms of the whole frequency range under study and

(b) the efficient simulation of the circular tunnel model.

Therefore, a finer discretization near the tunnel model is

selected, allowing a low element aspect ratio (for the soil

elements) and a low face corner angle (for the beam ele-

ments). A more refined model, used for preliminary sen-

sitivity analysis and during the blind prediction analysis,

had a negligible effect on the results [22], increasing sig-

nificantly the computational cost.

The base boundary of the model is simulated as rigid

bedrock, while for the vertical boundaries, kinematic con-

strains are introduced, forcing the opposite vertical sides to

move simultaneously preventing any rotation, simulating in

that simplified way the laminar box.

For the soil–tunnel interface, we use contact algorithms

available in ABAQUS. She tangential behavior is modeled

using the penalty friction formulation, assuming the full-

slip conditions (Coulomb friction coefficient l = 0).

Regarding the normal interface behavior, an exponential

‘‘softened’’ pressure–overclosure relationship is used. This

method is selected because of its effectiveness to improve

the computational cost without affecting the accuracy of

the analysis. The model constrains the two media when

attached, using the direct constraint enforcement method

and Lagrange multipliers (when required), while it allows

separation.

The effect of the interface tangential friction on the

tunnel response is parametrically studied for the T3 test

case. More specifically, except the full-slip conditions

(l = 0), different values for the friction coefficient l are

used, namely 0.1 and 0.4. These coefficients correspond to

soil–model interface friction angles equal to 5.7� and 21.8�,

respectively. In a final analysis, the soil and the tunnel are

fully bonded (no-slip conditions). As it will shown in the

ensuing sections, this parameter that actually controls the

shear stresses on the soil–tube interface is significantly

affecting the lining axial forces.

Time discretization is an important element for the

accuracy of the dynamic analysis. ABAQUS offers an

automatic time incrementation scheme, according to which

the time step of the analysis is properly selected and

changed so as to achieve a stable solution. Due to the high

nonlinearity of the problem studied herein, this scheme was

Fig. 1 Models layout, instrumentation scheme for T3 test case (A12

and A13 are reversed for T4), modified after [15]

Table 3 Earthquake input motions (bracketed values in prototype

scale); after [15]

Input Gravity level

(g)

Frequency

(Hz)

Duration

(s)

Nominal

amplitude (g)

EQ1 80 30 {0.375} 0.4 {32} 4.0 {0.05}

EQ2 40 {0.5} 8.0 {0.10}

EQ3 50 {0.625} 9.6 {0.12}

EQ4 60 {0.75} 12.0 {0.15}

EQ5 40 50 {1.25} 0.4 {16} 6.0 {0.15}

EQ6 40 {1.0} 5.0 {0.125}

Fig. 2 Numerical model in ABAQUS
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selected as adequate to achieve convergence for the

solution.

The input motion is introduced at the base boundary in

terms of acceleration time histories, referring to the motion

recorded at the reference accelerometer (Fig. 1). All the

signals are filtered using a 4th-order Butterworth band-pass

filter, for a wide range of frequencies (4–400 Hz) com-

pared to the nominal frequency of each input motion.

For all the examined cases, the analyses are performed

in two steps. In the first step, the gravity loads are intro-

duced (e.g., geostatic step), while in the second step, the

earthquake input motion is applied (dynamic implicit step).

3.2 Constitutive model

3.2.1 Constitutive relations

To model the soil nonlinear behavior during shaking, a

kinematic hardening model combined with a von Mises

failure criterion is used. The model, which is embedded in

ABAQUS, may be considered appropriate for the cases

where the behavior is normal pressure independent (e.g.,

clayey soils under undrained conditions). The version of

the model used herein is appropriately modified, as

described in detail by Anastasopoulos et al. [2], so as to

account for the normal pressure and to be applicable for

sandy, cohesion-less soils. To this end, the used model

combines an extended pressure-depended von Mises failure

criterion with a nonlinear kinematic hardening model and

an associated plastic flow rule.

The general evolution of the stresses is described, as [1]:

r ¼ ro þ a ð1Þ

where ro corresponds to the zero plastic strain stress and a
is the stress related with the kinematic evolution of the

yield surface in the stress space (backstress). The yield

surface is defined according to the following formulation:

F ¼ f ðr� aÞ � ro ð2Þ

where f(r - a) is the equivalent Mises stress with respect

to the backstress a.

The kinematic hardening model assumes associated

plastic flow:

_epl ¼ _�epl oF

or
ð3Þ

where _epl is the rate of plastic flow and _�epl is the equivalent

plastic strain rate.

The evolution law of the model comprises of an iso-

tropic hardening component that describes the change of

the equivalent stress, defining the size of the yield surface

ro, as a function of plastic deformation and a nonlinear

kinematic hardening component, which describes the

translation of the yield surface in the stress space. The

latter is defined as an additive combination of a kinematic

(a) (b)

Fig. 3 Nonlinear isotropic/kinematic hardening constitutive soil model; a simplified one-dimensional and b three-dimensional representation of

the hardening law (modified after [1] and [2])

Fig. 4 G–c–D curves adopted in the analyses (black solid line) versus

triaxial shear (TS) and resonant column (RC) tests results (experi-

mental laboratory results after [25])
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term and a relaxation term, which introduces the

nonlinearity.

The isotropic hardening component actually describes

the evolution of the yield surface size as a function of the

equivalent plastic strain �epl, using the following simplified

exponential law:

ro ¼ r0 þ Q1 1� e�b�epl
� �

ð4Þ

where r0 is the yield stress at zero plastic strain and Q?

and b are model parameters, defining the maximum change

of the size of the yield surface and the rate of this change as

plastic straining develops, respectively.

The evolution of the kinematic component of the yield

stress is described according to the following formulation:

_a ¼ C
1

ro

ðr� aÞ _�epl � ca _�epl ð5Þ

where C is the initial kinematic hardening modulus (equal

to the elastic stiffness, as C = eyry = E) and c a parameter

that describes the rate at which the kinematic hardening

decreases with the increasing plastic deformation.

The evolution of the two hardening components (iso-

tropic and kinematic) is illustrated in Fig. 3 for unidirec-

tional and multiaxial loading. The evolution law for the

kinematic hardening component implies that the backstress

a is contained within a cylinder of radius equal toffiffiffiffiffiffiffiffi
2=3

p
C=c. Since the yield surface remains bounded, any

stress point must lie within a cylinder of a radius
ffiffiffiffiffiffiffiffi
2=3

p
ry,

where ry is the maximum yield stress at saturation (large

plastic strains).

In the case of cohesion-less soils (e.g., sands), the shear

strength is controlled by the confining pressure and the

friction angle u. This pressure dependency is introduced in

the model by defining the yield stress at saturation as a

function of the octrahedral stress and the friction angle u of

the sand:

ry ¼
ffiffiffi
3
p r1 þ r2 þ r3

3

� �
sin u ð6Þ

where r1, r2, and r3 are the principles stresses. Since

ry ¼ C=cþ r0, c can be computed, for cohesion-less soils,

as follows:

c ¼ Cffiffiffi
3
p

r1þr2þr3

3

� �
sin u� r0

ð7Þ

Parameter r0 that controls the initiation of the nonlinear

behavior (yield stress at zero plastic strain) is defined as a

fraction k of the yield stress ry (k typically ranging from

0.1 to 0.3):

r0 ¼ kry ð8Þ

Parameter C is actually the small-strain Young’s modulus,

and it is computed for the cases studied herein, as described

in detail, in the following. Generally, it is possible to

express this parameter as a function of ry (not performed

herein):

C ¼ ary ð9Þ

The modified kinematic hardening constitutive model is

encoded in the ABAQUS environment through a user-

defined subroutine [2].

The model can easily be implemented, as the required

model parameters (k, a) can be calibrated having only the

following: (1) the soil strength (e.g., u for sands), (2) the

(a) (b)

Fig. 5 Small-strain Young modulus for T3; a distribution around the tunnel, b distributions with depth along the tunnel, and the ‘‘free-field’’

array

Table 4 Parameters of the modified hyperbolic model for the G–c–

D curves

Parameter cef n a1 a2 a3

Value 0.11 0.85 43.24 -92.15 49.79

Acta Geotechnica (2014) 9:641–659 645

123



small-strain elastic modulus, and (3) adequate G–c–

D curves for the studied soil fraction. The selection of these

parameters (only k in this case) is presented in the fol-

lowing section along with the calibration procedure for the

cases studied.

It is mentioned that the implemented model constitutes

an approximation of the actual sand behavior. The model,

despite its simplicity regarding the description of the vol-

umetric strains, is found capable to reproduce several

aspects of the recorded response, with reasonable engi-

neering accuracy. Similar observations are made by

Anastasopoulos et al. [2].

3.2.2 Model calibration

The G–c–D curves required for the model calibration are

derived from laboratory tests results (resonant column and

triaxial shear tests) for the specific sand fraction [25]. More

specifically, a modified hyperbolic model was used to fit of

the experimental results, where the G/Gmax variation with

the shear strain is expressed as [5]:

G

Gmax

¼ 1

1þ c=cefð Þn ð10Þ

where Gmax is the small-strain shear modulus, G is the

reduced shear modulus corresponding to the shear strain

level c, cef is the reference strain (corresponding to the

strain amplitude for G/Gmax = 0.5), and n is the curvature

coefficient. The curvature coefficient and the reference

strain are the two fitting parameters of the model, with the

prior expressing the overall slope of the G/Gmax–logc curve

and the latter expressing the linearity of the G/Gmax–logc
curve. The damping ratio DT(%) was then given a function

of G/Gmax according to the following expression:

DT(%Þ ¼ a1 �
G

Go

� �2

þa2 �
G

Go

� �
þ a3 ð11Þ

Figure 4 portrays the adopted G–c–D curves in comparison

with the laboratory test results, while Table 4 tabulates the

fitting parameters values.

For the estimation of the sand small-strain shear mod-

ulus (‘‘elastic’’ stiffness), a trial and error procedure was

performed for each test case. More specifically, 1D

Fig. 6 Calibration of the constitutive model against the ‘‘target’’ G–c–D curves for a confining pressure of 100 kPa. First line results for T3 case,

and second line results for T4 case. Shear stress–strain loops corresponding to the mentioned points (0.5, 1.0 %); T3 test case

Table 5 Soil mechanical properties adopted

Parameter Gmax q (t/m3) Poisson ratio, v Rayleigh damping (%) u (�) w (�) c (MPa) k

Test T3

Value Hardin and Drenvich distribution, reduced 1.55 0.333 6 33.4 – 0.002 0.1

Test T4

Value Hardin and Drenvich distribution, reduced 1.43 0.333 6 33.4 – 0.002 0.1
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equivalent linear soil response analyses of the soil deposits

were performed, using the G–c–D curves presented before

and different distributions of the small-strain elastic mod-

ulus. The analyses were performed in the frequency

domain using EERA [3]. The results of these analyses, in

terms of horizontal acceleration at the free-field array, were

compared with the recorded data. The finally adopted

distribution of the small-strain elastic modulus was esti-

mated so as to achieve the best fitting of the numerical

predictions with the experimental results. This procedure

revealed that a reduced distribution according to Hardin

and Drnevich [7] was adequately reproducing the small-

strain shear modulus. To this end, the following distribu-

tion was used for the description of the small-strain shear

modulus:

Gmax ¼ 0:35� 100
ð3� eÞ2

1þ e
ðr0Þ0:5 ð12Þ

where e is the void ratio, r0 is the mean effective stress (in

MPa), and Gmax is the shear modulus (in MPa). These

reduced values for the soil shear modulus are in accordance

with the results presented by Lanzano et al. [14], who

computed the average shear modulus mobilized during

each shake from experimentally derived top-to-base

transfer functions.

In the final 2D dynamic analysis, small-strain shear

modulus, Gmax, is introduced through a user subroutine. It

is noted that as Gmax is correlated with the mean effective

stress, its distribution around the vicinity area of the tunnel

is affected by the presence of the tunnel (effect on the mean

effective stress). Figure 5 presents the distribution of the

small-strain elastic modulus as computed for T3 test with

the aforementioned formulation; the distribution with depth

along the tunnel array and along the ‘‘free field’’ array is

also compared. The presence of the tunnel affects the

distribution around the tunnel as expected.

Regarding the strength parameters for the soil, we

adopted the laboratory test results for the specific fraction

of sand [25], as presented in Table 5.

To implement the kinematic hardening model to the

present study, model parameter (k) was systematically

calibrated for various levels of the overburden stress using

the aforementioned G–c–D curves and Gmax distribution.

For this purpose, numerical simulation of cyclic simple

shear tests was conducted. Figure 6 presents the compari-

sons between the ‘‘target’’ and the computed G–c–D curves

for a mean effective stress equal to 100 kPa. Representa-

tive shear stress–strain loops are also presented for two

shear strain levels as computed during the calibration

procedure of T3 test.

Fig. 7 Soil settlements computed for model T3 during several stages of the analysis, plotted on the deformed shape model (in prototype scale;

scale factor 915)
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4 Numerical predictions versus experimental results

In this section, we present representative numerical results

compared to the experimental data, in terms of accelera-

tions, soil shear strains, soil surface settlements, and

dynamic internal forces of the model lining. They are

generally shown at model scale, if not differently stated.

4.1 Models deformed shapes

Figure 7 presents the soil settlements of model T3 com-

puted in intermediate and the final stage of the analysis.

Similar deformed shapes of model T4 are presented in

Fig. 8 where, instead of the soil settlements, the computed

soil plastic deformations are presented in contour diagrams.

Fig. 8 Soil plastic deformation computed for model T4 during several stages of the analysis, plotted on the deformed shape model (scale factor

915)

Fig. 9 Soil shear stresses around the tunnel during shaking in kPa (model T3; scale factor 930)
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The results indicate that in both tests, the soil settles

slightly more at the free field (compared to the area above

the tunnel), causing a small inward horizontal deformation

of the tunnel. Representative deformed shapes of the soil–

tunnel system during shaking (model T3) are presented in

Fig. 9, where the soil shear stresses are plotted in contour

diagrams.

4.2 Accelerations

Figures 10, 11, 12, and 13 present time windows of the

computed and recorded acceleration time histories for

different earthquake scenarios for both tests T3 and T4,

while in Figs. 14 and 15, the maximum computed hori-

zontal accelerations along vertical accelerometers arrays

are compared to the experimental values for all the earth-

quakes studied. The numerical predictions are generally in

good agreement with the records for the horizontal accel-

eration. The differences, generally minor, are mainly

attributed to the differences between the assumed soil

mechanical properties (stiffness and damping) and their

actual values during the test.

Small values of vertical acceleration were also recorded at

several locations close to the base and inside the soil deposit.

These values are probably amplified by a reduced parasitic

yawing moment of the laminar box on the shaking table that

is not modeled in the numerical analyses. For this reason, the

reported differences between the computed vertical accel-

eration and the recorded data are significant (A10, A11, and

A12 for test T3 and A10, A11, and A13 for test T4).

4.3 Soil surface settlements

Figure 16 presents the recorded and computed surface

settlements for both the tests. The numerical analyses

generally underestimate the soil settlements (both static

and dynamic) with respect to the experimental data. The

experimental results may be biased to some extend by the

way the LVDTs are fixed to the gantries of the box and by

the small bending of these gantries caused by the strong

gravity forces. Besides this fact, the observed differences

may be attributed to the constitutive relationship used here

to describe the sand behavior under dynamic loading.

4.4 Soil shear strains

The numerically computed soil shear strains are compared

with the shear strains estimated, along the vertical
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Fig. 10 Windows of acceleration time histories for test T3-EQ2; experimental records versus numerical analysis predictions
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accelerometers arrays, according to the simplified proce-

dure proposed by Zeghal and Elgamal [27] (Figs. 17, 18).

More specifically, from the recorded acceleration time

histories, the displacement time histories are computed

thought double integration. The mobilized shear strain

between two accelerometers, along the same vertical array,

may be evaluated as follows:

c ¼ u2 � u1ð Þ
z2 � z1ð Þ ð13Þ

where u1 and u2 are the displacement time histories, and z1

and z2 the depths of the examined accelerometers.

The numerically predicted strains were found to be

generally lower with respect to the strains estimated from

the experimental data. The deviations can be attributed to

several reasons and to some extend to the differences

between the assumed and the actual soil mechanical

properties, in particular around the tunnel. It should be also

noted that for the computation of the strains from the

experimental data, the soil settlements (caused by the

increase in gravitational load during swing up and the

subsequent shaking) were not taken into account, as we did

not know their actual distribution within the deposits.

These settlements may cause changes to the distances

between the receivers, affecting significantly the estimated

strains. Despite the differences, considering the complexity

of the problem in overall, the order of magnitude is cor-

rectly estimated.

4.5 Dynamic internal forces

Figure 19 presents representative recorded dynamic bend-

ing moment time histories of the tunnel lining (NE and NW

sections), while in Fig. 20, dynamic axial force time his-

tories recorded at SE and NE sections are presented. The

recorded time histories are given for both test cases and

compared with the numerical predictions.

From both the axial force and the bending moment

records, three distinctive stages may be identified for the

tunnel lining response, namely a transient stage followed

by a steady-state stage and finally a post-earthquake

residual stage. This behavior that is actually expected for

very flexible structures has also been verified by similar

dynamic centrifuge tests on square tunnel models embed-

ded in dry sand [4, 23, 24]. Generally, it can be attributed

to the soil densification and/or soil yielding during shaking

that cause stress redistributions in the soil around the tun-

nel. Small sliding effects at the soil–tunnel interface can
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Fig. 11 Windows of acceleration time histories for test T3-EQ4; experimental records versus numerical analysis predictions
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also affect this behavior (e.g., for the axial forces). It is

noted that the internal forces residuals are significantly

amplified by the high flexibility of the tunnel lining.

Actually, the selected lining thickness is unrealistic in

practice, as static loads would result in a much thicker

choice. However, the selection was made so as to be pos-

sible to achieve clear measurements of the lining strains.

Although the numerical models did not manage to

capture the exact evolution of the recorded dynamic

internal forces, similar phenomena (aforementioned stages,

residual values, etc.) were observed, while the recorded and

the computed data were in the same order of magnitude.

The differences between the computed and the recorded

data can be mainly attributed to the differences between the

assumed mechanical properties of the sand, the tunnel, and

the interface with the actual values and response during the

tests. For example, the preclusion of the tube plastic

behavior from the numerical analyses can cause differences

between the computed and the recorded tunnel response.

Actually, plastic deformations of the tube (tunnel) may

cause the inversion of the polarity of the lining internal

forces. Finally, uncertainties related to the calibration

procedure of the strain gauges could also affect to some

extend the differences between the experimental and the

computed values.

Figures 21, 22, 23, and 24 summarize the computed

dynamic increments of the internal forces, for both tests,

compared to the experimental data. These increments are

computed as the maximum values of the semi-amplitude of

cycles in the time histories, during the steady-state stage.

The results are also compared with the predictions of

closed-form solutions, usually applied at the preliminary

stages of tunnels design [18, 26]. The solutions, summa-

rized in ‘‘Appendix,’’ refer to computation of the axial

forces and the bending moments of the tunnel lining under

S-wave propagation, assuming the full-slip zero friction

conditions for the interface. For the implementation of the

solutions herein, the shear strain cmax was estimated using

the results of the 1D equivalent linear soil response anal-

yses presented before (calibration procedure of the soil

constitutive model).

Generally, the numerical predictions are in the same

order of magnitude with the closed-form solutions and the

experimental data, and for some excitations, the numerical

results are very close to the experimental data. As men-

tioned, the reported differences can be attributed to the
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Fig. 13 Windows of acceleration time histories for test T4-EQ3; experimental records versus numerical analysis predictions

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ1−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ2−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ3−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ4−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ1−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ2−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ3−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ4−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ1−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ2−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ3−A/80g

D
ep

th
(m

)

0 0.125 0.25
0

0.075

0.15

0.225

0.3

EQ4−A/80g

D
ep

th
(m

)

Experimental data Numerical analysis

Reference
array

Free
field
array

Tunnel
array

Fig. 14 Computed and recorded maximum horizontal acceleration along vertical accelerometers arrays for T3 test
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differences between the assumed and the actual mechanical

properties of the soil, the tunnel, and the interface. The

accurate estimation of these parameters is of prior impor-

tance for the tunnel response. However, this estimation is

very difficult for this type of complex experiments.

The closed-form solutions generally under-predict the

tunnel axial force increments with respect to the experi-

mental data and the numerical results, while the opposite

is observed for the bending moment increments. It is

noted that the solutions are based on simplified assump-

tions (e.g., elastic homogeneous soil, infinite bonding of

the soil–tunnel interface in the normal direction, etc.) that

are not probably entirely valid for the cases studied

herein. This could explain to some extend the observed

differences between the numerical predictions and the

solutions results.
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Fig. 15 Computed and recorded maximum horizontal acceleration along vertical accelerometers arrays for T4 test
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Fig. 16 Computed and recorded soil surface settlements for both the tests
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4.6 Effect of the tangential friction on the tunnel

response

Figures 25 and 26 present the dynamic increments of the

tunnel internal forces (maximum values of the semi-

amplitude of cycles in the time histories) computed for

EQ1 and EQ4 of T3 model, assuming different friction

coefficients for the soil–tunnel interface. Results, assuming

no-slip perfect bonding conditions for the interface, are

also presented and compared. As shown, the effect of the
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Fig. 17 Soil shear strains along vertical accelerometers arrays for test T3; numerical analysis versus experimental data (shear strains derived

from acceleration time histories)
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Fig. 18 Soil shear strains along vertical accelerometers arrays for test T4; numerical analysis versus experimental data (shear strains derived

from acceleration time histories)
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Fig. 19 Bending moment time histories at NE and NW locations of the tunnel lining; experimental data versus numerical results
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Fig. 20 Axial force time histories at NE and SE locations of the tunnel lining; experimental data versus numerical results

0 90 180 270 360
0

0.01

0.02

0.03

0.04

theta (degrees)

D
N

 (
N

/m
m

)

EQ1

0 90 180 270 360
0

0.01

0.02

0.03

0.04

theta (degrees)

EQ2

0 90 180 270 360
0

0.01

0.02

0.03

0.04

theta (degrees)

EQ3

0 90 180 270 360
0

0.01

0.02

0.03

0.04

theta (degrees)

EQ4

Numerical analysis
Penzien, 2000
Experimental data
Wang,1993

theta

Fig. 21 Axial force dynamic increments for T3 test; numerical predictions versus experimental data and closed-form solutions results
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Fig. 22 Axial force dynamic increments for T4 test; numerical predictions versus experimental data and closed-form solutions results
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mobilized along the interface friction, on the lining axial

forces, is very important, while for the bending moments,

this effect seems to be less important. Similar observations

may be found in the literature [9, 13, 21]. The experimental

results seem to better correlate with the full-slip conditions

assumption.

The soil–tunnel interface behavior is actually one cru-

cial parameter that controls the soil–tunnel system behav-

ior. This behavior can affect the soil nonlinear response at

the vicinity of the tunnel. For example, a more ‘‘rigid’’

connection of the tunnel with the soil (e.g., larger coeffi-

cient of friction) can affect the soil stiffness degradation
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Fig. 23 Bending moment dynamic increments for T3 test; numerical predictions versus experimental data and closed-form solutions results
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Fig. 25 Axial force dynamic increments computed for different values of tangential friction on the interface
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Fig. 24 Bending moment dynamic increments for T4 test; numerical predictions versus experimental data and closed-form solutions results
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due to yielding near the tunnel, resulting in different stress

redistributions in the soil around the tunnel. Figure 27

presents the soil plastic strains of the soil model, computed

at the end of EQ4 for the test T3, for two assumptions

regarding the interface, namely the full-slip (Fig. 27a) and

the no-slip (Fig. 27b) conditions. Differences in the

distributions can be observed. These discrepancies are

actually causing minor differences on the tunnel deforma-

tion modes (Fig. 28).

5 Conclusions

The paper summarizes the numerical simulation of RRTT

performed in Aristotle University of Thessaloniki. Repre-

sentative comparisons of the numerical predictions with the

experimental data were presented and discussed, in terms

of acceleration, soil settlements, soil shear strains, and

dynamic internal forces of the tunnel lining. Soil nonlinear

behavior was modeled with a simplified kinematic hard-

ening model. The model was calibrated using available

laboratory test results. The soil–tunnel interface was also

simulated, and the effect of the interface friction on the

tunnel response was studied. The main conclusions drawn

may be summarized in the following:

• Although the implemented model constitutes an

approximation of the actual sand behavior, it was
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Fig. 26 Bending moment dynamic increments computed for different values of tangential friction on the interface

Fig. 27 Plastic strains at the end of EQ4 for T3 model; a full-slip conditions, b no-slip conditions

Fig. 28 Tunnel lining deformed shape for time step 4.75 s (EQ4-T3

test); solid line no-slip conditions, dashed line full-slip conditions
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found capable to reproduce several aspects of the

recorded response, with reasonable engineering

accuracy.

• The recorded amplification of the horizontal accelera-

tion is efficiently modeled in the numerical analyses.

• Residual values were recorded and computed after each

shake for the lining internal forces (axial forces and

bending moments), as a result of cumulative strains

during the shaking. These residual internal forces were

strongly affected and amplified by the flexibility of the

tunnel.

• The numerical models used herein reproduced the

general trends observed from the recorded dynamic

internal forces (residual values, dynamic increments).

The differences between the computed and the recorded

values are attributed to several reasons, namely the

differences between the estimated soil, tunnel, and soil–

tunnel interface mechanical properties, compared to the

real test values that are difficultly known. Errors related

to the quality of the records (e.g., poor calibration of the

instruments) could also cause important differences.

• The mobilized friction at the interface is significantly

affecting the lining axial forces, while the effect is less

pronounce or negligible for the bending moments.

• Generally, we conclude that considering all kind of

uncertainties involved, numerical models may repro-

duce quite satisfactorily the recorded response in the

centrifuge.
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Appendix

According to Wang [26] and assuming the full-slip con-

ditions, the following formulations are proposed for the

computation of the maximum axial force (Nmax) and

bending moment (Mmax) of the lining:

Mmax ¼ �
1

6
K1

Em

ð1þ mmÞ
R2cmax ð14Þ

Nmax ¼ �
1

6
K1

Em

ð1þ mmÞ
Rcmax ð15Þ

where

K1 ¼
12ð1� mmÞ

2F þ 5� 6mm

ð16Þ

and

F ¼
Em 1� m2

l

� �
R3

6ElIlð1þ mmÞ
ð17Þ

the flexibility ratio. Em is the soil elastic modulus, vm is the

soil Poisson ratio, El is the lining elastic modulus, vl is the

lining Poisson ratio, Il is the moment of inertia of the tunnel

lining (per unit width), R is the tunnel radius, and cmax the

maximum shear strain at tunnel depth.

According to Penzien [18], the lining internal forces can

be computed, assuming the full-slip conditions, using the

following expressions:

NðhÞ ¼ � 12ElIlDdn
stru

D3 1� v2
l

� � cos 2 hþ p
4

� �
ð18Þ

MðhÞ ¼ � 6ElIlDdn
stru

D2 1� v2
l

� � cos 2 hþ p
4

� �
ð19Þ

where N(h) and M(h) are the axial force and the bending

moment, respectively, and D is the tunnel diameter and:

�Ddn
stru ¼ �RnDdff ð20Þ

Rn ¼ Ddn
stru

Ddff

¼ � 4ð1� vmÞ
ð1þ anÞ ð21Þ

an ¼ 12ð5� 6vmÞElIl

D3Gm 1� v2
l

� � ð22Þ

with Gm being the soil shear modulus and Ddff the free-

field ovaling distortion correlated with the shear strain

cmax.
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