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Applying different spatial and temporal resolutions for different sub-systems is an effective approach to increase computational
efficiency for particle-based methods. However, it still has many challenges in terms of achieving an optimized computational ef-
ficiency and maintaining good numerical robustness and accuracy for the simulation of multi-phase flows involving large density
ratio and interacting with rigid or flexible structures. In the present work, based on the multi-resolution smoothed particle hydro-
dynamics (SPH) method [Zhang et al., JCP 429, 110028 (2021)], an efficient multi-resolution SPH framework for multi-phase
fluid-structure interactions (FSI) is proposed. First, an efficient multi-phase model, exploiting different density reinitialization
strategies instead of applying different formulations to implement mass conservation to the light and heavy phases, respectively,
is developed and the same artificial speed of sound for both phases can be used. Then, the transport velocity formulation is
rewritten by applying temporal local flow state dependent background pressure to eliminate the unnatural voids, unrealistic phase
separation and decrease the numerical dissipation. Finally, the one-sided Riemann-based solid boundary condition is modified to
handle the FSI coupling in both single- and multi-resolution scenarios in the triple point. A set of examples involving multi-phase
flows with high density ratio, complex interface and multi-phase FSI are studied to demonstrate the efficiency, accuracy and
robustness of the present method.
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1 Introduction

Multi-phase flow is ubiquitous in natural phenomena, e.g.,
rain drops, soap bubbles and water beading on a leaf. Ex-
tensive studies have been conducted in the past decades
to unravel the underlying physics, address the associated
large variety of engineering applications, e.g., thermal spray

*Corresponding author (email: yujiezhu1992@gmail.com)

coating, ink-jet printing and multi-component flow in the
chemical reactors. These problems always relate to the multi-
phase flow involving large density ratio and interacting with
rigid or flexible structures. Due to the intrinsic density dis-
continuity and complex physical interactions across the dy-
namically evolving material interface, numerical study of this
type of problems is highly challenging [1, 2]. Conventional
numerical flow solvers are Eulerian mesh-based methods, in
which the evolution of moving interface calls for additional
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interface tracking or capturing algorithms. Popular interface
tracking algorithms include the volume of fluid method [3],
the level-set method [4], the diffuse interface method [5], etc.
However, they may suffer from serious numerical errors, in-
stabilities and induce extra computational efforts, especially
when flexible structures are displaced in multi-phase flow
[6]. As an alternative, the fully Lagrangian and mesh-free
methods, for instance, the smoothed particle hydrodynam-
ics (SPH) which was originally developed by Lucy [7] and
Gingold and Monaghan [8] for astrophysical applications,
have shown peculiar advantages in handling multi-phase
flows and fluid-structure interactions (FSI) [9-14]. Thanks
to its fully Lagrangian nature, the SPH method shows in-
stinctive advantage in handling complex material interface
without additional interface tracking or capturing algorithms
[15, 16].

Concerning the modeling of incompressible multi-phase
flow and its interaction with rigid or flexible structure, the
weakly-compressible (WC) assumption [17], where fluid
pressure is calculated from density through an equation of
state (EoS) with proper choice of artificial speed of sound,
is widely applied in the literature [10, 11]. Notwithstand-
ing its versatile applications and promising achievements,
the WC-assumption induces spurious pressure oscillations
and numerical instability problems, which exhibit unnatu-
ral voids and unrealistic phase separation in the simulation
of multi-phase flow with high density ratio and violent in-
terface change [10, 18, 19]. To remedy this issue, tremen-
dous efforts have been conducted. Colagrossi and Landrini
[10] proposed a multi-phase SPH method by adopting Mov-
ing Least Square (MLS) interpolation-based density reini-
tialization, using large surface tension for light phase and
implementing XSPH correction [9] to realize isotropic parti-
cle distribution. This method can achieve stable modeling of
multi-phase flows involving high density ratio and interacting
with rigid structure, while greatly changes the natural physi-
cal property of the fluid [18] and introduces excessive com-
putational costs by assigning the light phase 10 times larger
artificial speed of sound than the one of the heavy phase [19].
Following ref. [10], efforts were devoted to avoiding unnat-
ural void by applying particle shifting algorithm [20] and
to producing smooth pressure field by introducing diffusive
term in the continuity equation [21, 22]. However, the is-
sue of excessive computational cost still hinders its further
applications in large scale simulations. Hu and Adams [11]
proposed a multi-phase SPH method for both macroscopic
and mesoscopic flows by deriving the particle-averaged spa-
tial derivative approximation from a particle smoothing func-
tion in which the neighboring particles only contribute to the
specific volume, while maintaining mass conservation. This
method can naturally handle density discontinuity across

phase interface and achieve efficient simulation by assigning
identical artificial speed of sound for both phases, while its
applications to complex and violent interface are not fully ad-
dressed. Similar with ref. [11], Grenier et al. [23] proposed a
Hamiltonian interface SPH formulation and introduced small
repulsive force at the interface to capture sharp interface evo-
lution. This method also suffers from low computational ef-
ficiency due to the large artificial speed of sound for light
phase and requires extra sweeping and computational efforts
for determining volume distribution of particle. Following
the similar idea, Monaghan and Rafiee [24] developed a sim-
ple multi-phase SPH formulation by rewriting the repulsive
force as the artificial stress formulation [25]. This method
slightly improves the computational efficiency by reducing
the artificial speed of sound of the light phase to 4 times
larger than that of the heavy phase. Recently, Chen et al.
[18] developed a multi-phase SPH method, which is differ-
ent from the approach in ref. [10], by assuming the conti-
nuity of pressure and space across the interface and introduc-
ing corrected density reinitialization and positive background
pressure to obtain smooth and positive pressure field. This
method can achieve optimized computational efficiency as
the same speed of sound is realized, while exhibits excessive
numerical dissipation [18, 19]. Zheng and Chen [26] further
proposed a modification with a first-order density reinitial-
ization and a local implementation of the artificial viscosity.
This modification demonstrates enhanced accuracy, such as
shorter delays of the dynamics, due to less numerical dissipa-
tion induced. However, particles still undergo spurious frag-
mentation, particularly in the vicinity of phase interface in
their violent water-air flow cases. More recently, Rezavand et
al. [19] proposed a new multi-phase SPH method by exploit-
ing the two-phase Riemann solver to handle the pairwise par-
ticle interaction and applying the transport-velocity formula-
tion to the light phase. This multi-phase method assumes
that the light phase experiences the heavy phase as moving
boundary, while the heavy phase undergoes a free-surface-
like flow. This method can achieve optimized computational
efficiency by using the same artificial speed of sound for both
phases, meanwhile effectively eliminates the unnatural voids
and unrealistic phase separation.

In addition to applying the same artificial speed of sound
for both phases, the computational efficiency can be fur-
ther optimized by adopting multi-resolution scheme. Fol-
lowing this idea, the SPH method has experienced tremen-
dous progresses in developing different accurate, stable and
consistent multi-resolution schemes which can be gener-
ally classified into four families, i.e., adaptive particle re-
finement (APR) with or without particle splitting/merging
[27-32], non-spherical particle scheme [33, 34], domain-
decomposition based scheme [35-38] or the hybrid scheme
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[39-41]. However, implementing multi-resolution scheme to
particle-based incompressible multi-phase flow and FSI sim-
ulations has only been reported in recent years. Yang et
al. [42, 43] proposed an adaptive spatial resolution (ASR)
method [32] for multi-phase flows by varying the spatial
resolution with respect to the distance to the interface and
exploiting particle shifting technique with the consideration
of variable smoothing length. Sun et al. [13] focused on
the multi-phase hydroelastic FSI problems by adopting the
multi-resolution scheme developed by Barcarolo et al. [39].
Zhang et al. [44] studied the multi-phase FSI problem by ex-
ploiting multi-resolution discretization strategy proposed by
Zhang et al. [38] in fluid-structure interface while resolving
the fluid interface by using the multi-phase model developed
by Rezavand et al. [19] in single-resolution scenario. How-
ever, applying the multi-resolution framework [38] to multi-
phase flows with large density ratio, in particular involving
interaction with flexible structures, is still challenging and
not addressed.

In this study, an efficient multi-resolution framework,
where different spatial-temporal discretizations are applied
for different sub-systems, is developed for multi-phase flows
involving large density ratio and interacting with rigid or
flexible structures. In cooperation with the multi-resolution
framework presented by Zhang et al. [38], an efficient
multi-phase model is proposed by introducing different den-
sity reinitialization strategies other than applying different
formulations to implement mass conservation for the light
and heavy phases, respectively, for the purpose of using the
same artificial speed of sound for both phases. To decrease
the numerical dissipation meanwhile preserve the feature of
eliminating the unnatural voids and unrealistic phase sepa-
ration, the transport-velocity formulation is rewritten by in-
troducing a background pressure based on the temporal ref-
erence of current flow state. To handle fluid-structure cou-
pling in single- and multi-resolution framework, the one-
sided Riemann-based solid boundary condition [44, 45] is
modified and adopted. A set of examples, e.g., multi-phase
hydrostatic test, multi-phase flows with high density ratio and
complex interface as well as multi-phase flows interacting
with flexible structures, are studied to demonstrate the effi-
ciency, accuracy and robustness of the present method. The
numerical algorithms are implemented in the open-source
SPHinXsys library [46, 47], and all the computational codes
and data-sets accompanying this work are available at https:
//www.sphinxsys.org. This paper is organized as follows.
Sect. 2 briefly summarizes the governing equations for both
fluid and solid dynamics and sect. 3 presents the detailed
methodology. Then, the numerical validations are presented
and discussed in sect. 4, and concluding remarks are given in
sect. 5.

2 Governing equations

In this paper, we consider the viscous and immiscible two-
phase flow with large density ratio and its interaction with
flexible structure which may experience large deformations.
For the two-phase flow with large density ratio, i.e., ρl/ρg ≫
1 with ρl and ρg denoting the densities of light and heavy
phase respectively, the mass and momentum conservation
equations read

dρ
dt
= −ρ∇ · v,

dv
dt
=

1
ρ

[
−∇p + η∇2v

]
+ g + f s:p + f s:ν,

(1)

where d
dt =

∂
∂t + v · ∇ is the material derivative, ρ the density,

v the velocity, p the pressure, η the dynamic viscosity, g the
gravity. f s:p and f s:ν represent the pressure and viscous force
acting on the fluid due to the presence of rigid or flexible
solid, respectively. With the weakly-compressible assump-
tion [48] in mind, a linear EoS

p = c f 2
(ρ − ρ0), (2)

for both the heavy and light phases is introduced to close the
system of eq. (1). Here, ρ0 is the initial reference density and
c f = 10Umax denotes the artificial speed of sound with Umax

representing the maximum anticipated flow speed. Note that
the compressible effect of the light phase is neglected follow-
ing refs. [11, 12, 19, 23, 49]. Also, identical value for the ar-
tificial speed of sound is applied for both phases to optimize
the computational efficiency as ref. [19].

For the flexible solid, an elastic and weakly-compressible
material is considered. With the convention that the initial
position r0 and the current position r of a material point are
defined in the initial reference and the deformed current con-
figuration, respectively, the deformation tensor F can be de-
fined by

F = ∇0u + I, (3)

where ∇0 ≡ ∂
∂r0 stands for the gradient operator with respect

to the initial reference configuration, u = r − r0 the displace-
ment and I the identity matrix. Here, the superscript (•)0

is introduced to denote the quantities in the initial reference
configuration. Then, the mass and momentum conservation
equations are defined following total Lagrangian framework
as:
ρ = ρ0 1

J ,

dv
dt
=

1
ρ0∇

0 · PT + f f :p + f f :ν,
(4)

where J = det(F) is the Jacobian determinant of deforma-
tion tensor F, P = FS the first Piola-Kirchhoff stress tensor
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with T denoting transpose operation and S the second Piola-
Kirchhoff stress tensor. f f :p and f f :ν represent the fluid pres-
sure and viscous force acting on the solid, respectively. To
close the system of eq. (4), the constitutive equation for lin-
ear elastic and isotropic material reads

S = K tr (E) I + 2G
(
E − 1

3
tr (E) I

)
= λ tr (E) I + 2µE, (5)

where λ and µ are the Lam parameters [50], K = λ + (2µ/3)
the bulk modulus and G = µ the shear modulus. As the
weakly compressible material is considered, the correspond-
ing artificial speed of sound is defined by cs =

√
K/ρ. Note

that, we introduce cs to denote the sound speed of flexible
structure to distinguish from the one c f for fluid, viz., both
light and heavy phases.

3 Methodology

In this section, we first present the extension of the multi-
resolution framework [38] for multi-phase flow with light
and heavy phases discrertized by different spatial resolu-
tions using the Riemann-based SPH method. Then, the
multi-phase density reinitialization strategy and the modi-
fied transport-velocity formulation are provided. Last but not
least, the total Lagrangian formulations for discretizing solid
dynamics and the fluid-solid interface treatment are detailed
with time integration.

3.1 Multi-phase Riemann-based SPH

Following the multi-resolution framework where different
smoothing lengths are applied to discretize different sub-
systems developed in ref. [38], we introduce hl and hh to
denote the smoothing length for light and heavy phase dis-
cretizations, respectively. Similar with ref. [38], we assume
that hl > hh, implying the dynamics of heavy phase is re-
solved at a higher spatial resolution, while the computational
efficiency is enhanced when a lower resolution for the light
phase is sufficient. Following refs. [19,45], the mass and mo-
mentum conservation equations of eq. (1) can be discretized
with the Riemann-based SPH method as:

dρi

dt
= 2ρi

∑
j V j(vi − v∗) · ∇iWhχ

i j ,

dvi

dt
= − 2

mi

∑
j ViV jP∗∇iWhχ

i j +
2
mi

∑
j ViV j

2ηiη j

ηi + η j

vi j

ri j

∂Whχ
i j

∂ri j

+g + f s:p
i (hχ) + f s:ν

i (hχ) ,

(6)

where m is the particle mass, V particle volume, vi j = vi − v j

the relative velocity, r the particle position, ri j =
∣∣∣ri − r j

∣∣∣ the

particle distance and ∇iWhχ
i j =

ri−r j

ri j

∂W(ri j,hχ)
∂ri j

is the gradient of
the kernel function with respect to particle i. v∗ and P∗ are
the solutions of an inter-particle Riemann problem along the
unit vector −ei j =

r j−ri

ri j
. Note that hχ = hl or hχ = hh is ap-

plied for particle interactions inside a single phase, i.e., light
or heavy phase, while hχ = hl = max(hl, hh) for particle in-
teractions at the interface. In this case, hχ = hl is applied for
both light and heavy phase particles located at the interface,
indicating that the light phase particle i can be searched and
tagged as a neighboring particle of a heavy phase particle j
which is located in its neighborhood.

Following ref. [45], the initial left and right states of the
inter-particle Riemann problem are reconstructed as:(ρL,UL, pL) = (ρi,−vi · ei j, pi),

(ρR,UR, pR) = (ρ j,−v j · ei j, p j),
(7)

where subscripts L and R denote left and right states, re-
spectively. With applying the dissipation limiter proposed
by Zhang et al. [45] to the linearized Riemann solver, the
Riemann solution can be obtained by

U∗ =
ρLUL + ρRUR

ρL + ρR
+

pL − pR

c(ρL + ρR)
,

p∗ =
ρL pR + ρR pL

ρL + ρR
+
ρLρRβ(UL − UR)
ρL + ρR

.

(8)

It is worth noting that the dissipation limiter β =

min
[
3max(UL − UR, 0), c f

]
implying there is no numerical

dissipation imposed when the fluid is under the action of an
expansion wave and the numerical dissipation is modulated
when the fluid is under the action of a compression wave
[45]. With U∗ in hand, v∗ can be obtained by

v∗ =
(
U∗ − ρLUL + ρRUR

ρL + ρR

)
ei j +

ρivi + ρ jv j

ρi + ρ j
. (9)

3.2 Density reinitialization for multi-phase flow

In ref. [19], a multi-phase model, where the light phase ex-
periences the heavy phase like moving wall boundary while
the heavy phase undergoes a free-surface-like flow, was
proposed to eliminate non-physical voids or fragmentation
meanwhile optimize the computational efficiency by apply-
ing the same value for the artificial speed of sound in both
phases [10]. In particular, the density summation is applied
in the light phase, while the continuity equation is dicretized
for the heavy phase, to implement mass conservation. Dif-
ferent from this work, identical density evolution approach
is applied for consistency in the present solver, while dif-
ferent density reinitialization strategies are introduced to the
light and heavy phases. Specifically, the continuity equation
is discretized by using eq. (6) for both phases, while the den-
sity field for heavy phase, which is treated as free surface
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flow, is reinitialized at every advection time step [51] with
the formulation following ref. [44]

ρi = ρ
0

∑
W

(
ri j, hh

)
∑

W0
(
ri j, hh

) +max

0, ρ∗ − ρ0

∑
W

(
ri j, hh

)
∑

W0
(
ri j, hh

)  ρ0

ρ∗
.

(10)

For the light phase, internal flow is considered and eq. (10)
can be simplified as:

ρi = ρ
0

∑
W(ri j, hχ)∑

W0
(
ri j, hχ

) . (11)

Here, ρ∗ denotes the density before reinitialization. Note
that the density reinitialization of the heavy phase ignores the
presence of the light phase, whereas the light phase takes the
heavy phase into account with hχ = hl for particle summation
in the phase interface.

3.3 Transport-velocity formulation

Due to the tensile instability problem [25, 52], SPH method
results particle clumping and unnatural void regions in the
simulation of fluid dynamics when negative pressure presents
[53]. For the simulation of multi-phase flow, in particular
large density and complex interface involved, such issue be-
comes more severe and exhibits unnatural void region and
phase separation [20]. To address this issue, particle shifting
or transport-velocity formulations are developed in the litera-
ture [10, 13, 19, 44]. Here, the transport-velocity formulation
[52-54] is adopted on particles of light phase, which is sim-
ilar to the work in ref. [19] because the pressure of heavy
phase is generally kept positive due to gravity. The particle
advection velocity ṽ is obtained by

ṽi(t + δt) = vi(t) + δt

dvi

dt
− 2

mi

∑
j

ViV j p̂0∇iWhχ
i j

 , (12)

where p̂0 denotes the background pressure [52, 53]. If
a spatial-temporal constant background pressure of p̂0 =

4ρ0c f 2 is applied [19], extra artificial damping would be in-
duced due to the fact that transport-velocity formulation leads
particle freezing. In this study, we modify the background
pressure as p̂0 = 10ρiU2

max with Umax denoting the current
maximum particle speed to decrease the artificial damping.
Inspired by ref. [52] where a spatial-temporal localized back-
ground pressure is applied, the present modification is char-
acterized by being spatial constant while temporal localized.
The parameter of the background pressure is set according to
numerical experiment and applied through all tests in this pa-
per with the target of reducing artificial damping maximally
meanwhile eliminating particle clumping effectively. Note

that the light phase takes the heavy phase into account by ap-
plying the transport velocity with hχ = hl for particles at the
interface.

3.4 Total Lagrangian formulation

Following refs. [38, 55], the discretization of the mass and
momentum conservation equations of eq. (4) can be written
in the total Lagrangian formulation as:
ρa = ρ

0
a

1
J ,

dva

dt
= 1

ma

∑
b VaVbP̃ab∇0

aWhs

ab+g+f f :p
a (hχ)+f f :ν

a (hχ) ,
(13)

where inter-particle averaged first Piola-Kirchhoff stress P̃
reads

P̃ab =
1
2

(
PaB

0
a + PbB

0
b

)
, (14)

with adopting the correction matrix [38, 56, 57]

B0
a =

∑
b

V0
b

(
r0

b − r0
a

)
⊗ ∇0

aWhs

ab

−1

(15)

to reproduce rigid-body rotation. Here, hs is the smoothing
length for discretizing the solid and hχ = max

(
hs, hk

)
with

k = l, h is determined by the corresponding fluid phase inter-
acting with solid. Note that subscripts a and b are introduced
to denote solid particles and the gradient of the kernel func-
tion

∇0
aWhs

ab =
∂W

(
r0

ab, h
s
)

∂r0
ab

e0
ab (16)

is evaluated at the initial reference configuration. Also, the
first Piola-Kirchhoff stress tensor is computed from the con-
stitutive law with the deformation tensor F given by

Fa =

∑
b

V0
b (ub − ua) ⊗ ∇0

aWhs

ab

B0
a + I. (17)

Following ref. [58], the Kelvin-Voigt type artificial damp-
ing method is adopted to the total Lagrangian formulation to
enhance the numerical stability for large strain dynamics.

3.5 Treatment of fluid-structure interface

In sect. 3.1, we have presented the implementation of
the multi-resolution framework [38] to address the multi-
resolution discretization for multi-phase flow. When imple-
menting this framework to solve multi-phase FSI problems,
one can apply three resolutions for different sub-systems, for
example three-level discretization with hl = 2.0hh = 4.0hs,
as shown in the left panel of Figure 1. In this case, the com-
putation efficiency can be maximally improved, while two
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Light phase      Structure    Heavy phase

2hl

Light phase      Structure   Heavy phase

2hl

Figure 1 (Color online) Schematic illustration of the multi-phase FSI discretization in the present multi-resolution framework: Three-level discretization with
hl = 2.0hh = 4.0hs (left panel) and two-level discretization hl = 2.0hh = 2.0hs (right panel).

drawbacks are also induced. First, the three-level discretiza-
tion leads to a smoothing ratio of hl/hs = 4 between the
light phase and structure which does not change the numer-
ical accuracy of the FSI coupling while leads to less regular
structure oscillations as demonstrated in ref. [38]. Second,
the minimum particle resolution to discretize the structure
should be properly chosen to avoid the nonphysical com-
munications between fluid particles and another ones located
on the other side of the structure, as shown in Figure 1 (left
panel) where 4 layers of particles is applied to discretize the
structure and the cut-off radius of 2.6dp is applied. Other-
wise extra numerical treatment which is not the subjective
of this paper should be implemented to avoid this nonphys-
ical communications as ref. [59]. To avoid these drawbacks
and achieve relatively high computational efficiency, the two-
level discretization with hl = 2.0hh = 2.0hs, as shown in Fig-
ure 1 (right panel), is adopted, in which multi-resolution dis-
cretization is applied to multi-phase and light-phase-structure
coupling while single-resolution is for heavy-phase-structure
coupling.

In the present method, the fluid-structure coupling is re-
solved by the generalized solid boundary condition proposed
by Zhang et al. [44] where the flexible structure is behaving
as a moving solid boundary for fluid and the solid bound-
ary condition is imposed by exploiting a one-sided Riemann
problem along the solid-normal direction as shown in Figure
2. Following refs. [44, 45], the pressure and viscous forces
f s:p
i and f s:ν

i in eq. (6) acting on a fluid particle i which can
be light or heavy phase particle, due to the presence of the
neighboring rigid or flexible solid particle a, are calculated
from

f s:p
i (hχ) = − 2

mi

∑
a ViVa p∗∇iWhχ

ia ,

f s:ν
i (hχ) =

2
mi

∑
a ViVa

2ηiη j

ηi + η j

vi − vd
a

ria

∂Whχ
ia

∂ria
.

(18)

Here, hχ = hl and hχ = hh = hs for light- and heavy-phase in-

teracting with solid structure, respectively, with the assump-
tion of hl = 2.0hh = 2.0hs. In this case, both single- and
multi-resolution couplings are simultaneously resolved in the
triple point where light phase, heavy phase and structure par-
ticles meet as shown in Figure 2. For the one-sided Riemann
problem, the left and right states are defined as [44, 45]:(ρL,UL, pL) =

(
ρ f ,−na · vi, pi

)
,

(ρR,UR, pR) =
(
ρd

a,−na · vd
a, p

d
a

)
,

(19)

where na is the local normal vector pointing from solid to
fluid, ρd

a and pd
a are imaginary density and pressure, respec-

tively. For non-slip boundary condition, the imaginary pres-
sure pd

a and velocity vd
a in eq. (19) can be obtained by

pd
a = pi + ρi max

0, g − d̃va

dt

 · na

 (ria · na),

vd
a = 2vi − ṽa,

(20)

to address the force-calculation mismatch in multi-resolution
scenario [38] by introducing the time averaged velocity ṽa

and acceleration d̃va
dt of solid particles over one fluid acoustic

time step [51]. With the imaginary pressure pd
a in hand, the

imaginary density ρd
a can be calculated through the EoS pre-

sented in eq. (2). Accordingly, the fluid forces exerting on
the solid structure, i.e., f f :p

a and f f :ν
a , can be obtained straight-

forwardly. Also, the one-sided Riemann solver is applied to
the mass conservation equation in fluid-structure coupling.
In the present FSI treatment, the influence of the solid to the
fluid is resolved by a local particle-particle interaction pattern
through the one-sided Riemann solver to compute the bound-
ary flux by imposing proper boundary condition, i.e., non-
slip solid boundary condition. Subsequently, it’s straight-
forward to handle the FSI coupling in the triple point where
single- and multi-resolution discretizations are co-exist.

Similar with ref. [44], particle penetration is observed for
light phase in numerical experiments when light phase parti-
cles are entrapped during heavy phase impacting on the solid
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Light phase particle

Heavy phase particle

Solid wall particle

Interface

Wall normal

Figure 2 (Color online) Sketch of multi-phase particles interacting with solid particles along the normal direction through the one-side Riemann based
scheme.

boundary. To address this issue, a penalty force between
light-phase-structure interactions to repel the light-phase par-
ticles from the solid is adopted, which gives [44]

fi = −
2
mi

∑
j

ViVaΓ (ri, ra) na
∂W(ria, hχ)
∂ria

. (21)

The function Γ (ri, ra) is defined by

Γ (ri, ra) = |pi (ria · na)|


(1.0 − β)2 0.01hs

hχ
, β ≤ 1.0

0, β > 1.0
. (22)

Here, hχ = hl as the penalty force is only imposed on the light
phase particles which are close to solid boundary. Parameter
β is given by

β = 2.0
ria · na

hs , (23)

allowing a monotonically increasing penalty strength. Note
that the imposing condition of parameter β ≤ 1.0 implies that
there is no penalty force imposed for particle 2.0hs faraway
from the wall in its normal direction [44]. Also, there is no
opposite force imposed on solid particles.

3.6 Time integration

To further optimize the computational efficiency, the dual-
criteria time-stepping method [51] is adopted for time inte-
gration of fluids, where the advection criterion controls the
updating of the particle-neighbor list as well as the corre-
sponding computation of the kernel values and gradients,
and the acoustic criterion determines the time integration of
the physical variables. The advection criterion ∆tad and the
acoustic criterion ∆tac are defined by∆tad = min

(
∆tl

ad,∆th
ad

)
,

∆tac = min
(
∆tl

ac,∆th
ac

)
,

(24)

where
∆ti

ad = 0.25 min

 hi

Umax
,

hi2

η

 ,
∆ti

ac = 0.6 min
(

hi

c + Umax

)
,

i = l, h. (25)

Note that the single-time stepping method is applied for
multi-phase coupling instead of the multi-time stepping
scheme, which increases simulation complexity due to the
requirement of surface particle detection of heavy phase
and the corresponding operation of time average of physical
states to enforce momentum conservation in the interface. In
this case, moderate computational efficiency is achieved with
the reward of not increasing the complexity of the present
method.

At the beginning of each advection step, the fluid density
field is reinitialized by eq. (10) or (11), the viscous force is
computed and the transport-velocity formulation of eq. (12)
is only applied for the light phase. During the advection cri-
terion ∆tad, the pressure relaxation process is conducted sev-
eral acoustic time steps with the criterion ∆tac by using the
position-based Verlet scheme [38]. For each acoustic time
step, the density and position of fluids are first updated to the
mid-point as:


ρ

n+ 1
2

i = ρn
i +

1
2
∆tac

dρi

dt
,

rn+ 1
2

i = rn
i +

1
2
∆tacvi

n.

(26)

Then, the velocity of fluids is integrated to the new time step
with

vn+1
i = vn

i + ∆tac
dvi

dt
. (27)

Finally, position and density of fluid are updated another half
step as:


rn+1

i = rn+ 1
2

i +
1
2
∆tacvn+1

i ,

ρn+1
i = ρ

n+ 1
2

i +
1
2
∆tac

dρi

dt
.

(28)

At this point, as one time step integration of fluids is com-
pleted, the pressure and viscous forces inducing acceleration
to solid due to the existence of fluids are obtained by eq. (18)
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and considered as constants during the time integration of
solid with the criterion

∆ts = 0.6 min

 hs

cs + |v|max
,

√
hs

| dv
dt |max

 , (29)

where cs is the artificial speed of sound of flexible solid. Fol-
lowing ref. [38], a multi-time stepping method is applied for
the time integration of FSI coupling, implying κ = [∆tac

∆ts ] + 1
steps are conducted for solid during each acoustic time step
size∆tac of fluids. We introduce herein index κ = 0, 1, ..., κ−1
to denote integration step for solid. For each time step, the
deformation tensor, density and position of solid are first up-
dated to the midpoint as:

F
κ+ 1

2
a = Fκa +

1
2
∆ts dFa

dt
,

ρ
κ+ 1

2
a = ρ0

a
1
J ,

rκ+
1
2

a = rκa +
1
2
∆tsva,

(30)

followed by the update of the velocity to a new time step with

vκ+1
a = vκa + ∆ts dva

dt
. (31)

Finally, the deformation tensor, density and position of solid
are updated to a new time step by
Fκ+1

a = F
κ+ 1

2
a +

1
2
∆ts dFa

dt
,

ρκ+1
a = ρ0

a
1
J ,

rκ+1
a = rκ+

1
2

a +
1
2
∆tsva

κ+1.

(32)

Note that the changing rate of deformation gradient dF
dt is

computed through [55]

dFa

dt
=

∑
b

V0
b (vb − va) ⊗ ∇0

aWab

B0
a. (33)

4 Numerical examples

In this section, several numerical examples of two-phase flow
involving high-density ratio, complex phase change and in-
teraction with rigid or flexible solid are investigated to assess
the robustness, accuracy and efficiency of the present method
by qualitative and quantitative comparison with experimen-
tal and numerical data in literature. In all tests, the 5th-order
Wendland kernel [60] where smoothing length h = 1.3dp
and support radius of 2h with dp denoting the initial par-
ticle spacing are applied. To setup the artificial speed of

sound c f , the maximum anticipated flow speed is estimated
as Umax = 2

√
gH, where H is the initial water depth, follow-

ing the shallow-water theory [61] without special specifica-
tion. Note that all cases are conducted based on the open-
source SPHinXsys library in which the Intel TBB library, a
shared-memory parallel library, is adopted.

4.1 Hydrostatic test

The first benchmark test we considered herein is a two-
dimensional two-phase hydrostatic test in which gravity
presents as shown in Figure 3 to assess the compatibility with
the static solution and the ability of capturing sharp interface
under high density ratio of the present method. Following
ref. [19], the tank has a length of L = 1 and height of
H = 2L with the lower and upper half parts are filled with
water and air, respectively. Both fluids are initially at rest
and considered to be inviscid. We set water and air density
as ρw = 1 and ρa = 0.001, respectively, resulting a density
ratio of 1000. Note that unit gravity acceleration in negative
y-direction is applied and all other quantities correspond to
their non-dimensional variables. In the present simulation,
particles are placed on a Cartesian lattice with particle spac-
ing of dpw = L/50 for water discretization. For single- and
multi-resolution simulations, we consider the water-air two
cases with resolution ratio dpa/dpw = 1 and dpa/dpw = 2 to
investigate the computational efficiency and accuracy.

Figure 4 portrays the particle distribution at t = 50 with
density (left panel) and pressure (right panel) contours of
the hydrostatic test in single- and multi-resolution scenar-
ios. It can be evidently observed that a sharp interface with-
out any notable nonphysical motion of water surface and a
smooth pressure filed are obtained in both single- and multi-
resolution simulations. The density and pressure contours
of light phase in multi-resolution scenarios are presented in
Figure 5. It is clear that the density and pressure profiles

Air

Water

g

L

H = 2L

L

Figure 3 (Color online) Hydrostatic test: Schematic illustration.
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Figure 4 (Color online) Hydrostatic test: Particle distributions with density (left panel) and pressure contours (right panel) in single- and multi-resolution
scenarios.
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Figure 5 (Color online) Hydrostatic test: Density (left panel) and pressure contours (right panel) of light-phase in multi-resolution scenarios.

are reasonably reproduced except the slight noises induced
by the weakly compressible assumption. These observa-
tions demonstrate the accuracy and robustness of the present
method in capturing sharp interface and being compatible
with hydrostatic solution without exhibiting nonphysical sur-
face motion.

The accuracy of the present method is further quantita-
tively assessed by comparing the numerically computed pres-
sure profile with the analytical hydrostatic pressure value.
Figure 6 presents the time history of the numerical and an-
alytical pressure signals probed at y = 0.25H. For both
single- and multi-resolution computations, the obtained nu-
merical pressure profile has a good agreement with the an-
alytical values, demonstrating the accuracy of the present
method. Furthermore, the energy conservation property is
also investigated to show the substantial characteristic of the

present method. Figure 7 plots the time evolution of the nor-
malized mechanical energy defined as E−E0

E0
with E0 denoting

the initial value for single- and multi-resolution simulations.
It can be observed that both the normalized mechanical ener-
gies decay to a very small value rapidly after an early-stage
oscillations induced by the weakly-compressible model.

In general, the present method is compatible with hydro-
static solution and able to capture the sharp interface with
high density ratio of 1000. Table 1 presents the compari-
son of CPU wall-clock time for multi- and single-resolution
computation with the identical spatial resolution of heavy
phase. It can be observed that the multi-resolution method
achieves a speedup of 1.63 in comparison with single-
resolution counterpart due to small number of particles used
in light phase while almost identical numerical accuracy is
obtained.
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Figure 6 (Color online) Hydrostatic test: Time histories of the numerical and analytical pressures probed at y = 0.25H in single- and multi-resolution
scenarios.
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Figure 7 (Color online) Hydrostatic test: Time evolutions of the normalized mechanical energy in multi-resolution simulation.

Table 1 Hydrostatic test: Analysis of computational efficiency. The computations are carried out on an Intel(R) Xeon(R) L5520 2.27 GHz desktop com-
puter with 24GiB RAM and a Scientific Linux operating system (6.9). To analyze the computational performance, we evaluate the CPU wall-clock time of
L/dpw = 100 for shared memory parallelized computations (based on the Intel TBB library) until 50 time instant

Cases Single resolution Multi resolution Speedup

Total particle numbers 20000 12500 −
CPU time (s) 741.7 453.71 1.63

4.2 Dam-break flow

In this section, we consider a two dimensional two-phase
dam-break flow which exhibits complex interface change
owing to violent wave impact and breaking events. As a
benchmark test, this problem has been comprehensively stud-
ied in literature by experiments [62, 63] and numerical mod-
eling [10, 19, 45, 64, 65] with or without considering the air
phase. Following refs. [19, 45, 63], the schematic of this
problem is illustrated in Figure 8. Initially, a water column
with height of H = 1 and width of 2H is surrounded by air
and located at the left corner of a tank with length 5.366H
and height 2.5H. In the present study, the flow is considered

5.366 H5.366H

HH

2H2H

2
.5
H

2
.5
H

P
h1h2

g

Water

Air

Figure 8 (Color online) Dam-break flow: Schematic illustration. Here,
the pressure probe P is located at y/H = 0.19, and two surface sensors h1

and h2 are located at x2/H = 0.825 and x2/H = 1.653 away from the right
wall, respectively.
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to be inviscid and the density of water and air are set to
ρw = 1 and ρa = 0.001, respectively, resulting a density ratio
of 1000. With the gravity g = −1 in y-direction, all quan-
tities correspond to their non-dimensional variables. Similar
with refs. [19, 45], the water column with zero initial pres-
sure is released immediately as the computation starts other
than being released from an up-moving gate as in the ex-
periment [62, 63], implying the pressure-relaxed water. For
quantitative comparison, one pressure probe P located at the
downstream wall at y/H = 0.19 [19, 65] and two surface
sensors h1 and h2 respectively located at x2/H = 0.825 and
x2/H = 1.653 away from the right wall are set for record-
ing the impact pressure signal and water surface evolution.
Following refs. [19,65], the probe position is slightly shifted
in comparison with the experimental setup [62] as suggested
by Greco [66] to produce a better agreement. For multi-
resolution simulations, we consider the water-air resolution
ratio of dpa/dpw = 2.

Figure 9 illustrates several snapshots at different time in-
stants for the water-air interface evolution obtained by the
multi-resolution simulation. Similar with previous single-
phase [45,65,67] and multi-phase [10,19] simulation results,
the main features of the dam-break flow, i.e., high roll-up
along the downstream wall and the induced first jet due to
its falling, the re-entry of the first jet and a large secondary

reflective jet due to the backward wave motion, are well cap-
tured by the present multi-resolution simulation. More im-
portantly, the sharp water-air interface is well maintained
without exhibiting any unnatural void regions and unrealis-
tic phase separation, implying the robustness of the present
multi-resolution method.

To qualitatively assess the accuracy of the present method
in capturing the complex interface evolution, the water-air
interface profile at time instants of t (g/H)0.5 = 6.0 and
t (g/H)0.5 = 7.14 is compared with those obtained by the
boundary element method (BEM) [21], the level-set method
[68] and the multi-phase SPH method [19]. In the present
multi-resolution simulation with water-air resolution ratio of
dpa/dpw = 2 and H/dpw = 80 which is identical to the one
applied in ref. [19], a sharp water-air interface is well cap-
tured and maintained at time instant t (g/H)0.5 = 6.0 before
the re-entry of the backward wave as presented in Figure 10.
The jet due to the falling of the run-up along the right-hand-
side wall shows a good agreement with those predicted by
the BEM [68] and SPH method [19]. Compared with the
SPH prediction, the BEM result exhibits excessive numerical
dissipation and shows considerable time delay of the back-
ward wave, as can be observed in refs. [19, 21]. At the
wave breaking stage at t (g/H)0.5 = 7.14, a large secondary
reflective jet and an entrapped air cavity are reasonably pre-

t(g/H)0.5=2.12 t(g/H)0.5=3.22

t(g/H)0.5=5.96

t(g/H)0.5=7.67

t(g/H)0.5=9.28t(g/H)0.5=8.48

t(g/H)0.5=6.66

t(g/H)0.5=5.65

Figure 9 (Color online) Dam-break flow: Snapshots for the evolution of the water-air interface at different time instants obtained by the multi-resolution
simulation.
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dicted by the present multi-resolution method compared with
those obtained by the level-set and multi-phase SPH methods
[19,68], while slight discrepancies are noted due to the phys-
ical uncertainties induced by complex interface change. In
general, the present multi-resolution method can accurately
predict the complex interface, meanwhile, maintain a sharp
phase interface without unnatural void region and exhibit less
numerical dissipation and improved computational efficiency
as discussed in the following part.

To demonstrate the low dissipation property of the
modified transport-velocity formulation, we assess the nu-
merical dissipation of the mechanical energy by defining
[19, 45, 69]

∆E =
Ek + Ep − E0

p

E0
p − E∞p

, (34)

where Ek is the kinetic energy, Ep the potential energy, E0
p

the initial potential energy and E∞p the potential energy when
the flow reaches a hydrostatic state eventually. Figure 11
plots the time evolution of the numerical dissipation for me-
chanical energy in single- and multi-resolution simulations
with different background pressures. In single-resolution
simulation, the present modification of the background pres-
sure evidently exhibits much less numerical dissipation. Be-
sides, almost identical numerical dissipation is achieved by

both single- and multi-resolution simulations with the present
modification. In addition, a convergence study for the multi-
resolution method with the background pressure modifica-
tion is also depicted in Figure 11. It can be noted that the nu-
merical dissipation is rapidly decreased with increasing spa-
tial resolution.

Figure 12 plots the time history of the predicted water
wave front in single- and multi-resolution simulations and
its comparison with analytical solution obtained with shal-
low water theory [61], experimental data [63] and numerical
results using multi-phase SPH method [19]. As expected,
both single- and multi-resolution results have a good agree-
ment with the theoretical shallow water solution, while show
slight faster front wave propagation compared with the ex-
perimental observation due to the uncertainties of repeatabil-
ity of experiment, wall roughness and the turbulence effects
of boundary layer. Compared with the results presented in
ref. [19], the present results show faster front wave propa-
gation due to the modification of transport-velocity formu-
lation and the implementation of solid boundary condition
with Riemann-based scheme [44]. A convergence study of
the present multi-resolution method is also reported in Fig-
ure 12. With the increase of spatial resolution, the numerical
predicted propagation speed of the wave front is rapidly con-
verged to the analytical solution with shallow water theory.

t(g/H)0.5=7.14

t(g/H)0.5=6.0 t(g/H)0.5=6.01.5
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Figure 10 (Color online) Dam-break flow: Evolution of the water-air interface obtained by the present multi-resolution SPH method with H/dpw = 80, in
comparison with those obtained by the BEM method ( ) in ref. [21], the two-phase SPH method ( ) in ref. [19] and the two-phase level-set method ( ) in ref.
[68].
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Figure 11 (Color online) Dam-break flow: The time history of the numerical dissipation of mechanical energy by using the present modified transport-

velocity (TV) formulation with p̂0 = 10ρiU2
max with Umax the current maximum particle speed and the original one with p̂0 = 4ρ0c f 2. Also, a convergence

study is conducted for the present formulation.
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Figure 12 (Color online) Dam-break flow: The time history of the water wave front in single- and multi-resolution simulations in comparison with the
analytical solution derived by shallow water theory [61], experimental data [63] and numerical results by using the multi-phase SPH method [19]. Note that a
convergence study of the present multi-resolution method is also presented herein.

Note that the shallow water assumption does not hold at ini-
tial time instants of the dam-break flow.

Figure 13 depicts the time history of the water sur-
face measured by sensors h1 (upper panel) and h2 (bottom
panel) obtained by the present method in single- and multi-
resolution scenarios, and its comparison with experimental
and numerical data [19, 63]. As expected, the present re-
sults are in good agreement with the experimental observa-
tions [63] and previous numerical predictions [19]. Com-
pared with the experimental data [63], a slightly faster wave
front and a considerably higher backward wave are noted due
to the inviscid model and the experimental uncertainty. Such
discrepancies have also been observed in previous numerical
studies in both single- and multi-phase simulations [19, 45].
In addition, a convergence study of the multi-resolution sim-
ulation is conducted herein. In particular, the time evolution
of water surface on a longer time scale is evidently in good
agreement with experiment with refined spatial resolutions.
It is worth noting that the present prediction of water sur-

face at h1 shows a rapid convergence in capturing the cor-
rect temporal location, i.e., t (g/H)0.5 = 5.5, of the backward
wave, which is not achieved in the previous studies to the best
knowledge of the authors.

Figure 14 plots the time history of the pressure signals
probed by sensor P with the present method in single- and
multi-resolution simulation and its comparison against ex-
perimental data [63] and numerical prediction obtained by
the multi-phase SPH method [19]. As expected, the main
pressure plateau agrees well with the experimental [63] and
numerical data [63], while large oscillations, induced by the
WC-assumption [19, 45, 65], are mitigated with increasing
spatial resolution.

From the above qualitative and quantitative validations,
the present multi-resolution method demonstrates its robust-
ness and accuracy in capturing and maintaining sharp water-
air interface without exhibiting unnatural voids and phase
separation, predicting correct pressure signal during violent
breaking and impact events, meanwhile achieves a computa-
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Figure 13 (Color online) Dam-break flow: The time evolution of the water surface probed at h1 (upper panel) and h2 (bottom panel) in single- and
multi-resolution simulations and its comparison with experimental observation [63] and numerical result obtained by ref. [19]. The convergence study of the
multi-resolution method is also presented herein.
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Figure 14 (Color online) Dam-break flow: The time history of the pressure signal probed by ensor P in single- and multi-resolution simulations and its
comparison with experimental data [63] and numerical prediction [19]. Also, a convergence study of the present multi-resolution method is conducted herein.

tional speedup of 6.19 compared with single-resolution coun-
terpart as shown in Table 2.

4.3 Nonlinear sloshing flow

The liquid sloshing phenomenon, which is characterized by
violent and nonlinear surface motion induced by external ex-

citation of the liquid container, occurs in various engineering
applications. Typical examples include propellant sloshing
in spacecraft tanks and rockets, and liquid cargo sloshing in
ships and trucks transporting (e.g., oil and liquefied natural
gas). Extensive numerical studies have been conducted in
the literature [70] to understand the pressure fluctuation near
the surface, acoustic effects due to the strong impact and im-
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Table 2 Dam-break flow: Computational efficiency. To analyze the computational performance, we evaluate the CPU wall-clock time of the computation of
H/dpw = 80 until 10 dimensionless time instant

Cases Single resolution Multi resolution Speedup

Total particle numbers 85856 31064 −
CPU time (s) 2856.5 461.5 6.19

pacting loads on the container structure. These studies play a
key role in preventing structure damage induced by sloshing
flow, in particular when the tank motion frequency is close to
the natural one of the inside liquid. Due to the advantage of
capturing violent breaking and impact events [44, 45], SPH
method has been widely applied in the study of sloshing phe-
nomenon with or without considering air phase [71-74]. In
this case, we consider a two-dimensional two-phase slosh-
ing flow to investigate the air effects on impacting pres-
sure and assess the robustness and accuracy of the present
method.

Following the experimental study conducted by Rafiee et
al. [71,74], a rectangular tank with a low filling water is taken
into consideration. The tank with length of L = 0.9 m and
height of L = 0.9 m is partially filled with water of height
h = 0.18 m, while the remainder is filled by air, as in Figure
15. The flow is considered to be inviscid herein and the den-
sity of water and air are set to ρw = 1000 kg m−3 and ρa =

1 kg m−3, respectively. The motion of the tank is driven by
a sinusoidal excitation in x-direction with x = A sin(2.0 fπt),
where A = 0.1 m and f = 0.496 s−1 respectively denoting
the amplitude and frequency. As f is close to the natural fre-
quency of water, a resonant condition is created. For quan-
titative validation, three pressure sensors located on the left
wall of the tank are applied to probe the impacting loads. To
discretize the computational domain, the particles are placed
on a regular lattice with particle spacing of dp = L/260 and
smoothing ratio of ha = 2hw.

Figure 16 portrays several snapshots of particle distribu-
tions with phase contour at different time instants in present
multi-resolution simulation. Similar with the previous nu-
merical results [19, 51, 75], the main features of a nonlinear

P1(0.195 m)
P2(0.180 m)
P3(0.165 m)

L = 1.3 m

H = 0.9 m

h = 0.18 m
Water

Air

Figure 15 (Color online) Nonlinear sloshing flow: Schematic illustration.
Note that there are three pressure sensors P1, P2 and P3 located on the left
wall to probe the pressure signals.

sloshing flow, i.e., a traveling wave with a crest, the resulting
bore impact and breaking as well as the high run-up along the
tank walls, are well captured by the present method. With
the presence of violent breaking, reentry and impact events
of the water surface, the present multi-resolution simulation
robustly captures and maintains a sharp water-air interface
without exhibiting unnatural voids, nonphysical phase sep-
aration and particle penetration, implying the good perfor-
mance of the proposed method in modeling complex and vi-
olent interface evolution.

To quantitatively assess the accuracy of the present
method, Figure 17 depicts the time history of the numeri-
cal predicted impacting loads on the tank wall probed by
sensors P1, P2 and P3 as well as their comparison against
experimental data [71] and numerical result obtained by the
single-phase SPH method [51]. It can be observed that both
single- and multi-resolution results agree well with the exper-
imental signal despite of some oscillations induced by WC-
assumption. However, the impacting loads obtained by the
simulations in single- and multi-resolution scenarios exhibit
noticeable difference indicating the accuracy of the present
multi-resolution solver. Compared with the results obtained
with single-phase SPH method [51], the present multi-phase
simulations show improved accuracy in capturing the main
pressure plateau with smaller peak pressure. The underly-
ing reason is that the air cushioning effect moderating the
impact loads is properly captured and thus the accuracy of
pressure field of water phase is further improved. Note that
the compressibility of the air phase is neglected in the present
simulation, as it complicates the evolution of the impacting
loads which are strongly influenced by local phenomena, i.e.,
phase transition between liquid and vapor, liquid/gas mixture
and surface tension, as noted by Dias and Ghidaglia [70].

In this test, the present multi-resolution method demon-
strates its robustness and accuracy in modeling nonlinear liq-
uid sloshing phenomenon. The optimized computational ef-
ficiency is achieved with a speedup of 23.76 compared with
the single-resolution counterpart as shown in Table 3.

4.4 Dam-break flow impacting an elastic plate

In previous parts, the present method demonstrates its ro-
bustness and accuracy for modeling multi-phase flow with
high-density ratio and violent interface evolution events such
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t = 2.0 s t = 2.8 s

t = 4.6 st = 3.6 s

t = 5.3 s t = 6.0 s

Figure 16 (Color online) Nonlinear sloshing flow: Snapshots of particle distributions at different time instants.

Table 3 Nonlinear sloshing flow: Analysis of computational efficiency. The computer information is reported in Table 1. For this test, we evaluate the CPU
wall-clock time for computation until 10.0 s time instant

Cases Single resolution Multi resolution Speedup

Total particle numbers 46800 18720 −
CPU time (s) 8708.5 366.5 23.76

as breaking and impact and hydroelstics multi-phased FSI
problems. To further demonstrate its performance for violent
multi-phase flow interacting with flexible structure, we con-
sider herein a two-dimensional two-phase dam-break flow
impacting on an elastic plate. This example has been studied
as a benchmark test with both experimental and numerical
data [13,44,76] available for qualitative and quantitative val-
idations. Following the experimental setup in ref. [76], the
dam-break flow is activated by a column of water with the
size of height Hw = 0.3 m and length Lw = 0.2 m initially
located at the left side of a tank with length Lt = 0.8 m and
height Ht = 0.6 m whose reminder is filled with air, as por-
trayed in Figure 18. At the flow downstream, an elastic plate

with the size of height h = 0.09 m and thickness b = 0.004 m
is displaced 0.2 m far away from the right side wall of tank,
as shown in Figure 18. Similar with refs. [13,44,76], the flow
is considered to be inviscid and the density of water and air is
respectively set as ρw = 997 kg m−3 and ρa = 1.225 kg m−3,
resulting a relatively high density ratio about 1000. As for
the elastic plate, we consider a rubber-like material with den-
sity of ρs = 1161.5 kg m−3, Young’s modulus E = 3.5 MPa
and Poisson ratio ν = 0.45. To quantitatively validate the
simulation accuracy, the horizontal displacement of the plate
is measured by three markers on its middle line with differ-
ent initial heights, i.e., Marker 1 at h1 = 0.0875 m from the
tank bottom, Marker 2 at h1 = 0.065 m and Marker 3 at h1 =
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Figure 17 (Color online) Nonlinear sloshing flow: The time history of the impact pressure signals probed by sensors P1 P2 and P3, and its comparison
against experimental data [71] and numerical results obtained by the single-phase SPH method [51].

0.8 m

0.2 m 0.2 m

0.3 m

0.09 m

Water

Air

Figure 18 (Color online) Dam-break flow impacting an elastic plate:
Schematic illustration. Note that the thickness of the flexible structure is
b = 0.004 m and three markers with locations h = 0.0875 m (Marker 1)
from the tan bottom, 0.065 m (Marker 2) and 0.04 m (Marker 3) are set for
probing the horizontal displacement of the flexible plate.

0.04 m, as refs. [13, 44, 76]. In this paper, we consider
two cases with different smoothing ratios, viz., Case-I of
dpa = 2.0dpw = 2.0dps and Case-II of dpa = dpw = dps,
and both with the initial particle spacing of dps = b/4.

Figure 19 depicts snapshots of the water-air interface
evolution and the plate deflection at typical time instants
for Case-I where the discretization is conducted in multi-
resolution scenario. Before the water front impacting on the
plate, a typical dam-break flow is observed with the flow
propagating in the tank. At the impacting stage, the flow
firstly bends the elastic plate, then overflows it and finally im-
pacts on the right side wall of the tank, inducing two strong
impact phenomena on both rigid and flexible structures. Sim-
ilar with the previous numerical results [13, 44], the featured
phenomena are well captured in the present multi-resolution
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t = 0.255 s

t = 0.545 st = 0.375 s

t = 0.185 s

Figure 19 (Color online) Dam-break flow impacting an elastic plate: Snapshots of the water-air interface evolution and the plate deformation at different
time instants for Case-I.

simulation. Also, the water-air interface is well captured and
sharply maintained without exhibiting air particle penetration
at both impact phenomena, demonstrating the robustness of
present method. Note that as the results of Case-II do not ex-
hibit visible difference from those reported in Figure 19 we
refrain from showing them additionally.

Figure 20 portrays the particle distribution with pres-
sure contour and the deformed configuration with von Mises
stress contour of the plate at different time instants for Case-
I, as well as the comparison against experimental observa-
tions presented by Liao et al. [76] and numerical results ob-
tained by multi-phase δ-SPH method by Sun et al. [13]. In
general, a qualitative good agreement on the interface evo-
lution and the plate deflection is noted. Compared with the
experimental observations [76], the water-air interface evo-
lution and the plate deflection are reasonably predicted by
the present multi-resolution method, which are similar as the
FEM-DSM [76] and the multi-phase SPH methods [13, 44].
The main features observed in the experiment, i.e., a large
splash jet induced by the water front impact and overflow,
the disturbance of the cavity boundary induced by the plate
vibration and the water droplets in the right corner after the
secondary impact, are well captured. However, some dis-
crepancies between the numerical results and the experimen-
tal observation are also noted. For example the numerical
predicted overflow front composed by the splashing droplets
is slightly smaller than the experimental observation due to
the dominant three-dimensional effect and the overflow jet
shows mistier water-air-interface after overflowing the plate
due to the induced vibration, which will be shown in the fol-
lowing part of quantitative validation. These discrepancies
are also observed in the numerical results obtained by dif-
ferent methods in literature [13, 44, 76]. Compared with the
result obtained by multi-phase δ-SPH method of Sun et al.

[13], the present one exhibits strong disturbance in the cav-
ity boundary of the water overflow jet and noticeable separa-
tion between the jet and plate at time instants t = 0.3 s and
t = 0.35 s, which is induced by model difference. In ref.
[13], the multi-phase δ-SPH is applied with assigning the air
an artificial speed of sound 10 times larger than the one of the
water, adding background pressure in the EoS of both phases
and implementing multi-phase tensile instability control al-
gorithms. The present method [19] applies a more simple
and efficient model, where same value is assigned to the ar-
tificial speed of sound for both phases and the background
pressure is only applied to the transport-velocity formulation
of the air.

To quantitatively validate accuracy, Figure 21 reports the
time history of the horizontal displacement of the plate
probed by Marker 1, 2 and 3 for Case-I and Case-II, as well
as the comparison against experimental data [76], numerical
prediction obtained with FDM-FEM method [76] and multi-
phase δ-SPH method [13]. In general, the present method
in both single- and multi-resolution scenarios demonstrates
a good agreement with both the experimental and numerical
data [13, 76] at the first impacting stage. At this stage, the
displacement rapidly increases to its maximum value under
the impulsive impacting force. As pointed out by Liao et
al. [76], this stage is dominated by the first mode of vibra-
tion. However, discrepancy is observed afterward, for exam-
ple, the displacement between time t = 0.35 s and t = 0.85 s
at Marker 1 is underestimated by both the present and pre-
vious [13] multi-phase SPH methods compared with the ex-
perimental observation [76]. Compared with those reported
by refs. [13,76], the results obtained by FDM-FEM or multi-
phase δ-SPH method, the present one can reasonably cap-
ture the higher modes of vibration (as shown in the zoom-
in view of Figure 21) and the backward displacement of the
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Figure 20 (Color online) Dam-break flow impacting an elastic plate: Snapshots at different time instants of particle distribution with pressure contour and the
deformed configuration with von Mises stress contour of the plate at different time instants for Case-I. Here, the qualitative comparison is against experimental
frames of Liao et al. [76] and numerical results obtained by multi-phase δ-SPH method of Sun et al. [13].

elastic plate observed at the final stage of the experiment,
while slight difference is noted. It can be concluded that the
present method and those in literature [13, 76] can well cap-
ture the first mode of vibration at the first impact stage, while
the present one reasonably reproduces the higher modes of
vibration and the backward deflection with slight discrepan-
cies, which is likely associated with the stochastic nature of
the impact pressures, the lack of exact repeatability of ex-
periments and the effect of the roughness of boundary. It
is worth noting that the present single- and multi-resolution
simulations predict almost identical deflection of the plate
except slight difference in the higher modes vibration, which
exhibits large amplitude in the single resolution results im-
plying the strong influence induced by air phase.

The above qualitative and quantitative validations demon-
strate the robustness and accuracy of the present multi-
resolution solver for capturing large structure deformation
under strong impact. In addition, the present method

achieves improved computational efficiency with speedup of
5.8 compared to single-resolution counterpart as shown in
Table 4.

5 Concluding remarks

In this paper, an efficient and accurate multi-resolution SPH
framework is proposed for multi-phase flow and hydroelastic
FSI problems. To cooperate with the multi-resolution frame-
work presented in ref. [38], a simple and efficient multi-
phase SPH method is first proposed by introducing differ-
ent density reinitialization strategies other than applying dif-
ferent evolution formulations to realize mass conservation.
Then the transport velocity formulation is rewritten by ap-
plying localized background pressure to decrease the nu-
merical dissipation. To capture the FSI coupling, the one-
sided Riemann-based solid boundary condition is adopted
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Figure 21 (Color online) Dam-break flow impacting an elastic plate: The time history of the horizontal displacement of the plate measured by Marker 1, 2
and 3 and its comparison with experimental data and FDM-FEM prediction from ref. [76] and multi-phase δ-SPH result of ref. [13].

Table 4 Dam-break flow impacting an elastic plate: Analysis of computational efficiency. The computer information is reported in Table 1. For this test, we
evaluate the CPU wall-clock time for computation until 1.0 s time instant

Cases Single resolution (Case-II) Multi resolution (Case-I) Speedup

Total particle numbers 480000 165270 −
CPU time (s) 2460.15 421.02 5.84

and modified in the multi-resolution scenario. In addition,
the dual-criteria and multi-time steeping methods are applied
for time integration to further improve computational effi-
ciency. With several benchmark tests with high density ra-
tio and complex phase interface, e.g., hydrostatic test, slosh-
ing flow, dam-break flow and its interaction with rigid or
flexible structures, the present method demonstrates its ef-

ficiency, accuracy and robustness. The performance of the
present multi-resolution framework renders it a potential and
practicable alternative in terms of computational efficiency
for multi-physics applications in studying natural phenom-
ena and engineering problems. In addition, when thin struc-
ture is involved, the present multi-resolution framework can
be extended to “fluid-shell” interactions straightforwardly by



C. Zhang, et al. Sci. China-Phys. Mech. Astron. October (2023) Vol. 66 No. 10 104712-21

modifying the treatment of fluid-structure interface to further
improve the computational efficiency with a suitable shell
model, which is the subject of our future work.
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