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Entropy-driven atomic activation in supercooled liquids and its
link to the fragile-to-strong transition
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As a common but critical dynamic crossover in glass-forming liquids (GFLs), the discovery of fragile-to-strong (F-S) transition
promises a novel route for understanding supercooled liquid and glass transition. The present work, for the first time, suc-
cessfully realizes the quantitative prediction of the F-S transition in nine metallic glass-forming liquids, by a counter-intuitive
approach that focuses on local atomic activation events, rather than relaxation, upon cooling. The dynamic crossover originates
from a disorder-to-order transition by self-regulating behavior of atomic position within a cage controlled by finite atomic
activation events, due to the appearance of local cooperative motion of nearest neighborhood atoms. Moreover, the dominant role
of entropy in this anomaly has been discovered, and the correspondence between the crossover of configuration entropy involved
in activation events and the occurrence of F-S transition has been found. Our work implies that the feature of atomic energy
fluctuations reflected by atomic activation events has a close linkage to complex dynamic behaviors of disordered systems.
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1 Introduction

Despite considerable progress in understanding the complex
transition processes from liquids to glasses [1,2], many key
questions remain unanswered [3]. The dynamics of super-
cooled liquids are believed to be a key to answering those
questions. Among several dynamic crossovers observed in
liquids [4-7], the so-called fragile-to-strong (F-S) transition

in deep supercooled liquids attracts much attention [8-11].
Angell [12] introduced the concept of liquid fragility, which
is defined as the changing rate of liquid viscosity η or re-
laxation time τ with temperature at the glass transition tem-
perature Tg. The systems exhibiting the Arrhenian
dependence of logη (or logτ) vs. Tg/T are defined as “strong”
liquids, while those exhibiting non-Arrhenian dependence
are defined as “fragile” liquids. However, some liquids ex-
hibit the F-S transition during cooling. Since this transition
was discovered in water [13], the F-S transition has been
observed in many liquid systems such as silica [14], BeF2
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[15], and metals [11,16]. The F-S transition in glass-forming
liquids (GFLs) is a striking dynamic feature [11,16,17]. The
extrapolations of the high-temperature (HT) and low-tem-
perature (LT) viscosity curves result in an intersection tem-
perature TF-S (i.e., the F-S transition temperature) in the deep
supercooled region [11]. The intersection indicates that the
liquid undergoes a nonlinear dynamic evolution upon cool-
ing. Revealing the mechanism of the F-S transition is crucial
for understanding the glass formation. However, the strong
crystallization tendency in the supercooled region is the main
barrier to observing the details of the F-S transition.
Theoretical explanations have been proposed to rationalize

this interesting F-S transition in GFLs from different per-
spectives, such as local structure competition [8,11], poly-
amorphic transformation [9], and separation of α/β relaxation
[18], and show the success of reproducing the anomaly
qualitatively [8,10]. It is worth noting that the central idea of
previous attempts only focuses on the relaxation of the sys-
tem upon cooling. Among them, the most popular view is to
attribute the F-S transition to a transition between two states
of liquids, like a crossover from high-density/non locally-
favored structure liquid to low-density/locally-favored
structure liquid [10,19]. For some network glasses or water,
the two-state scenario looks reasonable, but whether it is the
exclusive origin of the F-S transition remains controversial.
Many glasses, especially metallic glasses (MGs), do not
show such a distinct state divergence in liquids from ex-
periments [20-22]. The non-directional metallic bonding of
MGs makes it an ideal system to study the universal intrinsic
origin of the F-S transition. However, the results of relevant
studies in MGs are far from satisfactory, and the F-S tran-
sition cannot be observed from the simulated dynamic results
[23,24], i.e., from the temperature dependence of relaxation
time or viscosity of systems.
In this work, we study the F-S transition from a new per-

spective, i.e., by focusing on finite atomic activation events
on the fluctuations of atomic potential energy at different
temperatures. This allows a quantitative prediction of the F-S
transition and a derivation of its characteristic values in nine
metallic glass-forming liquids (MGFLs). This dynamic
crossover was found to originate from the transition from
disordered to ordered diffusion of the activated atoms, i.e., an
entropy-driven process. The present work indicates that the
fluctuation feature of atomic potential energy, which is de-
pendent on temperature, has a close linkage to the dynamics
of systems.

2 Model and simulation methods

2.1 Simulation details

Molecular dynamic simulations were carried out for nine
MGFLs by using the Large-scale Atomic/Molecular Mas-

sively Parallel Simulator (Lammps) [25] based on the many-
body embedded atom method (EAM) potentials. In short, the
interatomic potential is obtained by fitting the potential energy
surface of the system. The potential energy of an embedded

atom i is given by ( ) ( )E F r r= ( ) + ( )i j i ij j i ij /2,

where F is the embedding energy which is a function of the
atomic electron density ρ, ϕ is a pair potential interaction,
and α and β are respectively the element types of atoms i and
j. We have performed molecular dynamics simulations in
nine different MGFLs, mainly including seven CuZr liquids
(Cu48Zr52, Cu50Zr50, Cu52Zr48, Cu54Zr46, Cu56Zr44, Cu58Zr42,
and Cu60Zr40), Cu49Zr49Al2 liquid, and Fe80P20 liquid. Among
them, the interatomic interactions of the CuZr system and
CuZrAl system were described by Cheng et al. [26,27], and
the interatomic interactions of the FeP system were de-
scribed by Ackland et al. [28]. For reasons of computational
efficiency, all systems contain 8000 atoms, except Cu50Zr50
which contains 16000 atoms as a typical example. The per-
iodic boundary conditions were applied in three directions
for all systems. Under the isobaric-isothermal ensemble
(NPT), all samples were first equilibrated above the liquidus
temperature for a long enough time (about 2 ns). Then the
sample was quenched to 300 K at the cooling rate of 1 K/ps
and independent configurations at different temperatures
were selected for further relaxation. After adequate relaxa-
tion at each temperature, the ensemble was converted to the
NVT ensemble, and 2000 configurations were collected for
FAAM calculation in 4 ps. The purpose of selecting the
configurations in this way is to ensure that the output atomic
potential curves are detailed enough to better capture the
short-time atomic activation events. Although this approach
is not considered an equilibrium calculation, our calculations
show that the results obtained in this way are equivalent to
those under equilibrium calculations (see Supplementary
Materials for details). In contrast, the total time spanned by
the configurations used for the dynamic analysis is as large
as possible compared to the relaxation time of the system. In
this case, calculations based on equilibrium states are guar-
anteed. In all simulations, the timestep is 2 fs and the tem-
perature are controlled by the Nose-Hoover thermostat [29].
In the calculation of the configuration entropy, the atomic
structure of the alloy was analyzed by the Voronoi tessella-
tion method [30] using the Voro++ package. The glass
transition temperature Tg at this cooling rate was defined by
the crossover of the curve of the E–3kBT versus T (see Figure
S1 for details), where E stands for the total energy and kB for
the Boltzmann constant.

2.2 Finite atomic-activation method (FAAM)

According to the classic Energy Landscape Theory (ELT),
there are numerous accessible energy poles (energy barrier)
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and basins (inherent states) for a given material system [3],
as shown in Figure 1(a). The potential energy of the system
gradually decreases upon cooling, as illustrated in Figure 1(b)
(gray circles). Relaxation is the dominant dynamic process of
the liquid, which is a hopping process from a high- to a low-
energy basin, i.e., an energy reduction of the system
[3,31,32]. In contrast, activation is a reverse process of re-
laxation, which is a similar “tramp over hill and dale” of
potential energy, but eventually lifts the energy [33]. This
process of a system being activated to a higher energy state is
also known as rejuvenation [34,35]. For a bulk system, ac-
tivation is difficult to be naturally achieved and can be rea-
lized only by external treatments such as pressurization or

cryogenic thermal cycling (CTC) treatment [33,36]. How-
ever, if it comes to the atomic level, the atomic activation
(energy elevation) could generally occur in liquids, required
by a kinetic equilibrium. Figure 1(c) and (d) show the po-
tential energy change of a randomly selected atom (as an
example) in Cu50Zr50 liquid at 1800 and 900 K, respectively.
Much like that in the Potential Energy Landscape (PEL) in
shape, there are also many basins, which are due to the en-
ergy fluctuations. It is seen that the atomic potential energy is
changing with time (t) at a constant temperature. During the
change of energy with time (steps), the local relaxation event
(marked by black arrows) and local activation event (marked
by green arrows) will always occur over time. The local

Figure 1 (Color online) (a) Schematic illustration of the potential energy landscape (PEL) and the atomic activation process (inset). (b) Temperature
dependence of atomic activation time activ

atom, relaxation time relax
atom, activation energy Eactiv

atom , relaxation energy E relax
atom , and the E–3kBT for Cu50Zr50 liquid upon

cooling. The atomic potential energy change of a randomly selected atom in 4000 steps at (c) 1800 K, and (d) 900 K for Cu50Zr50 liquid. The black and green
arrows represent the local atomic relaxation and activation process, respectively, which are shown as examples here.
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relaxation event here refers to the process of moving from a
high-energy basin into another lower-energy basin, while the
local activation event is the opposite. Notice that Figure 1(c)
and (d) only point to one atom as an example. The same
situation exists for all atoms. In the present work, the local
atomic activation events are more attractive to us than the
local relaxation ones. Therefore, we collected and analyzed
the characteristics of these local activation events at different
temperatures. The statistical analysis of these atomic acti-
vation events is named as Finite Atomic Activation Method
(FAAM). This method relies only on the interactions among
atoms described by the potential functions, and no more
assumptions are introduced.
A more detailed illustration of one atomic activation event

was shown in the left-lower inset of Figure 1(a), where the
abscissa and the ordinate represent time (t) and the atomic
potential energy, respectively. It can be viewed as two con-
secutive basins intercepted from the atomic potential energy
curve. Points 1 and 2 represent two different neighboring
basins on the potential energy change curve of one atom,
where the energy at point 2 is higher than that at point 1,
whereas point 3 represents the transition state between them.
The whole activation event can be divided into two parts: the
activation stage from point 1 to 3 (step 1), and then the
relaxation stage from point 3 to 2 (step 2). We defined the
time for the atomic potential energy to complete the activa-
tion stage (step 1) and the relaxation stage (step 2) as activ

atom

and relax
atom, respectively. The energy changes after the com-

pletion of stages 1 and 2 were defined as Eactiv
atom and Erelax

atom,
respectively. At each temperature, based on the atomic po-
tential energy change curves obtained by Lammps software
(see Figure 1(c) and (d)), we collected all the intervals of
atomic activation events for all atoms and calculated the four
parameters based on our two-step classification. These four
parameters could describe the characteristics of one atomic
activation event, and their final values at each temperature
are the result of averaging a large amount of statistical data.
Detailed statistics and calculation procedures have been
presented in Supplementary Materials. Figure 1(b) shows the
variation of these four parameters in Cu50Zr50 liquid during
cooling. The energy (Eactiv

atom and Erelax
atom) decreases mono-

tonically with the lowering of the temperature, and the gap
between these two energies narrows. Meanwhile, the time
( activ

atom and relax
atom) increases monotonically with decreasing

temperature. The local activation event is a process of energy
elevation, and Eactiv

atom must be higher than Erelax
atom. Since the

atomic potential energy change is continuous, it is reasonable
to spend more time completing the activation stage than the
relaxation stage for one atom ( activ

atom> relax
atom).

The starting point of FAAM is essentially the same as the
hopping phenomenon in supercooled water [37], but our

study of atomic activation stops at the ballistic regime, the
essence of which is an adjustment of atomic positions within
the cage, as demonstrated subsequently. In addition, FAAM
can capture steps 1 and 2 of one atom over the whole tem-
perature range, which has a distinct advantage over the
classic “two-level system” model suitable only for the low-
temperature range [38]. A computational approach called the
activation-relaxation technique (ART) [39] has been widely
used to study the relaxation of continuous disordered sys-
tems and shows its successes [40]. There is also a similar
method known as the nudge elastic band (NEB) calculation
[41-43]. However, both methods (ART and NEB) target the
whole system and aim to find the minimum energy path
between different states of the system on the potential energy
surface. In contrast, FAAM in this work targets the fluctua-
tion feature of atomic potential energy to find its correlation
with system dynamics.

2.3 Analysis of the F-S transition

(1) The equilibrium viscosity of a glass-forming liquid can
be described by the Mauro-Yue-Ellison-Gupta-Allan
(MYEGA) [44] equation:

B
T

C
Tlg = lg + exp , (1)

where is the high-temperature viscosity limit [44,45], T is
the absolute temperature, and B and C are fitting parameters.
Combining eq. (1) with the definition of fragility

m T T= dlog
d( / )

T Tg = g

, mLT can be obtained by fitting the low-

temperature part of viscosity as:

m B
T

C
T

C
T= 1 + exp . (2)LT

g g g

The fragility from the high-temperature part of viscosity-
mHT also can be obtained by the same method. A parameter f
was proposed previously to measure the degree of F-S
transition by [16]

f m
m= . (3)LT

HT

(2) An extended MYEGA model has been proposed to
describe the viscosity changes in MGFLs exhibiting the F-S
transition [46]:

T W C
T W C

T

log = log + 1

exp + exp
, (4)10 10

1
1

2
2

where C1 and C2 correspond to the constraint onsets re-
flecting dynamic mechanisms at HT and LT, respectively,
and the fitted W1 and W2 parameters represent weight coef-
ficients. It has been found the fitting curves well fit the
viscosity of alloy liquids in the whole temperature range
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[11,16]. According to eq. (4), the temperature TF-S at which
the F-S transition occurs, is defined as follows [11]:

W C
T W C

Texp = exp .1
1

F-S
2

2

F-S

Then

T C C
W W= ln ln . (5)F-S

1 2

1 2

3 Results

3.1 F-S transition in Cu50Zr50 liquid

To describe the competition between activation and relaxa-

tion steps, we defined a time-related parameter, =atom relax
atom

activ
atom .

As a representative, the temperature dependence of atom for
Cu50Zr50 liquid calculated based on FAAM is shown in

Figure 2(a). atom ranges from 0.672 to 0.693 above Tg, in-
dicating that the activation stage always takes a longer time
than the relaxation stage, which is the characteristic of
atomic activation events. Interestingly, when atom and the
measured viscosity η are plotted in the same figure, the two
parameters have almost the same change trend in either the
HT or the LT regions approaching Tg. We also compare atom

and η at high temperatures determined by other methods [47-
50], showing a good match (Figure 2(b)). Here, atom is ob-
tained from the atomic activation event, while η represents
the macroscopic flow of the system. Even though the two
parameters have different units and magnitudes, an overlap is
seen in Figure 2(a), implying a connection between the mi-
croscopic thermodynamics and the macroscopic dynamics.
Moreover, when extrapolating by the MYEGA equation [44]
(eq. (1)) for both HT and LT liquids, a big gap between the
two fitting curves is present. It is seen that the value of atom

Figure 2 (Color online) (a) The comparison between atom and the experimental viscosity η for Cu50Zr50 liquid. The hollow black spheres and orange
squares represent the data obtained from FAAM and viscosity measurements, respectively. The black dash and short-dash curves represent the fragile and
strong dynamics of FAAM data, respectively. The orange dash and short-dash curves represent the fragile and strong dynamics of experimental viscosity,
respectively. Their intersections are the characteristic temperatures: TF-S

atom and TF-S (calculated according to eq. (5)). The error bars of
atom are derived from the

results after three independent calculations. (b) The comparison of atom with the viscosities at high temperatures of Cu50Zr50 liquid measured by microgravity
electromagnetic levitator ISS-EML (red squares), the ground-based electrostatic levitation (ESL) (purple diamonds), simulation MD results (blue triangles),
and the value predicted by the CFM model at 1473 K (green pentagram). (c) The

E
atom as a function of the Tg scaled temperature T for Cu50Zr50 liquid. The

yellow solid curves are the fittings of the MYEGA equation. Temperature dependence of (d) total atomic relaxation time total
atom, and (e) fictive system

relaxation time relax
sys . The solid lines in (d) and (e) denote the linear fitting and the Arrhenius fitting, respectively.
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extrapolated from the HT region to Tg (the dash-dotted blue
curve) is always smaller than the real values of atom at low
temperatures, and on the contrary, the value of atom by fitting
the data near Tg to the HT region (dash black curve from LT
part) is always larger than the real values of atom at high
temperatures. Considering the monotonic increase in both

activ
atom and relax

atom during cooling (Figure 1(b)), it suggests that,
at the atomic scale, the HT liquid behaves in activation
priority, and the LT liquid is in relaxation priority. In ac-
cordance with it, the atom values in the whole temperature
range are well described by an extendedMYEGAmodel [16]
(the solid curve), indicating a clear change from a fragile
behavior at the HT to the strong behavior at the LT, i.e., the
existence of the F-S transition in the intermediate region. The
crossover temperature of (1120±22) K (~1.52Tg) which is
named TF-S

atom here, can be calculated according to eq. (5).
TF-S

atom is higher than TF-S (1.36Tg) (calculated based on visc-
osity data) as shown in Figure 2(a), agreeing with a previous
study [18], where the embryo of F-S transition was suggested
to occur aboveTF-S. The F-S transition extent parameter fFAAM
is also determined to be 4.02, which is almost the same as
fexp=4.0 obtained from viscosity η measurements [11]. More
details about equations and parameters can be found in the
Methods part. Therefore, atom is a good parameter to re-
produce the F-S transition in Cu50Zr50 glass-forming liquid.
Likewise, the same feature is also reflected by the com-

petition between relaxation energy and activation energy in
atomic activation events. Figure 2(c) shows the change of

E
atom ( E

E=E
atom relax

atom

activ
atom) as a function of scaled temperature

Tg/T. A lower temperature leads to a smaller E
atom, which

hints that the activation stages become more difficult than the
relaxation stages for atoms. There is a crossover of the E

atom

changing tendency in a critical temperature range, marked as
gray area in Figure 2(c). The T T/E

atom
g relation cannot be

fitted by only one MYEGA equation (orange curves) in the
whole temperature range and it breaks at about (1149±53) K.
This break temperature range accords with the observed F-S
temperature TF-S

atom in Figure 2(a).
To further understand the role of atomic activation events

in the whole relaxation of systems upon cooling, the changes
of several characteristic times with temperature were sys-
tematically studied. Figure 2(d) shows the temperature de-
pendence of the total atomic relaxation time total

atom, which is
the sum of activ

atom and relax
atom in activation events. The inter-

section at ~1127 K, i.e., TF-S
atom, can also be obtained by lin-

early fitting its HT and LT data. Furthermore, the system
relaxation time sys was calculated from the self-inter-

mediate scattering function SISFs (see Figure S2). The
crossover temperature lies at 1300 K (often denoted by TA in
refs. [4,51,52]), much higher than TF-S

atom. Interestingly, when
we introduce a fictive system relaxation time

= ×relax
sys sys relax

atom

total
atom , relax

sys deviates from the Arrhenius fit at

TF-S
atom (Figure 2(e)). This means that the F-S transition in-

duced by limited atomic motions is shadowed by the dy-
namic behavior of the entire system, like β relaxation at the
embryonic stage that cannot be separated from α relaxation
in strong metallic glasses [53]. Such an assumption con-
cerning the F-S transition was previously proposed in Zr-
based metallic glass-forming liquid [18] and in a two-di-
mensional colloidal suspension [54], but here we offer a
clearer physical demonstration.

3.2 F-S transition in more liquids

It has been found that the strength of F-S transition is dif-
ferent for various MGFLs, and the fexp value can range from
1.4 to 8.2 [18]. In order to further prove the ability of FAAM
in predicting the F-S transition, we compare the changes of

atom and the experimental η with temperature in other nine
metallic glass-forming liquids, as shown in Figure 3. Similar
to Cu50Zr50, CuxZr100−x (x=48, 52, 54, 56, 58, 60) lies in the
composition interval where bulk metallic glasses can be
formed. In addition, Cu49Zr49Al2 also exhibits strong glass-
forming ability (GFA), and however, Fe80P20 alloy has poor
GFA. Due to the lack of the viscosity data of Fe80P20, the
detected viscosity of Fe74Mo4P10C7.5B2.5Si2 is used here as a
reference [55]. As shown in Figure 3, the change trends of

atom and viscosity are in good agreement in both HT and LT
temperature regions. Like the Cu50Zr50 in Figure 2(a), all
systems show a clear fragile-to-strong transition. By fitting
the atom with eq. (4), the TF-S

atom for every liquid is calculated,
listed in Table 1. It is seen that theTF-S

atom varies between 933.8
to 1339 K, and the TF-S varies from 904.87 to 1303 K. The Tg
dependence of TF-S

atom and TF-S for all liquids is plotted in
Figure 3(i). Although the Tg values from the simulation and
the experiment are different, TF-S

atom and TF-S are relatively
consistent. Especially, the fFAAM value is very close to fexp for
these alloys, as shown in Table 1. It further supports that atom

derived from FAAM is not only a dominant parameter de-
termining the F-S transition, but also could realize its
quantitative prediction, e.g., the viscosity change in deep
supercooled liquids and the strength parameter fexp. The
success of FAAM supported by Figures 2 and 3 hints at the
key role of the atomic activation events involved in the
fluctuation of atomic potential energy in predicting the dy-
namics of supercooled liquids.
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3.3 Comparisons between atomic activation and atomic
relaxation events

Further, we consider whether atomic relaxation events have a
similar capability of mimicking the F-S transition in super-
cooled liquids. We selected all the local relaxation events in
atomic potential energy curves for further analysis. The four
variables based on the two-stage division as depicted above

were calculated, as shown in Figure S3. Figure 4(a) shows
the change of activ

atom (representing atomic activation events,

the same as atom in Figure 2(a)) and relax
atom (equal to relax

atom

activ
atom in

atomic relaxation events) with temperature for Cu50Zr50 li-
quids. The values of them both remain constant at high
temperatures and then exhibit monotonic change. Different

Figure 3 (Color online) The comparison between atom and the viscosity η for (a) Cu48Zr52 liquid, (b) Cu52Zr48 liquid, (c) Cu54Zr46 liquid, (d) Cu56Zr44 liquid,
(e) Cu58Zr42 liquid, (f) Cu60Zr40 liquid, (g) Cu49Zr49Al2 liquid, and (h) Fe80P20 liquid. The hollow black spheres and orange squares represent the data from
FAAM and viscosity experiments [11,55,56], respectively. The red curve is the fitted curve using the extended MYEGA model. (i) Comparison of TF-S
obtained from experiments and FAAM calculations, respectively.

Table 1 The parameters of TF-S
atom , Tg, fFAAM in simulations, TF-S, fexp, and the crossover temperature of configurational entropy-Tc

Alloys Tg (K)(MD) TF-S (K) T T/F-S
atom

g TF-S
atom (K) Tc (K) fexp fFAAM

Cu48Zr52 707 921.06 1.365 964.9 1193 2.99 3.48

Cu50Zr50 730 915.24 1.534 1120 1190 4 4.02

Cu52Zr48 703 904.87 1.541 1083 1143 2.53 3.05

Cu54Zr46 723 957.52 1.614 1167 1152 3.2 3.32

Cu56Zr44 708 932.30 1.466 1038 1061 3.3 4.82

Cu58Zr42 718 961.16 1.300 933.8 1163 2.73 2.43

Cu60Zr40 733 956.39 1.725 1265 1080 3.1 5.53

Cu49Zr49Al2 740 1047 1.81 1339 1244 3.84 3.17

Fe80P20 840 1303.7 1.552 1304 1370 4.75 4.26
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from the increase of activ
atom upon cooling, relax

atom has a negative
relationship with temperature. However, if we count two
events simultaneously, we could find that the values of all

atom

(the average of activ
atom plus relax

atom) do not change at all, as shown
in Figure 4(b). During the relaxation of an equilibrium liquid,
we can snap these short-time activation and relaxation events
from the change in atomic potential energy due to the energy
fluctuations. However, as the thermodynamic equilibrium
exists, the activation and relaxation events as anti-processes
should be essentially complementary. Therefore, only con-
sidering the activation events of atoms is already enough to
represent all characteristics of the energy fluctuations. This
temperature-dependent fluctuation of atomic energy plays an
irreplaceable role in F-S transitions.

3.4 The changes of atomic environments

For atomic activation, the local environments around atoms
in statistics and then the first neighbors of atoms are crucial
to the anomalous energy change [22,57,58]. Here, we capture
the local environmental features around the atoms in acti-
vation events by quantifying the distance between the acti-
vated atom and its neighboring one. The scaled distance
distributions at five typical temperatures for Cu50Zr50 liquid
are shown in Figure 5(a)-(e). To check the interactive be-
havior of the neighboring atoms, we number neighbor atoms
from 1 to 12 by distance and put them on the x-axis in order.
The y-axis is the timesteps used during the activation pro-
cess. The color represents the distance between the activated
atom and the numbered neighbor atoms at a certain timestep.
The bluer the color is, the smaller the distance between the
activated atom and the neighbor atom, and vice versa. For
example, in Figure 5(a), at 1500 K, the color of the No. 8
neighbor atom changes from dark blue to light blue and fi-
nally to white with increased timesteps, meaning that this
atom first clings to the activated atom and then moves away.

The contour map in Figure 5 shows a scattered pattern at HT
(Figure 5(a)), and then becomes almost ordered around TF-S

atom

~1100 K (Figure 5(c)) and finally reaches a perfectly ordered
state when approaching Tg. This order change can be seen
from the distribution of the color shades in the figure. At Tg
(Figure 5(e)), two dash red lines can almost divide the map
into four-quadrant. Such a change tendency can be illustrated
by Figure 5(f), where yellow and other colored (gray and
blue) balls denote the activated atom and neighbor atoms,
respectively. At 1500 K, the neighbor atoms randomly move.
Some atoms (blue ball) move toward the activated atom,
while other atoms (grey ball) move away (see the jagged blue
and grey areas). When the temperature goes down to TF-S

atom

(~1100 K), atoms with similar moving directions appear on
the same side of the activated atom. The blue area enclosed
by blue atoms gradually becomes smaller as the timestep
increases, while the grey area enclosed by grey atoms gra-
dually becomes larger. A stable state can be seen at Tg
(730 K). The expansion or reduction of the area represents
the transfer of free volume around the activated atom. Figure
5(f) reflects the similar local cooperative motion around the
activated atom between TF-S

atom and Tg. Figure 5(g) shows the
fractional change in the number of coordination atoms
leaving or being replaced before and after the activation
event, which could compare the differences in the neigh-
boring atoms between the onset (the situation of① in Figure
1(a)) and the finish (the situation of ② in Figure 1(a)) of
local activation events. By it, we could evaluate the change
in atomic diffusion behavior with temperature. Upon cool-
ing, the distribution moves towards a smaller N value, in-
dicating that the free diffusion of atoms is gradually limited.
At 1500 K, neighboring atoms drastically displace and for-
eign atoms could come into the first shell, resulting in a
disordered motion (Figure 5(a) and (f)). Upon further cool-
ing, the diffusion of atoms begins to be restricted by its
surrounding environment, and the prominent performance is

Figure 4 (Color online) Temperature dependence of (a)
activ
atom and

relax
atom , (b)

all
atom during cooling for Cu50Zr50 liquid. The black hexagons and red spheres

represent the
activ
atom and

relax
atom calculated based on the atomic activation and relaxation events, respectively. The green pentagons denote the

all
atom value

calculated based on the above two events.
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the increase of small N (N=0). Especially, when the F-S
transition occurred at TF-S

atom (1100 K), the fraction of atoms
with a large N value (N≥3) exhibits a large drop to a small
value and then keeps unchanged, meaning that the long-
range movements of atoms nearly disappear. This result in-
dicates that the F-S transition is structurally determined by
the change of the diffusion mode of atoms upon cooling, due
to the local cooperative motion of the neighborhood atoms.

4 Discussion

The F-S transition strength depicted by f has been found to
negatively relate to the plasticity of bulk metallic glasses

(BMGs) [59]. Such correlation also has been suggested by
studies on the F-S transition, relaxation, and Poisson ratio
[18,60]. The present work shows that the F-S transition in
MGFLs can be reproduced by characterizing the behaviors
of atomic activation events. It enables us to make a quanti-
tative prediction of the F-S transition strength f by the
parameter atom. As a result, the parameter atom derived from
FAAM for various alloys will be a feasible method for in-
vestigating the dependence of mechanical properties of
BMGs on the dynamic behavior of liquids. Furthermore, a
clear local atomic evolution linked to the F-S transition has
been given in Figure 5. The F-S transition is a result of the
change in atomic diffusion mode associated with the dis-
order-order free volume transition in the liquid state. Al-

Figure 5 (Color online) Contour map showing the change of distance between the activated atom and its neighboring atoms at (a) 1500 K, (b) 1300 K, (c)
1100 K, (d) 900 K, (e) 730 K in the Cu50Zr50 system. (f) The spatial distribution of atoms in the first coordination of the activated atom and their projection on
the two-dimensional plane. The yellow ball represents an activated atom, while the gray and blue balls represent the neighboring atoms that are moving away
from and approaching the activated atom, respectively. (g) The fractional change in the number of coordination atoms leaving or being replaced before and
after the activation event.
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though the parameter atom provides the origin of the F-S
transition from the perspective of atomic motions, the driv-
ing force behind them remains unclear.
As the temperature drops, the atoms take more and more

time to complete the activation process (Figure 1). The
reason for this process may be the decrease in the number of
activated atoms during the cooling process. According to the
energy landscape theory (ELT) [3,61], there are numerous
accessible energy poles (energy barriers) and basins (in-
herent states) for a given material system. By using a similar
concept, atoms can be seen as hopping between different
basins in Figure 1(c) and (d). The curve of atomic potential
energy also can be viewed as the potential energy landscape
of every atom, i.e., the atomic potential energy landscape
(PEL). This atomic PEL, which is expressed in terms of the
evolution of the atomic potential energy with time, is in
nature different from the real PEL of the system. For the
latter, the system moves around in the basins dependent on
the external stimulus. However, the atomic potential energy
always fluctuates with time, and the fluctuation feature is
dependent on temperature only. Similar to the definition of
the system entropy Sc [62-65], We define the entropy Sact,c to
characterize the chaos of atomic activation events at different
temperatures. This entropy is here defined as Sact,c=

µ µsum( log )i i [66], where μi is the proportion of the ith types
of the atoms with different local environments in activation
events. Taking the atoms in a bcc crystal as an example, the
atoms at different positions have the same local environment,
so this entropy is zero. The more diverse the local environ-
ment of the atoms, the smaller the value of μi, and the larger
the value of Sact,c. The Voronoi tessellation method is an
appropriate way to characterize the atomic local environ-
ment, so here μi is defined as the proportion of the ith kind
Voronoi type of the activated atoms. As shown in Figure 6,
two turning points of temperature-dependent configuration
entropy for Cu50Zr50 liquid are present: one is at 1090 K, and
another is at 730 K (Tg). The change of enthalpy (H) is also
shown in the same figure for comparisons, with no obvious
turning. The first turning point for the Sact,c is very close to
the F-S transition temperatureTF-S

atom (~1120 K), implying that
the F-S transition is an entropy-driven process. During the
F-S transition, Sact,c diminishes more rapidly with a constant
slope until the glass transition occurs. This suggests that the
atoms in liquids change from a chaotic state to a more uni-
form state to prepare for the subsequent glass transition. This
may explain the experimental observation that a strong glass-
forming ability relates to a distinct F-S transition in MGFLs
[67]. In addition, the configuration entropy Sact,c changes
very slowly when the temperature drops below Tg. It is
possible for the configuration entropy Sact,c to approach a
finite, constant value as temperature T approaches a lower
temperature or zero. This suggests that a degenerate amor-

phous ground state may also exist at the atomic scale [68,69].
The configuration entropy can be linked to dynamics through
the Adam-Gibbs relation, which suggests that there is a
theoretical basis for explaining the F-S transition through
thermodynamics, and deserves further study. The Sact,c
change of other eight liquids with temperature was calcu-
lated (see Figure S4) and then the crossover temperature Tc at
the first turning points are all obtained (listed in Table 1).
Figure 7 shows the relationship between them with their
TF-S

atom. The data points for all liquids essentially fall on the
line (y=x), implying that TF-S

atom and Tc are closely connected.
Based on the above results, the intrinsic features of the F-S
transition have been established as shown in Figure 6. At HT,
the basin distribution is dense and the barrier height is larger
at high temperatures (according to Figure 1(b)), and hence,
the atoms involved in activation events have higher potential

Figure 6 (Color online) Connection map showing the entropy-driven F-S
transition. The hollow orange circles and blue triangles represent the en-
tropy Sact,c, and the enthalpy H, respectively. The insert in the lower left
corner is the schematic illustration of the atomic potential energy landscape
at HT and LT. The insert in the top right is the schematic illustration of the
free volume transition.

Figure 7 (Color online) The relationship between the F-S transition
temperature TF-S

atom and the transition temperature Tc of the configuration
entropy for all systems.
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energy with larger energy fluctuation and larger entropy
compared to LT. The unstable local environments around
atoms lead to the chaos of atom movements in the form of
free diffusion. During cooling, the basins distribute sparsely
and the activation barrier becomes lower, and the number of
atoms participating in activation decreases (Figure S5). At
TF-S

atom, the free diffusion of atoms changes to a confined
diffusion mode, and the changes in the free volume around
activated atoms begin to become ordered. It is the atomic
activation process exhibiting the sudden drop of the chaos of
atoms that contributes to the F-S transition.

5 Conclusion

In summary, the F-S transition was discovered by extracting
the finite atomic activation events on the atomic potential
energy curves. It was found that the dynamic properties of
liquid at both HT and LT can be mimicked in this way, and
then the characteristics of the F-S transition in liquids are
quantitatively predicted by the parameter atom. Furthermore,
the F-S transition is essentially caused by the self-adjusting
behavior in their positions within the cage upon cooling,
accompanied by a transition from disordered to ordered
atomic diffusion. By evaluating the degree of atomic acti-
vation chaos in the system, we identified the entropy-driven
feature of the F-S transition in supercooled liquids, which
was confirmed by the link between the F-S transition tem-
perature and the crossover temperature of configuration en-
tropy. The FAAM, as a representation of temperature-
dependent energy fluctuations, provides a new perspective to
understanding the liquid dynamics and the glass transition.
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