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Abstract Surrogate-assisted evolutionary algorithms (SAEAs) hold significant importance in resolving ex-

pensive optimization problems. Extensive efforts have been devoted to improving the efficiency of SAEAs

through the development of proficient model-assisted solution selection methods, which, however, first re-

quires generating high-quality solutions. The fundamental paradigm of evaluating a limited number of so-

lutions in each generation within SAEAs reduces the variance of adjacent populations, thereby affecting the

quality of offspring solutions. This is a frequently encountered issue yet receives little attention. To address

the issue, this paper presents a framework using unevaluated solutions to enhance the efficiency of SAEAs.

The surrogate model is employed to identify high-quality solutions for the direct generation of new solutions

without evaluation. To ensure dependable selection, we have introduced two tailored relation models to select

the optimal solution and the unevaluated population. A comprehensive experimental analysis is performed

on two test suites, which showcases the superiority of the relation model over regression and classification

models in the solution selection phase. Furthermore, the surrogate-selected unevaluated solutions with high

potential have been shown to enhance the efficiency of the algorithm significantly.

Keywords expensive optimization, unevaluated solutions, relation model, surrogate-assisted evolutionary

algorithm

1 Introduction

Valued for their global search capability and adaptability, evolutionary algorithms (EAs) are used ex-
tensively in various fields [1]. Despite the common assumption of a method to assess each solution’s
fitness, this often requires extensive computational resources or costly experiments, leading to expensive
optimization problems (EOPs) that pose significant challenges [2–4]. Addressing such practical limita-
tions, surrogate-assisted evolutionary algorithms (SAEAs) have gained prominence. By integrating the
robust global search of EAs with cost-effective surrogate model estimation, SAEAs have emerged as a
mainstream method for solving these resource-intensive problems [5]. The SAEA framework is shown
in Figure 1, with “reproduction operators” and “surrogate-assisted selection operators” being the pivot
around which the framework revolves. The “reproduction operators” generate innovative trial solutions,
thereby expanding the exploration of the search space. Concurrently, the “surrogate-assisted selection
operators” select prospective high-quality solutions strategically for real fitness evaluation. These two
operators alternate execution to drive the population toward the optimal solution region.

An important question is how the aforementioned two modules, “reproduction operators” and
“surrogate-assisted selection operators”, cooperate in SAEAs. Given the limited evaluation budget, the
choice of which solutions and how many to real evaluate will impact SAEAs’ preferences regarding explo-
ration and exploitation. Simultaneously, deciding which solutions to use as parent solutions for generating
new ones also dictates the SAEAs’ search direction. The answer to this issue depends on the algorithm’s
selection strategy, which can also be referred to as the model management strategy [2, 6]. There are two
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Figure 1 (Color online) Flowchart of SAEAs.

typical methods, “select N” and “select 1”. In “select N” [7, 8], a large number of trial solutions are
generated using the “reproduction operator”, which exceeds the population size (N). Then, a surrogate
model is used to select N solutions as offspring solutions for real evaluation. This methodology presents
the benefit of augmenting the number of superior solutions in each generation and allowing entry into
the following generation to promote population mobility. However, it aggravates the depletion of the
real function evaluation budget. In contrast, in the “select 1” method [9,10], the benefit is a noteworthy
reduction in the real evaluation budget. However, ideally, only one solution in the subsequent generation
populace will be altered. As a result, there is a possibility that the distribution of the population may
not be enriched substantially, and newly generated solutions may remain confined to the current search
area (in Subsection 2.4, a simple visualization experiment will confirm this) . The acquisition function is
used to balance the search preferences and improve the diversity of the population to a certain extent.
However, its ability to improve the current population distribution is limited. Therefore, when only one
solution is sampled, it is difficult for the new solution in the next generation to escape the current local
optimum.

The aforementioned “selectN” and “select 1” strategies both present unique advantages and challenges.
This prompts the question: can we devise a simple method that amalgamates the strengths of both “select
N” and “select 1” strategies? A method where, in the current population, the solution deemed best by the
surrogate model is real evaluated, and the external archive and surrogate model are updated accordingly.
At the same time, certain high-quality solutions identified by the model, without real evaluations, are
chosen to directly contribute to the generation of solutions for the following iteration. Even though these
solutions may not necessarily be optimal, their potential to surpass some of the parent solutions in quality
is plausible. Implementing such a method would not escalate the algorithm’s evaluation cost, but could
augment the population’s diversity and accelerate the algorithm’s progression towards the optimal region.

The successful implementation of the aforementioned proposal is contingent on a pivotal prerequisite of
dependable prediction results from surrogate models. A variety of regression [11,12] and classification [13,
14] models can be employed to ascertain solution quality [8]. Despite the significant contributions of
existing models, our goal in this paper is to develop surrogate models that are better aligned with the
specific needs of the problem at hand. Considering the accomplishments of widely used regression and
classification models, we believe there is still room to create even more reliable surrogate models. To that
end, we introduce the relation model, a new surrogate model variant that we previously proposed [8]. The
relation model diverges from traditional regression and classification models in its learning objective: it
does not target the quality of a single solution (as in regression-based models) or the category of a solution
(as in classification-based models), but rather the superiority relationship between two solutions. The
relation model exploits the comparative nature of EAs [15] and has demonstrated remarkable performance
in single-objective [8] and multi-objective problems [16–20].

In this study, we strive to customize the construction strategy of the relation model to fulfill the
framework’s demand for model selection accuracy given the requirement for potential quality solutions.
Therefore, we propose a dual relation models-assisted single-objective optimization (DRSO) algorithm
and design two methods for constructing relation models. These methods respectively select the optimal
solution (Qbest) and high-quality unevaluated solutions (Pu). We employ the estimation of distribution
algorithm (EDA) to study the population’s distribution information and generate offspring solutions.
While the strategy of using unevaluated solutions has been implemented for multi-objective optimiza-
tion [21], our current work specifically on designing a relation model for the selection of unevaluated
solutions in single-objective optimization instead of using a classifier. The main contributions of this
paper can be summarized as follows.

• Illumination of the issue of offspring quality degradation in SAEAs when only a single offspring per
generation is selected. In response, we propose a simple and universal method fueled by unevaluated
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solutions.
• Proposal of two methods for constructing relation models, known as the fitness-based and category-

based criteria. These methods leverage data relationships to construct surrogate models.
• Introduction of a novel strategy, based on the EDA, for generating solutions by integrating evaluated

and unevaluated solutions. The efficiency of this novel algorithm is validated on two test suites, high-
lighting both the effectiveness of the relation model and the significance of incorporating unevaluated
solutions.

The rest of the article unfolds as follows. Section 2 presents some preliminaries. Section 3 outlines
the unevaluated solutions driven SAEAs framework, covering the construction of the relation model and
the generation of trial solutions. Section 4 showcases an empirical evaluation of the proposed method
and compares it with other methods across two test suites. Finally, Section 5 provides a summary of the
paper and explores potential directions for future research.

2 Preliminaries

This section provides the preliminary knowledge related to this work. Subsection 2.1 presents the basic
concepts of EOPs. Subsection 2.2 introduces different strategies for offspring selection. Subsection 2.3
provides an overview of surrogate models, particularly focusing on relation models. Subsection 2.4 dis-
cusses the impact of population variance on the efficiency of SAEAs.

2.1 EOPs

An unconstrained minimization EOP can be formulated as follows:

min
x∈Ω

f(x), (1)

where x = (x1, . . . , xn)
T is a decision variable vector, Ω ∈ Rn defined the feasible region of the search

space. Given that f : Rn → R is the objective function, which is essentially a black-box due to the
difficulty in tracking its internal workings, optimization problems in real-world applications that involve
f(·) can be quite costly. In fact, the lack of a closed-form objective function and the expensive nature of
evaluating f(·) pose significant challenges to both numerical and heuristic optimization techniques that
are traditionally employed.

2.2 Offspring selection methods

The purpose of offspring selection is to guide population movement toward the optimal regions while
ensuring a certain level of diversity in the distribution. Depending on the offspring selection strategy,
representative studies in SAEAs can be categorized into three groups as follows:

• Select N . This strategy is employed during the iterative process of several algorithms such as
BCPS (binary classification based preselection strategy) [7], FCPS (fuzzy classification based preselection
strategy) [22], RCPS (relation classification based preselection strategy) [8], and SAMFEO (surrogate-
assisted and model-free evolutionary optimization) [23]. With the use of the reproduction operator, it
generates a significant number of trial solutions surpassing the population size (N). Following this, a
surrogate model is applied to select N solutions for real evaluation, creating the offspring solutions.

• Select 1. In every generation, only the top solution is chosen for real function evaluation and
preserved in an archive. Acquisition functions [24] are employed to enhance the exploratory capability of
the algorithm. Specifically, GPEME (Gaussian process surrogate model assisted evolutionary algorithm
for medium-scale computationally expensive optimization problems) [9] and SADE-Sammon (surrogate
assisted differential evolution) [10] utilize the lower confidence bound (LCB) [25] to guide the search, EGO
(efficient global optimization) [26] adopts the expected improvement (EI) method [27], and SA-EDA [28]
integrates multiple acquisition strategies using the GP-Hedge method [29] to enhance the robustness of
the selection.

• Others. Customized approaches have been proposed in SAMSO (surrogate-assisted multiswarm
optimization) [30] and SACOSO (surrogate-assisted cooperative swarm optimization algorithm) [11],
where multi-particle swarm is utilized to increase diversity through mutual interactions between swarm.
In CA-LLSO (classifier-assisted level-based learning swarm optimizer) [31] and DFC-MOEA (dual fuzzy
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classifier-based surrogate model-MOEA) [21], a hierarchical strategy is employed for solution selection. In
addition, CA-LLSO enhances population diversity by introducing random solutions, while DFC-MOEA
selects solutions with medium membership degrees using a classifier.

Each of the aforementioned methods has its advantages, with the core consideration being the balance
of interests under a limited computation budget of EOPs.

2.3 Surrogate model

In SAEAs, surrogate models typically fall into two main categories [8]: regression and classification mod-
els. In regression-based SAEAs, the original function is replaced with a curve fitting the data points’
distribution. Examples of such models include polynomial regression [32], radial basis function (RBF) net-
works [11], and Gaussian processes (GPs) [12]. Classification-based SAEAs, on the other hand, label
solutions based on their quality, using models such as support vector machines (SVM) [13], artificial
neural networks (ANN) [14], and fuzzy K-nearest neighbor (KNN) [33].

A newer category in SAEAs is relation learning [8, 16–19], where the model is trained on the rela-
tionships between solutions, as opposed to using a single solution in regression or classification-based
SAEAs. This approach shows promise in single-objective optimization, as it leverages the superiority and
inferiority relationships between solutions for pre-selection operations on offspring solutions, resulting
in improved performance [8]. In multi-objective optimization, methods like REMO (relation-based se-
lection for evolutionary multi-objective problem) [16] and CREMO (convolutional neural network based
REMO) [18] use a penalty-based boundary intersection (PBI) [34] approach to categorize solutions in
the multi-objective space. A relation dataset is constructed based on the belonging relationship between
samples, and a neural network is trained to learn the sample features. This process has proven effec-
tive in creating reliable surrogates for both continuous and discrete optimization problems. Methods
like θ-DEA-DP (an algorithm combines θ-DEA with dominance prediction-based surrogate) [19] directly
apply the dominance relationship as the relationship definition for solutions, focusing on the dominance
relationship learning and prediction.

Previous studies have demonstrated the advantages of using relation models in SAEAs. The construc-
tion of the relation model can generally be divided into three steps: data preparation, model training,
and model usage. In data preparation, a certain criterion is used to construct relationship samples,
D = (〈xi,xj〉, l)|xi,xj ∈ P , where 〈xi,xj〉 is a feature vector composed of each pair of solutions, and l

is the label of 〈xi,xj〉. Machine learning methods are then used to learn from the relation data, and a
prediction method based on the relation model is designed to select solutions. In this work, we address
the specific needs of selecting the best solution (Qbest) and high-quality unevaluated solutions (Pu) and
propose new methods for constructing relationship models.

2.4 Impact of variance among adjacent generations’ populations

When confronted with the EOPmentioned in (1), it is expedient to solely evaluate the optimum solution in
order to conserve the evaluation budget. However, this paradigm precipitates a decline in inter-population
variance, thereby engendering new solutions in the subsequent iteration that are constrained within the
present search region, culminating in a low-effectiveness predicament in the algorithm. Figure 2 presents a
visual representation of the results obtained from five successive generations of search on a 2-dimensional
Ellipsoid function [9] using the genetic algorithm (GA) [35]. The first row shows the selection of N

solutions per generation, whereas the second row illustrates the selection of only the optimal solution for
the next generation. The outcomes indicate that utilizing a single solution to update the population can
lower the search efficiency of the original GA algorithm. This is because selecting only the best solution
can result in a loss of diversity in the population and hinder the exploration of the search space.

Additionally, we carried out 30 independent runs utilizing GA, differential evolutionary (DE) [36], and
EDA [37] (three fundamental EAs) on LZG test suite [9]. According to the experimental results shown in
Table 1 and analyzed using the Wilcoxon rank sum test [38], selecting a single solution leads to a decrease
in all algorithms’ performance. It can be seen from this that the problem of performance degradation
caused by selecting only the optimal solution is commonly present in various EAs.

The aforementioned toy studies demonstrate that a decrease in inter-population variance can lead to a
decline in the performance of some fundamental algorithm operators. Therefore, adding some unevaluated
solutions to supplement diversity can be a direct and simple method to improve the performance of the
SAEAs algorithm.
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Figure 2 (Color online) Distribution of the population during continuous evolution.

Table 1 Statistics of the mean and standard deviation results obtained by GA, DE, and EDA on LZG test suite with n = 20

Algorithm Method Ellipsoid Rosenbrock Ackley Griewank

GA
Select N 3.97e−01(1.37e−01) 5.17e+01(2.68e+01) 2.25e+00(3.57e−01) 1.01e+00(1.79e−03)

Select 1 1.45e+01(7.57e+00)(−) 9.27e+01(4.01e+01)(−) 8.33e+00(2.84e+00)(−) 1.22e+00(1.02e−01)(−)

DE
Select N 2.64e−01(8.02e−02) 3.36e+01(1.51e+01) 2.60e+00(4.07e−01) 1.01e+00(2.39e−03)

Select 1 3.27e+01(2.50e+01)(−) 1.29e+02(4.92e+01)(−) 9.42e+00(1.61e+00)(−) 1.57e+00(3.91e−01)(−)

EDA
Select N 4.62e−02(7.29e−02) 1.92e+01(3.08e+00) 3.69e−01(6.46e−01) 9.61e−01(1.27e−02)

Select 1 1.00e+01(2.82e+00)(−) 5.72e+01(1.18e+01)(−) 7.31e+00(5.81e−01)(−) 1.21e+00(4.18e−02)(−)

3 Proposed method

In this section, we begin by introducing a basic framework for surrogate-assisted selection and unevaluated
solution driven reproduction. Then, we will present two innovative approaches for constructing relation
models. Finally, we will provide a detailed explanation of the reproduction process within this framework.

3.1 Main framework

Algorithm 1 presents a basic framework put forward in this article, comprising surrogate-assisted selection
and unevaluated solution driven reproduction. The specifics are succinctly summarized as follows.

Algorithm 1 Main framework

Input: N (population size), FEmax (maximum number of FEs), α (size of training data set).

Ouput: Abest (the optimum solution).

1: Pe ← Initialization(N); /* initialize population*/

2: A ← Pe; /* update archive */

3: fes← N ; /* update evaluation counter */

4: Pu ← ∅; /* initialize an empty set */

5: while fes 6 FEmax do

6: Q← Reproduction(Pe,Pu, N); /* generate new solutions */

7: M← Training(A1:α); /* train surrogate model */

8: [Qbest,Pu]← SA selection(Q,M); /* surrogate-assisted selection */

9: A ← A∪ Evaluation(Qbest); /* evaluate new solution and update archive */

10: Pe ← A1:N ; /* update population */

11: fes← fes + 1; /* update evaluation counter */

12: end while

• Initialization (lines 1–4). A set of N initial solutions are sampled from Πn
i=1 [ai, bi] by means of

the Latin hypercube sampling method (LHS) [39], with each of these solutions undergoing an evaluation
by the real function and subsequently being stored in the archive A. The fitness evaluation count of
these evaluations, denoted by the fes, is updated accordingly. Eventually, an empty set Pu needs to be
initialized to store the unevaluated solutions selected by the surrogate model in the subsequent steps.

• Stop condition (line 5). The algorithm halts once the fes surpasses the designated maximum
number of evaluations (FEmax).
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• Generate new solutions (line 6). Based on the current evaluated population Pe and unevaluated
population Pu, an offspring population Q containing N individuals is generated utilizing various heuristic
operators, such as DE, GA, EDA, among others. In this study, an approach combining a variable-width
histogram (VWH) model and local search will be employed to generate new solutions [37].

• Train surrogate model (line 7). Selecting the optimal α solutions from archive A, surrogate
models will be trained. In this work, two customized methods for constructing relation models will be
provided.

• Surrogate-assisted selection (line 8). The surrogate model is utilized to evaluate the solutions
in the offspring population Q, with the optimal solution being selected as Qbest. A portion of the high-
quality solutions in Q will be selected as unevaluated solutions, restored in Pu.

• Update archive (line 9). The solution Qbest will be evaluated by the real objective function and
saved in archive A.

• Select solution for next generation (line 10). N evaluated solutions are selected from the
archive A based on their objective function values to constitute the population Pe.

• Update the counter (line 11). Since only one solution, Qbest, undergoes real evaluation during
each iteration, fes is incremented by one.

In order to facilitate the model-assisted selection (line 8), it is necessary to devise surrogate models
that can accurately select the optimal solution Qbest from Q, as well as identify a subset of potentially
good solutions that have not been evaluated but meet a certain threshold to form Pu. Additionally, we
need to design a method to generate offspring solutions using these unevaluated solutions. Therefore, in
the following sections, we will provide a detailed description of the design of the surrogate model and the
generation of new solutions.

3.2 Relation model

This subsection proposes two relation-basedmethods for constructing surrogate models, which are referred
to as the fitness-based criterion (C1) and the category-based criterion (C2), respectively, and are used
for two specific applications. The C1 criterion is used for selecting Qbest, while the C2 criterion is used
for selecting Pu. Each model consists of three components: data preparation, model training, and model
usage. The following sections will provide a detailed description of the implementation details of each
component.

3.2.1 Data preparation

Data preparation refers to how to construct relation pairs from the original training data D. We have
designed two data construction methods for C1 and C2 criteria.

• Fitness-based criterion (C1). To determine the superiority or inferiority between any given pairs of
relations 〈xi, xj〉, their corresponding fitness values (i.e., objective function values) are used as a pivotal
criterion. This allows for the assignment of a label to each pair. The process is elaborated in Algorithm 2,
which generates a labeled training dataset Dr consisting of two classes. Here, α denotes the total number
of elements present in the dataset D.

Algorithm 2 Data preparation in fitness criterion (C1)

Input: D = {(x1, f(x1)), . . . , (x1, f(xα))} (training data).

Ouput: Dr = {(〈xi,xj〉, l)|i, j ∈ [1, α], l ∈ [−1,+1]} (relation data).

1: Dr ← {(〈xi,xj〉, l)|xi,xj ∈ P, i 6= j}, where the label l is assigned as follows:

l(〈xi,xj〉) =

{

+1, f(xi) < f(xj),

−1, f(xj) > f(xi).

• Category-based criterion (C2). First, a threshold is set based on the distribution of fitness values in
the current population. Then, according to the comparison between the solution in D and the threshold,
they are classified into different categories (Xgood and Xbad). Finally, labels are assigned to the relation
pairs 〈xi,xj〉 based on the categories that make up the solution for the pairs. The specific details are
shown in Algorithm 3. In lines 1 and 2, based on the classification threshold t, the t top solutions in the
data set D are selected as Xgood samples according to their fitness values from best to worst. while the
rest are assigned as Xbad samples. In line 3, the relation pair 〈xi,xj〉 is assigned a label according to the
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categories to which they belong. Since t is not necessarily equal to 50%, the labels of the pairs in dataset
Dr may not be balanced. To address this, we have further implemented the balancing strategy (line 4)
proposed in [16].

Algorithm 3 Data preparation in category criterion (C2)

Input: D = {(x1, f(x1)), . . . , (x1, f(xα))} (training data), t (classification threshold).

Ouput: Dr = {(〈xi,xj〉, l)|i, j ∈ [1, α], l ∈ [−1, 0,+1]} (relation data).

1: Xgood ← x ∈ DTop(t);

2: Xbad ← x ∈ D ∧ x /∈ DTop(t);

3: Dr ← {(〈xi,xj〉, l)|xi,xj ∈ P, i 6= j}, where the label l is assigned as follows:

l(〈xi,xj〉) =























+1, xi ∈ Xgood, xj ∈ Xbad,

−1, xi ∈ Xbad, xj ∈ Xgood,

+0, xi ∈ Xgood, xj ∈ Xgood,

−0, xi ∈ Xbad, xj ∈ Xbad;

4: Dr ← LabelBalanced(Dr).

The label balancing strategy is described as follows. Let L(+1), L(−1), L(+0), and L(−0) represent the
sets of pairs labeled as “+1”, “−1”, “+0”, and “−0” respectively. The symbol | · | denotes the cardinality
of a set. It is apparent that |L(+1)| = |L(−1)|, and (|L(+0)|+ |L(−0)|) > |L(+1)|. In order to balance
the training data sets, certain points from L(+0)∪ L(−0) must be removed. Let |L(+1)| = |L(−1)| = θ.
There exist three situations.

• If |L(+0)| > 0.5θ and |L(−0)| > 0.5θ, 0.5θ points are arbitrarily retained from both L(+0) and
L(−0).

• If |L(+0)| > 0.5θ and |L(−0)| < 0.5θ, L(−0) is retained, and θ− |L(0)| points are randomly selected
from L(+0).

• If |L(+0)| < 0.5θ and |L(−0)| > 0.5θ, L(+0) is retained, and θ−|L(+0)| points are randomly selected
from L(0). By following this method, the three training data sets all have a size of θ.

After employing two data preparation strategies and customizing the training data based on the C1
and C2 criteria, we have generated a 2-class dataset for Dr using the C1 strategy and a 3-class dataset
using the C2 strategy. In the following section, we will introduce the model training process.

3.2.2 Model training

Extreme gradient boosting (XGBoost) [40] is a machine learning algorithm that is widely used in various
data-driven applications. XGBoost is based on the concept of gradient boosting, where weak models are
combined to create a strong model. In this work, XGBoost was used to learn the data features of Dr.

The relation pair samples 〈xi,xj〉 are the data features of Dr, and the label l indicates the relationship
between two solutions in a set of pairs. The model M is trained using the XGBoost algorithm, as follows:

l = M(〈xi,xj〉). (2)

In line 7 of Algorithm 1, two models need to be trained for the two criteria, hence we differentiate them as
M1 and M2. The next step is to explain how to select the potential solutions based on the two models.

3.2.3 Model usage

For selecting appropriate solutions based on the two models M1 and M2, we propose two different model
usage strategies, corresponding to the selection of the Qbest and Pu. Specifically, we adopt the basic idea
of “voting-scoring” used in previous studies [16] and redesign the rules for its implementation.

The term “vote” pertains to the prediction process of labeling 〈u,x〉 and 〈x,u〉, where an unknown
solution u and an evaluated solution x are combined. This procedure can be regarded as an assessment
of the unknown solution’s quality based on the quality of the known solution x. As such, we refer to
this process as a “voting” mechanism. The “score” is determined based on the voting outcomes of all
solutions x in the training dataset D, and a specific rule is employed for statistical analysis. The rule’s
configuration necessitates consideration of the position between x and u, as well as x’s fitness or category.
Next, we will introduce the “vote-score” strategies that are devised based on the C1 and C2 criteria.
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• Fitness-based criterion (C1). For a newly generated solution u ∈ Q, it combines all the evaluated
solutions x ∈ D. Based on the positions of the two solutions, two sets of relation pairs can be obtained,
e.g., 〈x,u〉 and 〈u,x〉. Thus, utilizing (3), two sets of predicted outcomes, lI and lII, can be derived.

lI = {M1(〈x,u〉),x ∈ X},

lII = {M1(〈u,x〉),x ∈ X}.
(3)

The scoring rules are defined by

S1(u) = c(lII+1) + c(lI−1)− c(lI+1)− c(lII−1). (4)

Here, the function c(·) returns the cardinality of elements present in the input set. The subscript of l
denotes the labels of the relation pairs that constitute the current subset. For example, lI+1 denotes a
set that encompasses all elements in the set lI whose predicted label equals +1. The quality of solution
u can be assessed by utilizing (4), where a higher value indicates the superior quality of u. Under the
C1 criterion, the ultimate learning outcome can be perceived as a regression process for the original data
distribution.

• Category-based criterion (C2). Under the C2 criterion, the “voting” rule is formulated as (5). As x
possesses a categorical attribute (“good”, “bad”), the voting outcomes are classified into four categories
based on the position and category of x. The relation model M2 forecasts the outcomes of the four
groups of relation pairs, denoted by set lI, lII, lIII, and lIV, respectively.

lI = {M2(〈x,u〉),x ∈ Xgood},

lII = {M2(〈u,x〉),x ∈ Xgood},

lIII = {M2(〈x,u〉),x ∈ Xbad},

lIV = {M2(〈u,x〉),x ∈ Xbad}.

(5)

The scoring rules are defined by

S2(u) =
1

|X|
× (c(lII+1) + c(lIV+1) + c(lI0) + c(lII0 ) + c(lI−1) + c(lIII−1)

− c(lI+1)− c(lIII+1)− c(lIII0 )− c(lIV0 )− c(lII−1)− c(lIV−1)). (6)

In (6), the symbolism is similar to that of (4), but with a focus on the processing of the “0” label.
According to the definition of relation pairs in the C2 criterion (Algorithm 3), the “0” label indicates
that the two solutions in the pair belong to the same category. Therefore, based on the category of x, the
contribution to the scoring can be determined. For instance, lII+1 denotes the prediction result of 〈u,x〉
as “+1”, indicating that u is considered better than x. As a result, the score c(lII+1) has a positive impact
on the quality of S2(·). S2(·) can be scaled to [−1,+1] by multiplying it with 1

|X| . When S2(u) > 0, it

indicates that the relation model considers the current solution u to be in the “good” category, whereas
when S2(u) < 0, it indicates that the relation model considers the current solution u to be in the “bad”
category. Moreover, the larger the |S2(u)| value, the greater the likelihood of belonging to either of
the two categories. Under the C2 criterion, the final learning outcome can be viewed as a classification
process for the original data distribution.

After processing the features of the original training data (data preparation) and training the models,
we obtain two models M1 and M2 based on the relation of the solutions. These models can be used to
select solutions in line 8 of Algorithm 1. Specifically, each solution in the offspring population Q will be
predicted by M1 and M2, and then based on the C1 criterion, the solution with the maximum S1 value
will be selected as Qbest, and based on the C2 criterion, all solutions that satisfy S2 > 0 will be selected
as the Pu population.

3.3 Reproduction

This work employs the EDA/LS, proposed by Zhou et al. [37], as the fundamental method for generating
new solutions, while incorporating information from the unevaluated solutions in population Pu to gen-
erate offspring population Q. The EDA/LS algorithm includes two key operators, namely the VWH and
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Figure 3 (Color online) Illustration of the VWH model for population on (a) early and (b) late search stages.

the local search method that combines global statistical information with individual location information
to improve the performance of an EDA. First, a brief introduction to the VWH is presented, followed by
an explanation of the local search method. Finally, the method for integrating unevaluated solutions to
generate offspring population Q is described.

3.3.1 VWH model

An EDA is an EA variant that uses a probabilistic model to guide the search toward promising regions
of the search space. It replaces traditional crossover or mutation operators with this model. A specific
type, VWH [37], assumes no cross-dimensional correlations and uses a histogram model to track the
population distribution. VWH emphasizes promising areas, reducing probabilities in other regions to
prevent premature convergence, making it ideal for enhancing convergence in EOPs.

Figure 3 illustrates the process of VWH. For the j-th variable, the search space [aj , bj ] is partitioned
into M bins, where the M − 2 bins in the middle correspond to the regions with solutions in the current
population P . The values of the bins are determined by the number of solutions in each bin’s interval,
while the first and the last bins are assigned a lower value. To generate a new solution, a bin is randomly
selected based on its value, and then a uniform random value is sampled from the selected bin’s interval as
the value of the new solution for the j-th variable. This process is repeated n times to obtain a complete
solution in the probability model VWH. By repeating this process N times, N offspring solutions are
generated. For details on the modeling and sampling process, please refer to [37]. It is worth noting that
the modeling and sampling stages of VWH only use the distribution information in the decision space,
making it suitable to incorporate unevaluated solutions to update VWH.

3.3.2 Local search

In order to compensate for the lack of local solution information, EDA/LS [37] proposes incorporating
the results of local search into the offspring generated by the VWH model, given that the EDA model
only uses the global information of the population to generate new solutions. In particular, a local model
is constructed based on some of the best solutions from the current population P , which is then utilized
to generate a portion of the new solutions. Afterward, these solutions are randomly combined with the
solutions sampled from VWH to form the final offspring population Q. For more details, please refer
to EDA/LS. Only the evaluated solutions are used for local search in this work, as they are driven by
objective values.

3.3.3 Unevaluated solutions driven reproduction

In each iteration, the process of generating the offspring population, using a combination of VWH and
local search with both Pe and Pu, will be executed according to the flowchart illustrated in Figure 4.

The two populations, one consisting of evaluated solutions and the other consisting of unevaluated
solutions, will be merged and modeled using the VWH model to capture their distribution. The resulting
distribution will be sampled to generate a new population. Since the VWH only utilizes information
about the search space, whether a solution has been evaluated or not does not affect the operation of the
model. The local search method only uses the population Pe to generate a new population, which is then
randomly merged with the new population generated by the VWH model to obtain the final offspring
population Q. The implementation details and parameter settings of the VWH model, as well as the
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local search method and the ratio for merging the two temporary populations, will be set to the default
values specified in EDA/LS [37].

4 Experimental study

In this section, we will evaluate the performance of the proposed algorithm and the relation model through
comprehensive numerical experiments. Specifically, these experiments encompass comparative studies,
ablation studies, and further analyses of the relation model and unevaluated solutions.

4.1 Experimental settings

4.1.1 Test suites

In the empirical study, we utilized two well-known test suites. The first test suite, LZG [9], consists of
four test functions: Ellipsoid, Rosenbrock, Ackley, and Griewank. These functions exhibit a range of
landscapes, including unimodal, gully, and multi-modal. The second test suite used was the YLL test
suite [41], which contains functions F1 through F4 with unimodal landscapes, and F5, F8 through F13
with multimodal landscapes. Function F6 has a step landscape, while function F7 has random noise.
We evaluated the problems in both test suites in dimensions n = 20 for small-scale and n = 50 for
median-scale.

4.1.2 Algorithms in study

For the empirical study, seven algorithms have been selected, namely CMA-ES (covariance matrix adapta-
tion evolution strategy) [42], FCPS-CoDE (fuzzy classification based preselection for CoDE) [33], EDA/LS
(an estimation of distribution algorithm with cheap and expensive local search) [37], SAMSO [30], Skopt1),
GPEME [9], and DRSO. These algorithms can be classified into three categories.

• Basic EAs. CMA-ES and EDA/LS are two generic EAs, not explicitly tailored for expensive opti-
mization.

• Bayesian optimization. Skopt is an effective global optimization algorithm that operates within the
Bayesian optimization framework. It employs GPs as the surrogate model.

• Surrogate-assisted EAs. FCPS-CoDE utilizes a fuzzy KNN-based classification model for evaluating
candidate solutions. GPEME employs GPs for the evaluation of candidate solutions. SAMSO is a
surrogate-assisted PSO algorithm that incorporates RBFs. DRSO is a dual relation models-assisted
EDA that incorporates unevaluated solutions to generate new candidate solutions which are proposed in
this work.

Due to the high computational complexity of GPs in high-dimensional spaces, GPEME and Skopt were
only compared in the experiments for n = 20.

1) https://github.com/scikit-optimize/scikit-optimize.

https://github.com/scikit-optimize/scikit-optimize
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Table 2 Statistics of mean and standard deviation results obtained by seven comparison algorithms on LZG and YLL test suites

with n = 20a)

Problem p-value CMA-ES FCPS-CoDE EDA/LS Skopt GPEME SAMSO DRSO

Ellipsoid 1.80e−33
1.50e+02[7](−) 1.30e+02[6](−) 7.17e+01[5](−) 5.52e−02[1](+) 3.20e−01[2](+) 1.87e+01[4](≈) 6.17e+00[3]

(4.25e+01) (3.13e+01) (1.56e+01) (1.91e−02) (1.77e−01) (2.52e+01) (4.57e+00)

Rosenbrock 4.94e−32
3.03e+02[6](−) 3.22e+02[7](−) 2.37e+02[5](−) 5.22e+01[2](+) 1.27e+02[4](−) 3.57e+01[1](+) 1.02e+02[3]

(7.50e+01) (1.05e+02) (4.02e+01) (1.21e+01) (4.32e+01) (2.47e+01) (2.94e+01)

Ackley 2.45e−34
1.59e+01[6](−) 1.48e+01[5](−) 1.33e+01[4](−) 7.16e+00[3](−) 3.77e+00[1](+) 1.83e+01[7](−) 6.08e+00[2]

(1.28e+00) (1.00e+00) (7.37e−01) (3.27e−01) (5.52e−01) (1.33e+00) (1.05e+00)

Griewank 6.07e−34
5.09e+01[6](−) 5.46e+01[7](−) 2.96e+01[5](−) 1.02e+00[1](+) 1.17e+00[2](+) 2.06e+01[4](−) 3.08e+00[3]

(1.06e+01) (1.33e+01) (7.62e+00) (1.52e−02) (8.76e−02) (1.33e+01) (1.54e+00)

YLLF01 1.12e−34
6.32e+03[7](−) 5.37e+03[6](−) 3.17e+03[5](−) 2.07e+00[1](+) 1.67e+01[2](+) 6.73e+02[4](−) 2.47e+02[3]

(1.98e+03) (1.86e+03) (5.92e+02) (1.36e+00) (1.09e+01) (6.43e+02) (1.37e+02)

YLLF02 6.34e−26
1.15e+02[6](−) 2.41e+01[3](−) 2.67e+01[4](−) −4.30e+18[1](≈) 5.03e+02[7](−) 3.27e+01[5](−) 4.06e+00[2]

(2.20e+02) (3.67e+00) (3.93e+00) (3.55e+18) (1.04e+03) (1.72e+01) (1.60e+00)

YLLF03 9.88e−23
2.09e+04[5](−) 1.26e+04[2](+) 2.32e+04[6](−) 5.79e+03[1](+) 2.99e+04[7](−) 1.71e+04[4](≈) 1.53e+04[3]

(5.68e+03) (3.48e+03) (4.21e+03) (2.57e+03) (6.03e+03) (1.38e+04) (3.94e+03)

YLLF04 5.24e−23
4.03e+01[5](−) 4.17e+01[6](−) 3.28e+01[4](−) 2.58e+01[1](≈) 3.09e+01[3](−) 7.06e+01[7](−) 2.62e+01[2]

(1.25e+01) (6.55e+00) (3.26e+00) (1.12e+01) (8.94e+00) (7.40e+00) (7.99e+00)

YLLF05 4.69e−31
3.11e+06[6](−) 4.71e+06[7](−) 1.13e+06[5](−) 1.65e+05[3](−) 3.05e+05[4](−) 1.12e+05[2](−) 6.52e+04[1]

(1.43e+06) (2.84e+06) (5.76e+05) (7.14e+04) (1.60e+05) (8.27e+04) (8.91e+04)

YLLF06 1.00e−34
5.79e+03[6](−) 6.26e+03[7](−) 3.20e+03[5](−) 2.17e+00[1](+) 2.32e+01[2](+) 8.59e+02[4](−) 2.48e+02[3]

(1.20e+03) (1.28e+03) (5.04e+02) (1.49e+00) (1.06e+01) (1.24e+03) (1.42e+02)

YLLF07 3.93e−28
1.62e+00[6](−) 2.09e+00[7](−) 6.67e−01[5](−) 2.39e−01[2](≈) 2.90e−01[3](−) 3.23e−01[4](−) 2.18e−01[1]

(6.91e−01) (9.17e−01) (2.75e−01) (9.54e−02) (9.39e−02) (1.56e−01) (1.16e−01)

YLLF08 9.82e−28
5.71e+03[7](−) 5.52e+03[5](−) 4.66e+03[2](−) 4.96e+03[4](−) 4.70e+03[3](−) 5.67e+03[6](−) 2.01e+03[1]

(3.16e+02) (2.88e+02) (3.32e+02) (2.73e+02) (7.05e+02) (2.83e+02) (4.13e+02)

YLLF09 6.18e−23
1.84e+02[7](−) 1.02e+02[2](≈) 1.57e+02[5](−) 1.65e+02[6](−) 1.34e+02[4](−) 1.16e+02[3](≈) 9.53e+01[1]

(2.29e+01) (2.09e+01) (1.31e+01) (1.68e+01) (2.06e+01) (5.14e+01) (1.72e+01)

YLLF10 3.13e−33
1.61e+01[6](−) 1.45e+01[5](−) 1.33e+01[4](−) 2.10e+00[3](−) 1.23e+00[1](+) 1.99e+01[7](−) 1.52e+00[2]

(1.90e+00) (1.34e+00) (9.54e−01) (3.09e−01) (5.35e−01) (2.80e−01) (5.08e−01)

YLLF11 3.14e−32
5.48e+01[7](−) 4.90e+01[6](−) 3.14e+01[5](−) 1.01e+00[1](+) 1.17e+00[2](+) 2.98e+01[4](−) 3.28e+00[3]

(1.16e+01) (1.24e+01) (7.17e+00) (1.63e−02) (9.31e−02) (2.00e+01) (1.53e+00)

YLLF12 3.75e−27
6.01e+05[6](−) 2.46e+06[7](−) 6.09e+04[3](−) 1.73e+05[4](−) 4.29e+05[5](−) 1.23e+02[2](−) 3.38e+01[1]

(7.89e+05) (3.04e+06) (8.76e+04) (3.15e+05) (5.69e+05) (5.49e+02) (3.65e+01)

YLLF13 3.80e−34
5.47e+06[3](+) 1.08e+07[4](+) 1.10e+06[2](+) 2.83e+10[6](−) 4.76e+10[7](−) 6.82e+04[1](+) 7.79e+09[5]

(2.96e+06) (8.07e+06) (5.84e+05) (1.12e+10) (3.08e+10) (1.94e+05) (1.31e+10)

Mean rank 6.00 5.41 4.35 2.41 3.47 4.06 2.29

+ / − / ≈ 1/16/0 2/14/1 1/16/0 7/7/3 7/10/0 2/12/3 0/0/0

a) The optimal mean value of each row in the table will be highlighted in bold.

4.1.3 Parameters setting

To ensure a fair comparison in the empirical study, we employ the recommended parameters specified in
the original literature for each algorithm2). The specifics of these parameters are outlined below.

• Termination condition. The maximum number of function evaluations (FEmax) is employed as the
termination condition, set at 500 for all instances.

• Population size. Set N = 30 for CMA-ES, EDA/LS, and FCPS-CoDE, Set N = 40 for SAMSO (de-
fault set in PlatEMO [43]). Set N = 50 for GPEME and DRSO.

• DRSO employs t = 50% for the C2 criterion to choose Pu.
• Parameters of compared algorithms: default setting according to the original version.
Each algorithm is executed on each test instance for 30 independent runs to account for randomness.

The initial step involves evaluating the independence of the results generated by the algorithms for each
test instance using the Friedman test [44]. The Wilcoxon rank sum test [38] is employed to compare the
results. In the tables, the symbols “+”, “−”, “∼” signify that the value achieved by an algorithm is
smaller than, greater than, or similar to the value obtained by the DRSO, at a significance level of 0.05.

4.2 Comparison study

Table 2 presents the statistical results of seven optimization algorithms evaluated on two test suites. The
results are presented in terms of p-values obtained from the Friedman test, mean ranks, and the corre-
sponding Wilcoxon rank sum test. The highest rank in each row is denoted by grey shading, along with
the corresponding ranks enclosed in brackets of each result. The p-value obtained from the Friedman test
is considerably lower than 0.05, signifying a substantial difference between the outcomes. The analysis
demonstrates that DRSO achieves the best mean rank of 2.29 out of seven algorithms across 17 test in-
stances. The Skopt algorithm secured the second position, and GPEME ranked third. Although EDA/LS
is not primarily designed for expensive optimization, it still displays a strong competitive performance

2) CMA-ES and SAMSO are implemented in Platemo [43]; Skopt: https://github.com/scikit-optimize/scikit-optimize; FCPS-

CoDE and GPEME are implemented by us based on the original report.

https://github.com/scikit-optimize/scikit-optimize
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Table 3 Statistics of mean and standard deviation results obtained by five comparison algorithms on LZG and YLL test suites

with n = 50a)

Problem p-value CMA-ES EDA/LS SAMSO FCPS-CoDE DRSO

Ellipsoid 4.04e−22
1.91e+03[5](−) 1.52e+03[3](−) 1.31e+03[2](≈) 1.61e+03[4](−) 6.66e+02[1]

(2.77e+02) (2.23e+02) (1.13e+03) (3.39e+02) (1.19e+02)

Rosenbrock 1.88e−17
2.09e+03[5](−) 1.78e+03[3](−) 1.58e+03[2](≈) 1.90e+03[4](−) 8.81e+02[1]

(4.12e+02) (2.84e+02) (1.70e+03) (5.11e+02) (1.66e+02)

Ackley 5.24e−29
1.85e+01[4](−) 1.76e+01[3](−) 1.86e+01[5](−) 1.75e+01[2](−) 1.45e+01[1]

(9.68e−01) (4.24e−01) (1.18e+00) (6.00e−01) (5.64e−01)

Griewank 3.37e−22
2.38e+02[2](−) 2.41e+02[3](−) 6.19e+02[5](−) 2.69e+02[4](−) 1.12e+02[1]

(3.80e+01) (2.86e+01) (3.66e+02) (6.72e+01) (2.26e+01)

YLLF01 7.52e−24
2.61e+04[2](−) 2.77e+04[3](−) 6.69e+04[5](−) 2.95e+04[4](−) 1.24e+04[1]

(3.48e+03) (3.92e+03) (3.70e+04) (5.86e+03) (2.56e+03)

YLLF02 3.17e−33
8.62e+13[4](−) 2.79e+04[3](−) 1.05e+18[5](−) 8.92e+01[2](−) 6.54e+01[1]

(3.40e+14) (9.04e+04) (3.77e+18) (8.24e+00) (7.20e+00)

YLLF03 4.41e−21
1.36e+05[3](≈) 1.58e+05[4](−) 2.97e+05[5](−) 8.24e+04[1](+) 1.34e+05[2]

(2.57e+04) (2.51e+04) (9.31e+04) (1.68e+04) (2.25e+04)

YLLF04 5.21e−22
9.16e+01[5](−) 5.80e+01[1](≈) 8.74e+01[4](−) 5.88e+01[2](≈) 5.96e+01[3]

(1.26e+01) (2.78e+00) (8.06e+00) (5.58e+00) (4.95e+00)

YLLF05 1.86e−25
3.78e+07[3](−) 2.93e+07[2](−) 1.55e+08[5](−) 4.49e+07[4](−) 1.16e+07[1]

(1.25e+07) (5.30e+06) (8.04e+07) (1.82e+07) (3.71e+06)

YLLF06 1.67e−28
2.82e+04[3](−) 2.74e+04[2](−) 7.82e+04[5](−) 2.92e+04[4](−) 1.19e+04[1]

(5.82e+03) (4.41e+03) (3.06e+04) (7.35e+03) (2.11e+03)

YLLF07 1.42e−25
3.14e+01[4](−) 2.17e+01[2](−) 1.31e+02[5](−) 2.96e+01[3](−) 8.80e+00[1]

(9.15e+00) (4.75e+00) (7.91e+01) (1.28e+01) (3.10e+00)

YLLF08 2.68e−28
1.65e+04[4](−) 1.51e+04[2](−) 1.66e+04[5](−) 1.63e+04[3](−) 1.38e+04[1]

(5.98e+02) (5.84e+02) (6.62e+02) (6.11e+02) (6.19e+02)

YLLF09 6.58e−23
6.21e+02[5](−) 5.19e+02[4](−) 4.97e+02[3](≈) 3.80e+02[1](+) 4.82e+02[2]

(4.52e+01) (1.78e+01) (1.11e+02) (3.15e+01) (2.39e+01)

YLLF10 2.76e−30
1.89e+01[4](−) 1.75e+01[3](−) 1.94e+01[5](−) 1.72e+01[2](−) 4.78e+00[1]

(1.45e+00) (3.88e−01) (2.95e+00) (8.67e−01) (2.54e−01)

YLLF11 1.13e−21
2.47e+02[3](−) 2.42e+02[2](−) 6.31e+02[5](−) 2.52e+02[4](−) 1.10e+02[1]

(3.82e+01) (2.55e+01) (3.41e+02) (6.26e+01) (2.07e+01)

YLLF12 5.66e−22
4.07e+07[3](−) 1.64e+07[2](−) 5.10e+08[5](−) 5.44e+07[4](−) 6.61e+06[1]

(2.32e+07) (5.98e+06) (3.16e+08) (3.49e+07) (4.32e+06)

YLLF13 8.00e−29
1.03e+08[2](+) 7.53e+07[1](+) 8.32e+08[4](+) 1.58e+08[3](+) 1.59e+12[5]

(3.96e+07) (2.19e+07) (6.39e+08) (1.01e+08) (5.80e+11)

Mean rank 3.59 2.53 4.41 3.00 1.47

+ / − / ≈ 1/15/1 1/15/1 1/13/3 3/13/1

a) The optimal mean value of each row in the table will be highlighted in bold.

due to the use of VWH and local search methods. The FCPS-CoDE algorithm selects N solutions for
evaluation at each iteration, but its advantages are limited by the 500 evaluations allowed, nevertheless,
it still outperforms the CMA-ES algorithm. According to the Wilcoxon rank sum test results, compared
to DRSO, the most competitive algorithm, Skopt, achieved 7 better results, 7 worse results, and 3 results
roughly equivalent. In low-dimensional problems, DRSO, driven by the relational model, has achieved
statistical results similar to the most advanced BO algorithms, and DRSO even has an advantage in
mean rank. Therefore, based on the aforementioned analysis, the DRSO algorithm demonstrates the
best overall performance in the 20-dimensional search space.

The statistical results in the 50-dimensional problem are shown in Table 3, and DRSO still shows the
best performance, achieving an average rank of 1.47 among the five algorithms. Based on the results of
the Wilcoxon rank sum test, the four comparative algorithms have 15, 14, 13, and 13 results inferior to
DRSO out of 17 problems, respectively.
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Table 4 Design of algorithm variants

Algorithm Details

DRSO Utilizes default settings

DRSO-Sel-1 Selects Pu at random,M2 model excluded

DRSO-Sel-2 Selects Qbest at random,M1 model excluded

DRSO-Gen-1 Employs Pe for new solutions in EDA, without Pu

DRSO-Gen-2 Excludes local search in the improvement of solution quality

DRSO-Mod Excludes relation model, employs only XGBoost for classification and regression, selects Pu and Qbest

Table 5 Ablation study results comparing DRSO and its five variants on LZG test suites with n = 20, 50a)

n Problem p-value DRSO-GEN-1 DRSO-GEN-2 DRSO-SEL-1 DRSO-SEL-2 DRSO-MODEL DRSO

20

Ellipsoid 1.13e−15
3.36e+01[5](−) 1.18e+01[3](−) 7.24e+00[2](≈) 4.09e+01[6](−) 1.39e+01[4](−) 6.17e+00[1]

(3.73e+01) (5.15e+00) (4.82e+00) (1.33e+01) (7.24e+00) (4.57e+00)

Rosenbrock 5.04e−05
1.27e+02[5](−) 1.05e+02[3](≈) 9.54e+01[1](≈) 1.39e+02[6](−) 1.24e+02[4](≈) 1.02e+02[2]

(4.79e+01) (3.19e+01) (3.26e+01) (3.35e+01) (4.50e+01) (2.94e+01)

Ackley 6.18e−21
8.71e+00[4](−) 7.86e+00[3](−) 5.98e+00[1](≈) 1.12e+01[6](−) 9.94e+00[5](−) 6.08e+00[2]

(2.52e+00) (9.18e−01) (9.91e−01) (9.06e−01) (1.30e+00) (1.05e+00)

Griewank 1.06e−19
1.31e+01[5](−) 6.45e+00[3](−) 3.65e+00[2](≈) 1.65e+01[6](−) 8.57e+00[4](−) 3.08e+00[1]

(1.67e+01) (2.09e+00) (1.49e+00) (4.59e+00) (3.01e+00) (1.54e+00)

50

Ellipsoid 9.52e−22
7.61e+02[3](−) 1.28e+03[6](−) 6.97e+02[2](≈) 1.05e+03[4](−) 1.13e+03[5](−) 6.66e+02[1]

(2.08e+02) (2.01e+02) (9.68e+01) (1.65e+02) (2.08e+02) (1.19e+02)

Rosenbrock 1.51e−21
1.02e+03[3](−) 2.01e+03[6](−) 9.69e+02[2](≈) 1.13e+03[4](−) 1.54e+03[5](−) 8.81e+02[1]

(2.10e+02) (3.02e+02) (1.90e+02) (2.18e+02) (2.88e+02) (1.66e+02)

Ackley 4.03e−23
1.50e+01[3](−) 1.73e+01[6](−) 1.49e+01[2](−) 1.59e+01[4](−) 1.71e+01[5](−) 1.45e+01[1]

(6.13e−01) (4.31e−01) (5.92e−01) (6.57e−01) (5.49e−01) (5.64e−01)

Griewank 4.37e−22
1.26e+02[3](≈) 2.06e+02[6](−) 1.16e+02[2](≈) 1.70e+02[4](−) 1.98e+02[5](−) 1.12e+02[1]

(3.32e+01) (2.90e+01) (1.58e+01) (2.61e+01) (2.95e+01) (2.26e+01)

Mean rank 3.875 4.50 1.75 5.00 4.625 1.25

+ / − / ≈ 0/7/1 0/7/1 0/1/7 0/8/0 0/7/1

a) The optimal mean value of each row in the table will be highlighted in bold.

4.3 Ablation study

In this subsection, we will conduct ablation experiments on several important components of the DRSO,
including the offspring selection strategy, the relation model, and the generation of new solutions. The
details of the algorithm variants are shown in Table 4.

DRSO-Sel-1 and DRSO-Sel-2 are used to verify the importance of reliably selecting Pu and Qbest.
DRSO-Gen-1 and DRSO-Gen-2 serve to verify the significance of Pu and the local search algorithm.
DRSO-Mod is utilized to validate the effectiveness of the relation model. Experiments were independently
conducted 30 times on LZG test suits with 20 and 50 dimensions. The experimental design and result
statistics are consistent with Subsection 4.2. The experimental results are presented in Table 5.

Broadly speaking, all the algorithmic variants that omit a particular module are inferior to the original
algorithm in terms of results. Specifically, the results of DRSO-GEN-1 and DRSO-GEN-2 are signifi-
cantly inferior to the original version on 7 problems, indicating the importance of Pu and local search
in generating solutions. The results of DRSO-SEL-2 are also poor, being inferior to the original algo-
rithm on all problems, highlighting the importance of the reliable selection of Qbest. The performance of
DRSO-MODEL is significantly worse than DRSO on 7 problems, demonstrating the significance of the
relation model. The performance deterioration of DRSO-SEL-1 is not obvious, as it is inferior to the
original algorithm on only one problem, but its mean rank is still worse than the DRSO, indicating that
the contribution of Pu to the algorithm is not as significant as Qbest. In summary, each component of
DRSO is effective, and their synergistic effect is also effective.

4.4 Analysis of relation model

To analyze the fitting capacity of the relation model, four representative functions from the LZG test suite
were chosen. The fitting ability of the relation model was visualized in a two-dimensional search space.
Additionally, a comparison was made between the relation model’s capability and that of regression and
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(a) (b) (c) (d)

Figure 5 (Color online) Contour plot of predicted results for the C1 criterion relation model in 2-dimensional space. The first

row shows results based on real function values, while the second row shows predicted results. (a) Ellipsoid; (b) Rosenbrock;

(c) Ackley; (d) Griewank.

classification models in selecting Qbest and Pu in 20-dimensional problems. The results demonstrate the
advantages of the relation model in model-assisted selection.

4.4.1 Visualization analysis

In the first row of Figure 5, the contour distributions of the four test functions are depicted in their
corresponding search spaces. Following this, LHS sampling was utilized to generate 100 points from
the space as the original training data. Subsequently, a relation model (M1) is then constructed using
the C1 criterion on training data. Based on the predicted values from the M1 model, the contour
distribution is displayed in the second row of Figure 5. It is apparent that the relation model, under the
C1 criterion, resembles a regression-like process and is capable of acquiring knowledge on the original
function’s landscape. For instance, in the case of the Ellipsoid function, distinguished by its unimodal
feature, and the Rosenbrock function, identified by a gully. the relation model does not intentionally fit
the distribution of local extremums. However, it can still effectively represent the overall landscape of
these two functions, which is vital for model-assisted search.

In the first row of Figure 6, the distribution of data based on the true objective function and the
threshold is depicted, where cases Figures 6(a)–(d) correspond to a classification threshold of t = 10%,
and cases Figures 6(e)–(h) correspond to a threshold of t = 30%. A smaller threshold indicates a narrower
focus area. LHS is utilized to extract 100 data points from the decision space. Subsequently, a relation
model M2 is trained based on the C2 criterion and the specified threshold. The prediction outcomes are
presented in the second row of Figure 6. Notably, the C2 criterion resembles a classification-like model,
proficient in recognizing the classification boundaries of the original data and modifying the range of the
model fitting boundary as per the threshold t. Additionally, the relation data’s label balance strategy
ensures that the model training remains unaffected by imbalanced class proportions, even when t = 10%.

4.4.2 Accuracy analysis

The relation model showcases properties akin to both classification and regression models. This raises a
valid question — why not directly employ either a classification or regression model? In the subsequent
analysis, we will explore the advantages of utilizing the relation model over classification and regression
models in the context of model-assisted selection.

To accentuate the importance of the data preparation and model usage stages in the relation model, we
have excluded the differences in the learning abilities of the machine learning algorithms. We have opted
for XGBoost with default parameters as the fundamental method for regression, classification, and the
two relation models. These models are denoted as XGBR (extreme gradient boosting regressor), XGBC
(extreme gradient boosting classifier), R-C1, and R-C2, respectively. To eliminate the randomness in the
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(a) (b) (c) (d) (e) (f) (g) (h)

Figure 6 (Color online) Contour plot of predicted results for the C2 criterion relation model in 2-dimensional space. The first

row shows results based on true function values, while the second row shows predicted results. (a) Ellipsoid, (b) Rosenbrock,

(c) Ackley, and (d) Griewank show results for t = 10%, while (e) Ellipsoid, (f) Rosenbrock, (g) Ackley, and (h) Griewank show

results for t = 30%.
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Figure 7 (Color online) Bar chart of the acc1 statistics of Qbest selections for different surrogate models. (a) Ellipsoid;

(b) Rosenbrock; (c) Ackley; (d) Griewank.

operation of EAs, the parent population P and offspring population Q information generated by GA in
50 consecutive generations on the 20-dimensional LZG test suits are stored. The population size N is set
to 50. The parent population is used as the training data for the model, while the offspring population is
used as the testing data. To uniformly evaluate the capabilities of each model, two accuracy indicators,
acc1 and acc2, are used to evaluate the performance on Qbest and Pu, respectively. The calculation
methods for acc1 and acc2 are as follows:

acc1 = R(Q′best,Q), (7)

where Q refers to both the offspring population and the test data. Q′best denotes the best solution that
is selected by the model within Q. The function R(·) returns the ranking of Q′best within the Q based on
the real objective values. A smaller value of acc1 indicates a higher effectiveness of the model in selecting
the best solution.

acc2 =
|Pu ∩ P ′u|

|Pu|
, (8)

where Pu represents the top t of solutions selected based on the real objective values. P ′u denotes the
selection made by the model, while acc2 represents the proportion of cases where the model’s selection
matches the actual result. A higher value of acc2 indicates a stronger ability of the model to make
accurate selections.

Based on the results shown in Figure 7, which is the bar of the acc1 metric for selecting Qbest over 50
generations, it can be observed that the R-C1 performs the best across all problems, with the smallest
average rank value and error bar. This suggests that the R-C1 is more suitable for scenarios where the
top 1 solution needs to be selected from a set. The R-C2 performs worse than the regression model
XGBR, but better than the classification model XGBC. Figure 8 shows the ability of different models to
select Pu, with t = 50%. It can be observed that the R-C1 and R-C2 criteria exhibit better performance
than XGBC and XGBR. Among them, the Interquartile range of R-C1 is more concentrated, but there
are some outliers, while the maximum value range of R-C2 is more optimal.

Based on the analysis above, it can be concluded that the relation model can provide more accurate and
detailed partitioning than classification models, while avoiding overfitting of data in regression models
and losing the order of ranks between test points. Therefore, it is more suitable for use in model-assisted
scenarios.
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Figure 8 (Color online) Box chart of the acc2 statistics of Pu selections for different surrogate models. (a) Ellipsoid;

(b) Rosenbrock; (c) Ackley; (d) Griewank.
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Figure 9 (Color online) The runtime performance of DRSO and its variant on the LZG test suite over 30 independent runs.

(a) Ellipsoid; (b) Rosenbrock; (c) Ackley; (d) Griewank.

4.5 Importance of unevaluated solutions

Another key aspect to consider is whether the algorithm’s efficiency is truly improved by the unevaluated
solutions. In order to investigate this, we conducted an ablation experiment by designing a variant
DRSO’ which expunged the population Pu. Moreover, we designed variants DRSO-10%, DRSO-30%,
and DRSO-50%, corresponding to varied values of t to examine the influence of the parameter t on the
algorithm’s efficacy.

Figure 9 depicts the runtime curve of DRSO under various parameters on the LZG test suite, with
a search space dimension of 20. Other parameters remain consistent with Subsection 4.1. The figure
reveals that the DRSO’, lacking unevaluated solutions, converges at a slower pace than DRSO, indicating
that high-quality unevaluated solutions can effectively enhance the algorithm’s convergence speed. With
regards to the performance of DRSO under different values of t, it can be observed that DRSO performs
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better under t = 30% and 50% than under t = 10% on the Ellipsoid and Griewank test functions.
On the Ackley function, the performance of all three values of t is comparable. On the Rosenbrock
function, the performance of t = 10% is intermediate to that of t = 30% and t = 50%. We surmise that
when t = 10%, the algorithm is excessively focused on the optimal region, leading to inadequate diversity
provided by unevaluated solutions in population P and resulting in a decrease in performance. Therefore,
we recommend t = 50% as the default parameter for the algorithm in this context.

5 Conclusion

This paper highlights an objective but often overlooked issue in SAEAs, which is the lack of variance
in the adjacent population P due to the limited number of solutions selected for real evaluation in each
iteration. To tackle this problem, this work proposes a simple method of generating new solutions based
on unevaluated solutions. Employing surrogate models, the best solution in the offspring population is
selected for real evaluation, and the archive and surrogate model are updated accordingly. Additionally,
some potential “good” solution solutions are used to generate offspring without evaluation. We have
designed customized relation-based surrogate models for SAEAs. Two specific relation model construction
methods, namely, the fitness criterion (C1) and category criterion (C2), are proposed to address two
selection scenarios. The C1 criterion constructs a relation pair based on relative fitness, while the C2
criterion divides the data into categories and constructs relation pairs based on category. XGBoost is used
for data learning, and “voting-scoring” strategies are designed to enhance the model’s predictive ability.
Some reproduction methods in EDA/LS are employed to generate offspring solutions, and unevaluated
solutions are used to update the VWH model. Ultimately, a DRSO algorithm is designed.

To verify the effectiveness of the relation model, and to demonstrate the search capability of the DRSO
algorithm, this work conducted experiments on the LZG and YLL test suites in 20 and 50-dimensional
search spaces. The DRSO algorithm was compared with EAs, SAEAs, and BOs, and it showed strong
competitiveness. Through ablation experiments, the efficiency of each module was verified. Furthermore,
the paper also scrutinized the fitting ability of the relation model to the function landscape and the
predictive ability for new solution quality. The effectiveness of unevaluated solutions in the algorithm
search process was affirmed through experiments and analysis of algorithm hyperparameters. Overall,
the results of the experiments testify to the effectiveness of the relation model and the competitiveness
of the proposed DRSO with unevaluated solutions.

In future work, it is worth exploring more detailed strategies for using unevaluated solutions to improve
the quality of new solutions. The relation model can be tried on more algorithm frameworks and problem
types.
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