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Abstract Vehicular edge computing (VEC) networks can satisfy the increasing demands of data processing

by offloading the computation tasks to multiple distributed edge computing nodes assisted by servers. These

edge servers generally combine with roadside units (RSUs). However, RSUs with edge servers cannot be fully

trusted, possibly leading to serious security and privacy problems. Combining blockchain with VEC networks

may establish a trusted and decentralized vehicular environment, but the coexistence of multiple communica-

tion modes comprising vehicle-to-vehicle (V2V), vehicle-to-RSU (V2R), and RSU-to-RSU (R2R) makes the

block propagation patterns have different effects on the block consensus process. In this paper, we study the

block propagation patterns between vehicles and RSUs with edge servers under three communication modes.

We first give the closed-form expressions for the single-block and multiblock propagation times in two specific

conditions to explore how the priority of a block generated from a specific node affects the block propaga-

tion process, in which multiblock propagation embodies competitive propagation due to blockchain forking.

Then, an innovative consensus mechanism that fully invokes the communication capability of the nodes is

proposed, and the block propagation time and frequency can be substantially reduced under this mechanism.

In addition, an important finding is that under the conventional and proposed consensus mechanisms, an

RSU or a vehicle that creates a new block plays a decisive role in the block propagation pattern.
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1 Introduction

Intelligent transportation systems supported by vehicular networks provide several services, such as au-
tonomous driving and safety warnings, through collaborative work and information exchange between
vehicles. Conventionally, a centralized node is responsible for vehicle and roadside unit (RSU) man-
agement in intelligent transportation systems. Because the number of vehicles and RSUs is growing
exponentially, the centralized node must obtain and process massive data related to road status (e.g.,
road condition monitoring, traffic flow, and traffic accident information) and vehicle status (e.g., vehicle
position and velocity). Likewise, the many demands of analyzed data from the centralized node are
inevitable. The diversity and quantity of such data increase the pressure of the centralized node [1]. To
reduce the stress of the centralized node while maintaining the characteristics of the Internet of Vehi-
cles, vehicular edge computing (VEC) has shown immense potential. VEC permits computation task
offloading to multiple distributed edge computing nodes associated with RSUs. However, ensuring infor-
mation credibility is a challenge because RSUs, usually distributed along a road without strong security
protection, are vulnerable to centralized attack and can incur severe information leakage [2].

VEC networks process and store information in a distributed way over the trustless vehicle environment,
and network security and credibility cannot be guaranteed [3]. In contrast, blockchain, a promising and
revolutionary distributed ledger technology that supports trusted and distributed communication, is a
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feasible solution. It allows a group of separated nodes, particularly nodes that do not trust each other, to
credibly share data [4]. Networks with a distributed nature and high demands for information credibility,
such as VEC networks, are potential scenarios for deploying blockchain. Most existing blockchain-based
VEC networks [5] only employ blockchain in RSUs or edge servers, where vehicles can participate in the
information exchange process but not in the consensus process. However, when RSUs are invalidated,
the consensus process of the blockchain will be affected, even leading to a failure of the entire process.
With the rapid development of vehicle intelligence [6], vehicles can be equipped with the capabilities for
generating, forwarding, and verifying blocks to support blockchain protocols. In this way, vehicles can
join the current consensus process to improve the robustness of the blockchain system in VEC networks.

In our previous work [7], we evaluated the impact of mobility on block propagation under vehicle-
to-vehicle (V2V) communications in a wireless and dynamic network. The highly dynamic topologies
and the limited communication range are proven inducements to longer consensus time. On this basis,
we intend to implement blockchain in moving vehicles and RSUs with edge servers. Block propagation
under V2V and vehicle-to-RSU (V2R) communications over wireless links and RSU-to-RSU (R2R) com-
munications over wired links will then be evaluated. Particularly, wired communications between RSUs
with edge servers provide high-speed and high-reliability information exchanges, while wireless commu-
nication between moving vehicles or moving vehicles and RSUs with edge servers provides opportunistic
information exchanges due to the highly dynamic topologies caused by vehicle mobility.

Compared with our previous work, where blocks are only propagated between vehicles, the participation
of RSUs with larger propagation capability can accelerate the block consensus process because an RSU
can not only establish stable connections with all other RSUs in a negligible time but also communicate
with more vehicles because of its broader wireless communication coverage compared to a vehicle. Thus,
this paper focuses on the vehicular blockchain consensus between moving vehicles and RSUs with edge
servers from the communication perspective. In particular, the main contributions of this paper are as
follows.

• We analyze the dynamic process of block propagation between moving vehicles and RSUs. To explore
the impact of the propagation capability of the nodes that create the new block on block propagation, we
present and further discuss the dynamic equations of single-block propagation for two specific conditions.
Then, we illustrate the dynamic state transitions of vehicles in multiblock propagation.

• Considering that an RSU is vulnerable to attacks and the dynamic nature of the scenario, we design
a reputation-based consensus mechanism, which separates the consensus process between RSUs and
vehicles and requires all nodes to participate in the forwarding process of the new block. This approach
is advantageous because it shortens the block propagation time and reduces the verification overhead.

• By comparing the numerical and simulation results, the validity of our theoretical analysis and
the feasibility of the proposed consensus mechanism are proved. The results show that the range of
communication, the velocity of vehicles, the number of functioning RSUs, and the priority of block
generation affect the block propagation time, and the proposed consensus mechanism can reduce the
block propagation time and frequency.

The remainder of this paper is organized as follows. Related work regarding vehicular blockchain and
the blockchain consensus process in a vehicular network is reviewed in Section 2, and the basic model of
our study is given in Section 3. Then, in Section 4, after the block propagation between moving vehicles
and RSUs with edge servers in vehicular blockchain consensus is analyzed, the dynamic equations for
block propagation in different conditions and a reputation-based consensus mechanism are presented.
Next, we simulate and validate our theoretical analysis, and the relative findings in our simulation are
discussed in detail in Section 5. Finally, we conclude the paper in Section 6.

2 Related work

Several aspects of blockchain-based VEC networks have already been explored in the literature. For
blockchain consensus protocols, Nakamoto [8] suggested using proof-of-work (PoW) to ensure security
and decentralization in a public blockchain. To tackle the high-energy consumption problem caused by
PoW consensus, similar proof-based algorithms are proposed as alternatives, such as proof-of-stake [9],
proof-of-elapsed-time1), and proof-of-activity [10]. In addition, when a certain amount of trust is es-
tablished between nodes, the specific blockchain systems applied to these scenarios are the permissioned

1) Sawtooth Documentation. https://goo.gl/izmMYn/.
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blockchains, and lighter voting-based consensus protocols with reduced computational power demand can
thus be adopted in these systems, such as Raft consensus [11] and practical Byzantine fault tolerance
consensus [12].

Blockchain technology with tamper resistance and a distributed nature is potentially suitable for ve-
hicular networks to reduce security risks in trustless vehicular environments and eliminate reliance on a
centralized authoritative third party. Islam et al. [13] proposed a blockchain-based decentralized archi-
tecture to enhance transparency in intelligent VEC resource management and leverage edge consumers,
such as vehicles, with a computation verification option. An SDN-enabled 5G-VANET model and the
scheduling procedures of the blockchain-based framework are illustrated in [14]. However, in many ex-
isting studies where blockchain and vehicular networks are combined, most of the research is based on
a similar assumption that the communications between the participants are always ideal. In realistic
scenes, particularly where the relative position of participants changes dynamically, communication be-
tween them will inevitably be affected by delay, fading, interference, and other factors. Information
exchanges between participants are essential for the blockchain consensus. Studies have analyzed the
consensus process concerning the impact of communication in wireless and dynamic blockchain networks.
Zhang et al. [15] found that frequent information exchanges between nodes during the consensus process
affect the transaction throughput, consensus time, security, and scalability. Moreover, the vulnerable
wireless links in a blockchain system also result in a lower blockchain transaction transmission success
rate and transaction throughput [16]. Particularly, the impact of imperfect information exchanges on
block propagation time during the consensus process will be larger if participants are moving [7]. No-
tably, research that systematically analyzes the block propagation between RSUs and moving vehicles
with the coexistence of V2V, V2R, and R2R communication modes in dynamic and wireless networks is
scarce and needed.

3 System model

As Figure 1 shows, we consider a vehicular blockchain system under the single-chain structure, which
mainly includes multiple RSUs with edge servers and moving vehicles. Each blockchain-enabled vehicle is
equipped with relative devices for generating, forwarding, verifying, or storing each specific block. Each
blockchain-enabled RSU processes the computation tasks with the assistance of a connected server, and
the RSU itself is mainly responsible for communicating with vehicles. Vehicles and server-assisted RSUs
can compete for the priority to create the upcoming new block. The required capabilities of vehicles and
RSUs in the system are listed as follows.

• Vehicles. The communications between any two vehicles or between vehicles and RSUs adopt IEEE
802.11p or the DSRC protocol [17]. We assume that the moving pattern of a vehicle follows a ran-
dom direction mobility model, and the information transmission time between two vehicles is ignorable
compared to their convergence time [18, 19].

• RSUs. The communications between any two RSUs adopt a wired connection channel. In this
condition, the information transmission time between two RSUs is negligible.

An RSU does not need to forward the same block repeatedly to other RSUs because of the stable
communication topology among them. In contrast, vehicles or RSUs are encouraged to forward the block
repeatedly to vehicles within their communication coverage to compensate for the unstable communication
caused by vehicle mobility. We assume that the consensus is far faster in wired communication networks
than in wireless communication networks of the same scale, so the final phase of the vehicular blockchain
consensus between moving vehicles and server-assisted RSUs generally occurs in the wireless transmission
environment. A new block is added to the vehicular blockchain once the number of vehicles that receive
and verify the block reaches a threshold βNv, where β is in the range of (0, 1), and Nv is the number of
vehicles in the system.

4 Analysis of block propagation between moving vehicles and server-assisted
RSUs in a vehicular blockchain consensus

In this section, by using the relevant theories of the dynamic equation of information propagation, the
closed-form expressions of the single-block and multiblock propagation times in two specific cases are
derived exhaustively. Specifically, for multiblock propagation, we consider it to embody competitive
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Figure 1 Vehicular blockchain consensus between moving vehicles and server-assisted RSUs.

propagation due to blockchain forking. Finally, we propose an innovative consensus mechanism that can
fully invoke the communication capabilities and thus reduce the block propagation time and frequency.

4.1 Analysis of the block propagation time during the vehicular consensus

4.1.1 Contact rate between any two participating nodes

We assume that the occurrences of the contacts between any two participating nodes follow the Poisson
distribution with contact rate λ [20]. For example, when the moving pattern of vehicles follows a random
direction mobility model, the contact rate λvv between any two vehicles is given by

λvv ≈
2rvE[V ∗]

L2
, (1)

where rv is the radius of the communication coverage of a vehicle, commonly rv ≪ L. L is the side length
of the square area that a vehicular blockchain is deployed. E[V ∗] is the average relative velocity between
vehicles, derived in detail in [7].

In particular, when one participating node is stationary but another node moves at a velocity following
the uniform distribution in [Vmin, Vmax], the average relative velocity E[V ∗] between the stationary node
(i.e., the RSU) and the moving node (i.e., the vehicle) is (Vmin + Vmax)/2. Thus, the contact rate λvR

between a vehicle and an RSU is given by

λvR ≈
Vmin + Vmax

L2
rR, (2)

where rR is the radius of the communication coverage of the RSU.
If Nv vehicles and NR RSUs are in the vehicular blockchain system, then a specific vehicle contacts

λvv(Nv − 1) other vehicles per unit time, where (Nv − 1 means excluding the specific vehicle itself);
a vehicle contacts λvRNR RSUs per unit time; an RSU contacts λvRNv vehicles per unit time. The
block propagation between moving vehicles and server-assisted RSUs in vehicular blockchain consensus is
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considered the state transitions of participating nodes, and information propagation dynamic equations
are used to formalize this situation. Network latency in a blockchain system easily accounts for the forking
problem, which may worsen under the highly dynamic topology. In this condition, the blockchain forking
problem during the consensus process is characterized as multiblock competitive propagation. For ease
of explanation, we first describe the dynamic process of a single block being propagated in the vehicular
blockchain system and then describe the dynamic process of multiple blocks simultaneously propagating
in the system.

4.1.2 Single-block propagation

In the case of single-block propagation, all vehicles and RSUs propagate the same block (e.g., block a)
in a vehicular blockchain system. With the propagation of block a, a vehicle is either in an informed
state (Iva) or an uninformed state (Uva). The informed state represents that the vehicle has received and
verified block a, and the uninformed state represents that the vehicle has not received block a. Iva(t) is
the number of vehicles that have already received block a in time t, and Uva(t) is the number of vehicles
that have not received block a in time t. Analogously, an RSU is either in an informed state (IRa) or an
uninformed state (URa). The definitions of IRa(t) and URa(t) are similar to those of Iva(t) and Uva(t),
respectively. Either a vehicle or an RSU might generate a new block. The impact of the priority of the
generation of a new block on block propagation is discussed as follows.

Case 1. If an RSU creates a new block (e.g., block a) before a vehicle, it will forward the block to other
RSUs over the wired communication in a negligible period. In this condition, all RSUs, denoted as NR,
receive block a. After verifying block a, all RSUs repeatedly forward the block to any vehicle within their
communication coverage. If a vehicle receives block a, it will further forward the block to its neighboring
vehicles over wireless communication to accelerate the blockchain consensus process. In this way, block
propagation includes the following two parts:

• Initial propagation. The propagation from RSUs to vehicles. This event occurs when the block has
just been generated from an RSU, and none of the vehicles have received the block.

• Follow-up propagation. The propagation from RSUs to vehicles as well as from vehicles to vehicles.
This event occurs when the block has been generated for a certain period, and at least one of the vehicles
has received the block.

First, we derive the time t1 for the first vehicle to receive block a from nearby RSUs:

t1 =
ln Nv

Nv−1

λvRNR
. (3)

As discussed above, t1 can be used as the dividing line between the initial propagation phase and the
follow-up propagation phase. When t < t1, the block is only being propagated between RSUs and from
RSUs to vehicles. Otherwise, in addition to the above two propagation patterns, the block will also be
propagated between vehicles. Given the initial condition Iva (0) = 0, we can derive the equation for Iva(t)
as follows:











Iva (t) = Nv(1 − e−λvRNRt), t 6 t1,

Iva (t) =
Nv(λvv +NRλvR)e

(NRλvR+Nvλvv)(t−t1)−NRλvR(Nv − 1)

(λvv +NRλvR)e(NRλvR+Nvλvv)(t−t1) + λvv(Nv − 1)
, t > t1 & Iva(t1) = 1.

(4)

A detailed derivation of the equations in Case 1 can be found in Appendix A.
Case 2. If a vehicle creates a new block (e.g., block a) before an RSU, it will forward the block to

neighboring RSUs and vehicles over wireless communication. Note that only one vehicle forwards block a
to neighboring participating nodes, compared to NR RSUs forwarding the block simultaneously in Case 1.
If an RSU receives block a, it will forward the block to other RSUs over the wired communication in a
negligible period. Then, all RSUs can participate in the block propagation from RSUs to vehicles. In
this way, block propagation includes the following two parts.

• Initial propagation. The propagation from vehicles to vehicles as well as from vehicles to RSUs. This
event occurs when the block has just been generated from a vehicle, and none of the RSUs have received
the block.

• Follow-up propagation. The propagation from vehicles to vehicles as well as from RSUs to vehicles.
This event occurs when the block has been generated for a certain period, and at least one of the RSUs
has received the block.
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Similarly, we derive the time t2 for the first RSU to receive block a from nearby vehicles:

t2 =

ln Nv
λvR
λvv

√

NR−1

NR

λvvNv
. (5)

t2 can be used as the dividing line between the initial propagation phase and the follow-up propagation
phase. When t < t2, the block is only being propagated between vehicles and from vehicles to RSUs.
Otherwise, in addition to the above two propagation patterns, the block will also be propagated between
RSUs. Given the initial condition Iva (0) = 1, we can derive the equation for Iva(t) as follows:















Iva (t) =
Nv

1 + (Nv − 1) e−λvvNvt
, t 6 t2,

Iva (t) =
Nv(Iva(t2)λvv +NRλvR)e

(NRλvR+Nvλvv)(t−t1)−NRλvR(Nv − Iva(t2))

(Iva(t2)λvv +NRλvR)e(NRλvR+Nvλvv)(t−t1) + λvv(Nv − Iva(t2))
, t > t2.

(6)

Here, Iva (t2) = Nv

/

[1 + (Nv − 1) e−λvvNvt2 ].
A detailed derivation of the equations in Case 2 can be found in Appendix B.

4.1.3 Multiblock propagation

The generation, consensus, and confirmation of a new block commonly lasts a period, during which
other blocks with the same height as the block undergoing the consensus and confirmation process may
create/coexist in the blockchain system, which can be described as a blockchain forking problem. We
characterize the blockchain forking problem as multiblock competitive propagation, i.e., a participating
node with a collection of blocks that have not yet reached consensus probabilistically selecting a block
among the collection and forwarding it to its neighboring nodes. Probabilistic forwarding is essentially a
block competition to reduce forking.

Suppose that n blocks are competitively spreading over a vehicular blockchain system where n > 1.
We take the two-block case (e.g., blocks a and b) as an example. For simplicity, we focus on the case
where RSUs have received blocks a and b. A vehicle is in one of the four possible states, i.e., uninformed
of blocks a and b (represented by UaUb), uninformed of block a but informed of block b (represented by
UaIb), informed of block a but uninformed of block b (represented by IaUb), and informed of blocks a
and b (represented by IaIb). A vehicle in state UaUb transfers to state IaUb or UaIb once it contacts a
vehicle or an RSU that forwards block a or b; a vehicle in state IaUb or UaIb transfers to state IaIb once
it contacts a vehicle or an RSU that forwards block b or a. The state transitions of vehicles are shown in
Figure 2.

In contrast to other blockchain systems, vehicles and RSUs are encouraged to probabilistically select a
block among all those that have not yet reached consensus and forward it to neighboring vehicles. This
probabilistic forwarding uses the difference in block propagation capabilities to increase the propagation
time gap between blocks and further reduce forking. Specifically, a vehicle or an RSU with blocks a and
b forwards block a or b with the possibility of µa or µb = 1− µa. In this way, the average number of
vehicles in state IaIb that forward block a or b in time t is µaIaIb(t) or (1− µa)IaIb(t). Meanwhile, the
average number of RSUs that forward block a or b in time t is µaNR or (1−µa)NR. Particularly, vehicles
in state IaUb or UaIb forward block a or b in time t with the possibility of 1.

4.2 A block consensus mechanism to improve the use of node communication capacity

To reach a consensus for a newly generated block in our blockchain-based VEC network model, the
consensus process of the new block demands the collaborative participation of the vehicle nodes and the
RSU nodes. However, as discussed above, RSUs are apt to be attacked, resulting in the other nodes
in the network having difficulty verifying the legitimacy of the new block through existing consensus
mechanisms. Furthermore, in a practical application scenario, a certain number of vehicle nodes are
bound to not approve the block generated by a specific RSU. In this way, on the basis of the existing
consensus mechanism, these vehicle nodes will refuse to partake in the consensus process, including the
forwarding and verification processes of the new block. Consequently, the communication capacities
offered by these vehicle nodes will not be put into use, and the consensus process for the new block can
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Figure 2 State transitions of vehicles in the case of two-block propagation.

only rely on those that do approve the block, increasing the time consumption of the block propagation
and consensus.

To tackle these two problems, for the scenario where the new block is generated by an RSU, we further
propose a reputation-based consensus mechanism, which has the major innovation of separating the
forwarding and verification processes of the consensus, enabling any vehicle node to immediately forward
the block to other nodes upon receiving without any modification. By adopting the proposed consensus
mechanism, the communication capacity of each node can be fully invoked so that the time required for
block propagation and consensus reaching can be shortened compared to the conventional mechanism.
Specifically, we divide the consensus process into an RSU consensus phase and a vehicle consensus phase,
and the results of these two progressive phases are treated as two indicators, which are “RSU valid”
and “Vehicle valid”, respectively. The specific process of the proposed consensus mechanism is shown in
Figure 3.

4.2.1 RSU consensus phase

According to the related theories of reputation management in a VEC network, we set up a trust authority
(TA), which is responsible for issuing the identity information and maintaining the specific reputation
value of the network nodes. On the basis of the reputation value, the TA proactively selects an RSU for
the generator of the new block, denoted as RSUGe. Because the communication quality between RSUs
is favorable, upon generating, the new block will be forwarded to any other RSUs by RSUGe. We take a
specific RSU, denoted as RSUi, as an example. After receiving the new block, RSUi verifies its validity;
that is, the block number conforms to the current block height, the transactions in the block are legal
and valid, the block generation time is valid. The results can be described as the following two cases.

Case 1. RSUi approves the new block generated by RSUGe. In this case, RSUi generates approved
information, denoted as APRSUi

. The specific format is as follows:

APRSUi
= [IDRSUi

||ESKRSUi
(timestamp||Block Hash||Approve Message)]. (7)

Among them, SKRSUi
represents the private key of RSUi. timestamp and Block Hash ensure that

APRSUi
is real-time and credible. Approve Message is used to indicate that RSUi approves the new block

generated by RSUGe. APRSUi
will be subsequently forwarded to any other RSU, except for RSUGe. Si-

multaneously, on the basis of the verification result and the behavior of RSUGe, RSUi generates reputation
reference information, denoted as RRRSUi

. The specific format is as follows:

RRRSUi
= [IDRSUi

||EPKRSUi
(timestamp||Block Hash||Reputation Validation)]. (8)
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Figure 3 Specific process of the improved consensus mechanism.

Among them, PKRSUi
represents the public key of RSUi. timestamp and Block Hash ensure that

RRRSUi
is real-time and credible. Reputation Validation is used to indicate the reputation evaluation of

RSUGe by RSUi. RRRSUi
will subsequently be cached in the local pool of RSUi.

Case 2. RSUi disapproves of the new block generated by RSUGe. In this case, RSUi will not generate
approved information, but the reputation reference information, denoted as RRRSUi

, will still be generated
and cached in the local pool of RSUi. The specific format of the reputation reference information is similar
to (8).

During the above steps, RSUi monitors the approved information originating from other RSUs except
for RSUGe, denoted as APRSUj

. In a preset interval, if the quantity of the approved information is greater
than a preset threshold, the new block generated by RSUGe will be considered “RSU Valid” by RSUi.
An “RSU Valid” block will be continuously forwarding to any vehicle nodes within the communication
range of RSUi until the termination condition for block forwarding is reached. Conversely, if the quantity
of the approved information fails to reach the threshold in a given interval, the new block generated by
RSUGe will be considered “RSU Invalid” by RSUi. An “RSU Invalid” block will be discarded by RSUi,
and the cached reputation reference information RRRSUi

will be sent to the TA progressively.
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4.2.2 Vehicle consensus phase

The new block that has been considered “RSU Valid” will be continuously forwarded to any vehicle nodes
within the communication range of RSUi. Taking vehicle Vi as an example, once Vi receives a new block
forwarded by an RSU, it will store the copy of the new block locally and then immediately forward the
block to any other node, including RSU nodes and vehicle nodes, within its communication range without
any modification to the block. This forwarding process will proceed until the termination condition for
block forwarding is reached. At the same time, Vi verifies the validity of the new block received; that is,
the block number conforms to the current block height, the transaction in the block is legal and valid,
the block generation time is valid. The results can be described as the following two cases.

Case 1. Vi approves the new block generated by RSUGe. In this case, Vi generates an approve
information, denoted as APVi

. The specific format is as follows:

APVi
= [IDVi

||ESKVi
(timestamp||Block Hash||Approve Message)]. (9)

Among them, SKVi
represents the private key of Vi. timestamp and Block Hash ensure that APVi

is
real-time and credible. Approve Message is used to indicate that Vi approves the new block generated
by VGe. APVi

will subsequently be continuously forwarded to all other nodes within the communication
range of Vi, including RSU nodes and vehicle nodes. Simultaneously, based on the verification result and
the behavior of RSUGe, Vi generates reputation reference information, denoted as RRVi

. The specific
format is as follows:

RRVi
= [IDVi

||EPKVi
(timestamp||Block Hash||Reputation Validation)]. (10)

Among them, PKVi
represents the public key of Vi. timestamp and Block Hash ensure that RRVi

is
real-time and credible. Reputation Validation is used to indicate the reputation evaluation of RSUGe by
Vi. RRVi

will subsequently be continuously forwarded to all other nodes within the communication range
of Vi, including RSU nodes and vehicle nodes.

Case 2. Vi disapproves of the new block generated by RSUGe. In this case, Vi will not generate
approved information, but reputation reference information, denoted as RRVi

, will still be generated and
continuously forwarded to all other nodes within its communication range until the termination condition
is reached. The specific format of reputation reference information is similar to (10).

During the above steps, RSUi as well as Vi monitors the approved information and reputation reference
information originating from other vehicles, denoted as APVj

and RRVi
, respectively. Upon receiving

APVj
or RRVi

, if the termination condition has not yet been reached, RSUi or Vi will proceed with the
forwarding process by forwarding the received information within its communication range. In a given
interval, if the quantity of RRVi

counted by a specific node is greater than a preset threshold, then the new
block is considered propagated thoroughly in the VEC network, and the block forwarding process of this
node then terminates. Particularly, for an RSU node, once it receives the reputation reference information
originating from a vehicle, except for forwarding it to any other nodes within its communication range,
it will also need to cache it in the local pool.

In a preset interval, if the quantity of APVj
is greater than a preset threshold, the new block generated

by RSUGe will be considered “Vehicle Valid” by RSUi or Vi. A “Vehicle Valid” block will be uploaded
to the blockchain maintained by RSUi or Vi, and the forwarding process of the approved information
and reputation reference information will then be terminated. Conversely, if the quantity of APVj

fails
to reach the threshold in a given interval, the new block generated by RSUGe will be considered “Vehicle
Invalid” by RSUi or Vi. A “Vehicle Invalid” block will be discarded by RSUi or Vi, and the cached
reputation reference information RRRSUi

and RRVi
on an RSU node will be sent to the TA progressively.

Note that after appointing the generator of the new block, the TA will monitor the reputation ref-
erence information fed back from any RSU node. According to the content of the reputation reference
information, the reputation of the generator RSUGe will be updated.

5 Simulation and discussion

In this section, we evaluate the block propagation time during the vehicular blockchain consensus. First,
we compare the numerical and simulation results to validate the theoretical analysis. The results show
that the range of communication, the velocity of the vehicles, and the number of deployed RSUs will affect
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the block propagation time. Then, we prove that RSU participation can accelerate blockchain consensus.
Notably, an RSU or a vehicle that creates a new block plays a decisive role in block propagation due to
the different communication modes in the two cases. Finally, we compare the simulation results of our
proposed consensus mechanism to those of the conventional consensus mechanism and prove that the
blockchain propagation time and frequency can be substantially reduced using the proposed consensus
mechanism.

5.1 Scenario description

We consider a 12 km × 12 km square region with 0–50 RSUs and 200 vehicles. The moving pattern of
vehicles follows a random direction mobility model, with the moving direction following the uniform dis-
tribution in [0, 2π), and the locations of the RSUs are evenly distributed in the area. The communication
range is 200 m for a vehicle and 500 m for an RSU [5]. The contact rates λvv and λvR depend on the area
of the entire region, the communication range of the nodes, and the average relative velocity between
nodes [21]. The velocity of vehicles follows a uniform distribution in [20, 60] km/h.

Recalling the assumption that a new block is added to the vehicular blockchain once the number of
vehicles that receive and verify the block reaches a threshold βNv, we take β = 2/3 as an example. Of
course, we may adopt other threshold values (such as β = 3/4, 4/5), as long as they satisfy the idea of
a blockchain, i.e., following the most participants. In the case of single-block propagation, we randomly
select an RSU or a vehicle from all participants as the node that creates a new block. In the case of
n-block propagation, we assume that RSUs have received n blocks, and the forwarding probability for
any block is 1/n.

5.2 Results and discussion

Figure 4 illustrates the impact of the number of deployed RSUs on the average block propagation time in
single-block and multiblock conditions. Obviously, the more numerous the RSUs are, the faster the block
propagates. This result is obtained because with an increasing number of deployed RSUs, the aggregated
contact rate (i.e., λvRNR) between vehicles and RSUs also increases, leading to a shorter time for an RSU
to receive a new block from nearby vehicles. However, as discussed, a multiblock propagation scenario
means that a competitive propagation relationship is established between the blocks. More numerous
competitive propagation blocks result in a longer block propagation time, as the competitive relationship
leads to a decrease in the average propagation rate of a block. For example, in the case of single-block
propagation where a vehicle creates a new block and NR = 1, according to (6), an RSU cannot receive the
new block from vehicles until more than 99% of the vehicles have received the block. In this condition,
block propagation can be approximately considered a propagation process between vehicles only, and
thus, the block propagation time will be much longer. Once at least two RSUs are participating in the
propagation process, the average block propagation time will decrease substantially.

Figure 5 illustrates the effect of the proportion of vehicle nodes that approve the new block on the
block propagation time. Obviously, as the proportion of vehicle nodes that disapproves of the new block
increases, the block propagation time increases substantially under the conventional consensus mechanism
and rather negligibly under the proposed consensus mechanism. The trend of the required time for the
new block to reach consensus should be highly similar to Figure 5, given the condition of a different
proportion of vehicle nodes that approves the new block. The reason is that for a conventional consensus
mechanism, reaching a consensus also means that the new block has been propagated thoroughly in the
VEC network, whereas for the proposed consensus mechanism, it means that the approved information
and reputation reference information are thoroughly propagated in the network.

Now, we look at the trade-off between our proposed mechanism and the conventional mechanism. Here,
we define the communication overhead as the number of times the transmission information (including
blocks, approved information, and reputation reference information) is forwarded in the network and
the verification overhead as the sum of the number of times the verification process is performed on
each node. We preserve the same scenario setup and limit the number of unapproving vehicles to 25%.
Figure 6(a) shows that the communication overhead of the proposed mechanism is larger than that of
the conventional mechanism, which is obtained because the proposed mechanism encourages all nodes
in the network to participate jointly in the propagation of the new blocks and the forwarding of other
consensus information. The proposed mechanism is beneficial because it allows all network nodes to reach
consensus faster. In addition, Figure 6(b) shows that the verification overhead required for adopting the
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Figure 4 Influence of the scale of deployed RSUs on the average block propagation time in single-block and multiblock conditions
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region (Nv = 200, NR = 1 − 50, rvv = 200 m, and rvR = 500 m). (a) Proposed mechanism; (b) conventional mechanism.

proposed mechanism is actually smaller. As the block is thoroughly propagated and cached in each
node, these nodes only need to forward the generated verification information (approved and reputation
reference information) instead of repeating the verification process for the received block, thus reducing
the verification overhead.

6 Conclusion

In this paper, we investigated the block propagation between moving vehicles and server-assisted RSUs
with the coexistence of V2V, V2R, and R2R communication modes during vehicular blockchain consensus.
First, based on the relevant theories of the dynamic equation, the closed-form expressions for single-block
and multiblock propagation times were given for two specific cases in which multiblock propagation
embodies blockchain forking competitive propagation. We further proposed a consensus mechanism that
can fully invoke the communication capabilities of network nodes. The numerical and simulation results
verify our theoretical analysis. Additionally, we prove that under the conventional and proposed consensus
mechanisms, an RSU or a vehicle that creates a new block plays a decisive role in the block propagation
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pattern due to the different communication modes in the two cases.
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where Uva(t)/Nv is the proportion of vehicles that have not received block a out of all vehicles in time t. A vehicle in state Uva

transfers to state Iva once it contacts an RSU that forwards block a. Given the initial condition Iva (0) = 0, the general solution

to (A1) is given by

Iva(t) = Nv(1 − e−λvRNRt). (A2)

On the basis of (A2), the time t1 for the first vehicle to receive block a from nearby RSUs is given by

t1 =
ln Nv

Nv−1

λvRNR

. (A3)

When t > t1, the block propagates not only from RSUs to vehicles but also between vehicles. In this way, the dynamic equation

of a single-block propagation is given by

dIva(t)

dt
= NR × λvRNv ×

Uva(t)

Nv

+ Iva(t) × λvv(Nv − 1) ×
Uva(t)

Nv − 1
, (A4)

where Iva (t1) = 1. The second term in (A4) indicates the growth of the number of vehicles in state Iva due to block propagation

between vehicles. If a vehicle or an RSU that has received block a forwards the block to the vehicles that never received the block

previously, the aggregated number of vehicles with block a increases. Under the initial condition of Iva (t1) = 1, the general solution

to (A4) is given by

Iva(t) =
Nv(λvv + NRλvR)e(NRλvR+Nvλvv)(t−t1)−NRλvR(Nv − 1)

(λvv + NRλvR)e(NRλvR+Nvλvv)(t−t1) + λvv(Nv − 1)
. (A5)

Appendix B Single-block propagation Case 2: equation derivation

First, we give the dynamic equation for single-block propagation from vehicles to RSUs:















dIva(t)

dt
= Iva(t) × λvv(Nv − 1) ×

Uva(t)

Nv − 1
,

dIRa(t)

dt
= Iva(t) × λvRNR ×

URa(t)

NR

,

(B1)

where URa(t)/NR is the proportion of RSUs that have not received block a out of all RSUs in time t. An RSU in state URa transfers

to state IRa once it contacts a vehicle that forwards block a. Under the initial condition of Iva(0) = 1, the general solution to (B1)

is given by






















Iva (t) =
Nv

1 + (Nv − 1) e−λvvNvt
,

IRa(t) = NR − NR ×

(

Nv

eNvλvvt + Nv − 1

)

λvR
λvv

.

(B2)

On the basis of (B2), the time t2 for the first RSU to receive block a from nearby vehicles is given by

t2 =

ln Nv
λvR
λvv

√

NR−1
NR

λvvNv

, (B3)

where IRa (t2) = 1. When t > t2, under the initial condition of Iva (t2) = Nv

/

[1 + (Nv − 1) e−λvvNvt2 ], similar to (A4), the

general solution is given by

Iva (t) =
Nv(Iva(t2)λvv + NRλvR)e(NRλvR+Nvλvv)(t−t1)−NRλvR(Nv − Iva(t2))

(Iva(t2)λvv + NRλvR)e(NRλvR+Nvλvv)(t−t1) + λvv(Nv − Iva(t2))
. (B4)
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