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Abstract In this paper, we investigate a linear-quadratic (LQ) optimal control problem for partially ob-

served forward-backward stochastic systems with random jumps, where the observation’s drift term is linear

with respect to the state x and control variable v. In our model, the observation process is no longer a Brow-

nian motion but a controlled stochastic process driven by Brownian motions and Poisson random measures,

which also have correlated noises with the state equation. Applying a backward separation approach to de-

compose the state and observation, we overcome the problem of cyclic dependence of control and observation.

Then, the necessary and sufficient conditions for optimal control are derived. We also obtain the feedback

representation of optimal control and provide two special cases to illustrate the significance of our results.

Moreover, we also provide a financial application to demonstrate the practical significance of our results.
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1 Introduction

The partially observed optimal control problem for forward-backward stochastic differential equations
with Poisson jump (FBSDEP) is considered in this study. Our main motivation for this study is an
asset-liability management problem. Consider a company’s liability process lvt governed by

−dlvt = (btvt − b̄t)dt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

where v is the decision maker’s strategy that means to inject or withdraw funds to achieve a specific
target. Let b̄t > 0 denote the expected liability rate. ct > 0 and c̄t > 0 are the volatility of liability; f(t,·)
and f̄(t,·) represent the jump amplitude of liability. Suppose that the initial investment of this company
is x0 and only invests in a riskless bond with an interest rate of rt > 0. The company’s cash balance
process xvt is

xvt = e
∫

t

0
rsds

(
x0 −

∫ t

0

e−
∫

s

0
rududlvt

)
.

It follows from Itô’s formula that




dxvt = (rtx
v
t + btvt − b̄t)dt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

xv0 = x0.

(1)
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Because of the company strategy and asymmetry account statement information, the decision maker can
only observe the cash balance by the stock price,

dSv
t = Sv

t

{(
htx

v
t + ḡt +

1

2
σ2
t +

∫

E

ϑ(t,e)λ2(de)
)
dt+ σtdW̄t +

∫

E

κ(t,e)Ñ2(dt, de)

}

with Sv
0 = 1, where ϑ(t,e) = κ̃(t,e) − κ(t,e) = ln(1 + κ(t,e)) − κ(t,e). Then the decision maker’s available

information is σ{Sv
s ; 0 6 s 6 t} rather than Ft at time t. Setting Y v

t = lnSv
t , we have

Y v
t = Y v

0 +

∫ t

0

(hsx
v
s + ḡs)ds+

∫ t

0

σsdW̄s +

∫ t

0

∫

E

κ̃(s,e)Ñ2(ds, de). (2)

Obviously, FY v

t = σ{Y v
s ; 0 6 s 6 t} = σ{Sv

s ; 0 6 s 6 t}. The generalized stochastic recursive utility
problem under consideration is as follows.

Problem 1 (SRU). Find an FY v

-adapted control v to minimize

J̄ [v] =
1

2
E

[ ∫ T

0

Qt(vt − q̄t)
2dt+R(xvT − r̄)2 − 2s̄yv0

]
,

subject to (1), (2) and

yvt = xvT +

∫ T

t

g̃
(
s, xvs , y

v
s , z

v
s , z̄

v
s ,

∫

E

kv(s,e)λ1(de),

∫

E

k̄v(s,e)λ2(de), vs

)
ds

−

∫ T

t

zvsdWs −

∫ T

t

z̄vsdW̄s −

∫ T

t

∫

E

kv(s,e)Ñ1(ds, de)−

∫ T

t

∫

E

k̄v(s,e)Ñ2(ds, de).

(3)

The first term in the performance function calculates the difference between the control variable v and
benchmark q̄, the middle term estimates the risk of terminal wealth, and the last term denotes a stochastic
recursive utility. On the basis of this example, we study the partially observed LQ problem as follows:





dxvt =
{
atx

v
t + btvt + b̄t

}
dt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

dyvt = −

{
Atx

v
t +Bty

v
t + Ctz

v
t + C̄tz̄

v
t +

∫

E

Dtk
v
(t,e)λ1(de) +

∫

E

D̄tk̄
v
(t,e)λ2(de) + Ftvt +Gt

}
dt

+ zvt dWt + z̄vt dW̄t +

∫

E

kv(t,e)Ñ1(dt, de) +

∫

e

k̄v(t,e)Ñ2(dt, de),

xv0 = x0, yvT = LxvT +M,

where (W, W̄ ) is the standard Brownian motion, and Ñ1 and Ñ2 are the compensated martingale mea-
sures. Suppose that the state is partially observed through

Y v
t = Y v

0 +

∫ t

0

{
hsx

v
s + gsvs + ḡs

}
ds+

∫ t

0

σsdW̄s +

∫ t

0

∫

E

κ(s,e)Ñ2(ds, de).

The problem is to find an FY v

t -adapted control v to minimize the cost functional,

J [v] =
1

2
E

[ ∫ T

0

{
Ot(x

v
t )

2 + Pt(y
v
t )

2 +Qtv
2
t + 2otx

v
t + 2pty

v
t + 2qtvt

}
dt

+R(xvT )
2 + 2rxvT + S(yv0 )

2 + 2syv0

]
.

The optimal control of a partially observed stochastic system is usually encountered in finance studies,
such as recursive utility or mean-variance problems. A substantial body of literature is available on partial
information control systems, such as [1–3]. Li and Tang [4] obtained the general maximum principle using
a purely probabilistic approach for a partially observed system, whose diffusion term contains control,
and the observation also depends on control. Framstad et al. [5] obtained the sufficient condition for



Chen T, et al. Sci China Inf Sci November 2022 Vol. 65 212205:3

the optimal control of SDEP and studied the financial applications. Meng [6] obtained one sufficient
condition and one necessary condition for partial information optimal control of a stochastic control
system governed by fully coupled FBSDE with a convex control domain. Wang and Wu [7] obtained a
maximum principle for the partially observed optimal control of FBSDE with nonconvex control domains
and an uncontrolled diffusion term. Øksendal and Sulem [8] obtained a sufficient condition for the partial
information optimal control of FBSDE with Lévy processes by using Malliavin calculus to handle control
systems with random coefficients. Wang et al. [9] obtained the sufficient and necessary conditions for
optimal control of FBSDEP and observation noises. Li et al. [10] studied the stabilization problem for
discrete-time Markov jump linear systems involving multiplicative noise with an infinite horizon. Mu
and Hu [11] studied the exponential stability analysis for semi-Markovian switched stochastic systems
with asynchronously impulsive jumps. The above literature on partial information solved the problem
using a change of probability measure; thus, the Girsanov transformation plays a vital role. The partially
observed stochastic system also has important applications in engineering, such as the filtering problem in
the field of wireless communication. In most practical problems, the observation process is just an ordinary
stochastic process, which cannot be assumed to be a Brownian motion. However, if the observation is no
longer a Brownian motion and depends on the control variable, then a circular dependency relationship
is formed. In this case, the Wonham separation principle is critical in decoupling state estimation and
optimal control (see [12,13]). In general, because the mean square error of state estimate relies on control,
the separation principle is usually invalid when handling partially observed stochastic control problems.
To address this flaw, Wang and Wu [14] proposed a backward separation technique that can be used to
solve some partially observed stochastic control problems, such as the stochastic LQ problem. Xiao and
Wang [15] studied the filtering equations of FBSDE with random jumps. Wang et al. [16] studied an LQ
optimal control problem of FBSDE with partial information using the backward separation approach.
Wang et al. [17] studied an optimal control problem derived using mean-field FBSDE with correlated
noises, whose drift term depends on the state and its expectation. Li et al. [18] studied an LQ control
problem for FBSDE with delay under full and partial information. They also proved the unique solvability
of a class of FBSDEs with delay.

In this paper, we study an LQ optimal control problem for partially observed FBSDEP, whose observa-
tion is linear with respect to the state x and control variable v. Our model assumes that the observation
Y v is a stochastic process depending on the control variable v. This assumption makes the problem
more natural and consistent with the actual situation, because the observation process is not necessarily
continuous in practice. For example, the stock price process in the financial market is usually discontin-
uous because of the impact of emergencies such as macro policies or because the signal reception process
in wireless communication is interrupted for some reason. Therefore, we assume that the observation
equation is driven by Brownian motions and Poisson random measures, which also have correlated noises
with the state equation. In the literature, little research is available on the stochastic control problem
and filtering problem when the observation process is discontinuous. This research is one of the main
contributions of this paper. On the basis of the above assumptions about the observation process, the
Girsanov transformation is invalid. Therefore, we apply the backward separation approach to solve our
problem. Compared with Wang et al. [16], we extend the backward separation approach from the con-
tinuous stochastic system to the discontinuous system. We obtain the necessary and sufficient conditions
for the optimal control. Inspired by [19], we also provide the optimal filtering of the state equation and
adjoint equation. We also have the feedback representation of optimal control. Finally, we provide a
financial application to illustrate the practical significance of our results.

The remaining paper is organized as follows. In Section 2, we formulate the LQ optimal control problem
of FBSDEP with partial information. In Section 3, we provide the necessary and sufficient conditions for
optimal control. We also give its feedback representation. In Section 4, we give two cases to illustrate
the method for solving the optimal control. In Section 5, we solve the financial problem raised at the
beginning of this paper. In Section 6, we give the conclusion.

2 Problem formulation and preliminary

2.1 Notation

Given T > 0, let (Ω,F , {Ft}06t6T ,P) be a given filtered complete probability space. On this space, there
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is a two-dimensional standard Brownian motion (W, W̄ ) valued in R2 with W0 = W̄0 = 0. And there are
two independent Ft-adapted Poisson random measures N1 and N2 on [0, T ]× E, where E is a standard
measure space with a σ-field E . We also assume that Brownian motions and Poisson random measures
are mutually independent. For i = 1, 2, the mean measure of Ni is a measure on ([0, T ]×E,B([0, T ])⊗E)
which has the form Leb × λi, where Leb denotes the Lebesgue measure on [0, T ] and λi is a finite
measure on E, respectively. For any D ∈ E and t ∈ [0, T ], since λi(D) < ∞, we set Ñi(ω, [0, t] ×D) :=
Ni(ω, [0, t]×D)− tλi(D). It is well known that Ñi(ω, [0, t]×D) is a martingale for every D. We assume
that {Ft}06t6T is generated by W, W̄ ,N1, N2, which satisfies usual condition. Now we introduce some
spaces of stochastic processes and random variables:

• L∞(0, T ;R) := {ψ|ψ is a deterministic uniformly-bounded function};

• L2
FT

(R) := {ψ|ψ is FT -measurable and E[|ψ|2] <∞};

• L2
F(0, T ;R) := {Φ|Φt is Ft-adapted and E

∫ T

0
|Φt|

2dt <∞};

• S2
F (0, T ;R) := {Φ|Φt is Ft-adapted and E[sup06t6T |Φt|

2] <∞};

• M2
F(0, T ;R) := {Φ|Φt is Ft-predictable and E

∫ T

0 |Φt|
2dt <∞};

• F 2
F (0, T ;R) := {Φ|Φt is Ft-predictable and E

∫ T

0

∫
E
|Φt|

2λ(de)dt <∞}.

2.2 Problem formulation

Define the processes (x0, y0, z0, z̄0, k0, k̄0) and Y 0 by





dx0t = atx
0
tdt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

dy0t = −

{
Atx

0
t +Bty

0
t + Ctz

0
t + C̄tz̄

0
t +

∫

E

Dtk
0
(t,e)λ1(de) +

∫

E

D̄tk̄
0
(t,e)λ2(de)

}
dt

+ z0t dWt + z̄0t dW̄t +

∫

E

k0(t,e)Ñ1(dt, de) +

∫

E

k̄0(t,e)Ñ2(dt, de),

x00 = x0, y0T = Lx0T ,

(4)

and 



dY 0
t = htx

0
tdt+ σtdW̄t +

∫

E

κ(t,e)Ñ2(dt, de),

Y 0
0 = 0.

(5)

Define (x1, y1, z1, z̄1, k1, k̄1) and Y 1 with the control process v ∈ L2
F(0, T ;R) by





ẋ1t = atx
1
t + btvt + b̄t,

dy1t = −

{
Atx

1
t +Bty

1
t + Ctz

1
t + C̄tz̄

1
t +

∫

E

Dtk
1
(t,e)λ1(de) +

∫

E

D̄tk̄
1
(t,e)λ2(de)

+ Ftvt +Gt

}
dt+ z1t dWt + z̄1t dW̄t +

∫

E

k1(t,e)Ñ1(dt, de) +

∫

E

k̄1(t,e)Ñ2(dt, de),

x10 = 0, y1T = Lx1T +M,

(6)

and {
Ẏ 1
t = htx

1
t + gtvt + ḡt,

Y 1
0 = 0.

(7)

Assumption 1. The coefficients at, bt, b̄t, ct, c̄t, At, Bt, Ct, C̄t, Dt, D̄t, f(t,·), f̄(t,·), ht, gt, ḡt, σt, 1/σt,
κ(t,·), 1/κ(t,·) belong to L∞(0, T ;R). x0 and L are constants, M ∈ L2

FT
(R).

Obviously, Eqs. (4)–(7) admit unique solutions under Assumption 1, respectively (see [20, 21]). Let

xvt = x0t + x1t , yvt = y0t + y1t , zvt = z0t + z1t , z̄vt = z̄0t + z̄1t ,

kv(t,·) = k0(t,·) + k1(t,·), k̄v(t,·) = k̄0(t,·) + k̄1(t,·), Y v
t = Y 0

t + Y 1
t .

(8)
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According to Itô’s formula and (4)–(8), (xv, yv, zv, z̄v, kv, k̄v) and Y v are the unique solutions of





dxvt =
{
atx

v
t + btvt + b̄t

}
dt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

dyvt = −

{
Atx

v
t +Bty

v
t + Ctz

v
t + C̄tz̄

v
t +

∫

E

Dtk
v
(t,e)λ1(de) +

∫

E

D̄tk̄
v
(t,e)λ2(de) + Ftvt

+Gt

}
dt+ zvt dWt + z̄vt dW̄t +

∫

E

kv(t,e)Ñ1(dt, de) +

∫

E

k̄v(t,e)Ñ2(dt, de),

xv0 = x0, yvT = LxvT +M,

(9)

and 



dY v
t =

{
htx

v
t + gtvt + ḡt

}
dt+ σtdW̄t +

∫

E

κ(t,e)Ñ2(dt, de),

Y v
0 = 0,

(10)

respectively. The superscript of every process emphasizes that they rely on the control variable v.
(xv, yv, zv, z̄v, kv, k̄v) and Y v are the state and observation corresponding to the control v, respectively.

Set FY v

t = σ{Y v
s ; 0 6 s 6 t} and FY 0

t = σ{Y 0
s ; 0 6 s 6 t}. Let U be a nonempty convex set of R, and

let U0
ad be the set of all FY 0

t -adapted processes with values in U such that E sup06t6T |vt|
2 < +∞.

Remark 1. In general, v is called admissible if v ∈ L2
FY v (0, T ;R). It means that the control variable

needs to be given through the observed results. But the circular dependence leads to the essential difficulty
in finding the optimal control. This is the essential reason that Eqs. (9) and (10) are split into two parts.
The Girsanov’s transformation cannot be used to solve this problem in our model.

Definition 1. Let Uad denote the set of admissible controls, which is in the form of Uad = {v|v ∈
U0
ad, v is FY v

t -adapted}.
The cost function has the following form:

J [v] =
1

2
E

[ ∫ T

0

{
Ot(x

v
t )

2 + Pt(y
v
t )

2 +Qtv
2
t + 2otx

v
t + 2pty

v
t + 2qtvt

}
dt

+R(xvT )
2 + 2rxvT + S(yv0 )

2 + 2syv0

]
.

(11)

Assumption 2. The coefficients Ot > 0, Pt > 0, Qt > 0, ot, pt and qt belong to L∞(0, T ;R). R > 0,
S > 0, r and s are constants.

Then we give the following LQ problem.

Problem 2 (LQC). Find an admissible control u ∈ Uad that satisfies (9) and (10) such that J [u] =
infv∈Uad

J [v]. u is called an optimal control if it makes the above equation hold. (xu, yu, zu, z̄u, ku, k̄u)
and J [u] are the corresponding state and cost functional, respectively.

2.3 Preliminary result

Lemma 1. For any v ∈ Uad, F
Y v

t = FY 0

t .

Proof. For any v ∈ Uad, vt is FY 0

t -adapted. Then we know that x1t is FY 0

t -adapted by (6), so Y 1
t is

FY 0

t -adapted by (7). Because Y v
t = Y 0

t + Y 1
t , we know that Y v

t is FY 0

t -adapted. It implies FY v

t ⊆ FY 0

t .

Similar discussions show that FY 0

t ⊆ FY v

t via Y 0
t = Y v

t − Y 1
t . Then the proof is completed.

Then we give the L2 estimates of (9) without proof (see [20–22] for details).

Lemma 2. Let Assumption 1 hold. For any vi ∈ L2
F(0, T ;R), let (xvi , yvi , zvi, z̄vi , kvi , k̄vi) be the

solution of (9) corresponding to vi, i = 1, 2. Then there exists a positive constant C̄ such that

sup
06t6T

E|xv1t − xv2t |2 6 C̄E

[ ∫ T

0

|v1,t − v2,t|
2dt

]
,

sup
06t6T

E|yv1t − yv2t |2 6 C̄

[
sup

06t6T

E|xv1t − xv2t |2 + E

∫ T

0

|v1,t − v2,t|
2dt

]
.

Similar to Lemma 2.3 in Wang et al. [16], we have the main lemma without proof as follows.
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Lemma 3. If Assumptions 1 and 2 hold, we have

inf
v̄∈Uad

J [v̄] = inf
v∈U0

ad

J [v].

Remark 2. Lemma 3 plays a key role in solving Problem (LQC). This lemma implies that we can find
an optimal control v ∈ U0

ad instead of the optimal control v ∈ Uad to minimize J .

3 Optimal solution of LQ problem

3.1 Optimality condition

We establish the necessary and sufficient conditions for optimal control of Problem (LQC).

Theorem 1. Let Assumptions 1 and 2 hold. Suppose that u is an optimal control of Problem (LQC)
and (x, y, z, z̄, k, k̄) is the corresponding optimal state. Then the FBSDEP




dϕt =
(
Btϕt − Ptyt − pt

)
dt+ CtϕtdWt + C̄tϕtdW̄t +

∫

E

ϕtDtÑ1(dt, de) +

∫

E

ϕtD̄tÑ2(dt, de),

dξt = −
{
atξt +Otxt + ot −Atϕt

}
dt+ ηtdWt + η̄tdW̄t +

∫

E

ϑ(t,e)Ñ1(dt, de) +

∫

E

ϑ̄(t,e)Ñ2(dt, de),

ϕ0 = −Sy0 − s, ξT = −LϕT +RxT + r,
(12)

admits a unique solution (ϕ, ξ, η, η̄, ϑ, ϑ̄) ∈ S2
F (0, T ;R

2)×M2
F(0, T ;R

2)× F 2
F (0, T ;R

2) such that

Qtut − FtE[ϕt|F
Y
t ] + btE[ξt|F

Y
t ] + qt = 0 (13)

with FY
t = σ{Y u

s ; 0 6 s 6 t}.
Proof. If u is the optimal control of Problem (LQC), it can be obtained by Lemma 3,

J [u] = inf
v∈U0

ad

J [v].

For any v ∈ Uad, let (x
u+ǫv, yu+ǫv, zu+ǫv, z̄u+ǫv, ku+ǫv, k̄u+ǫv) ∈ S2

F(0, T ;R
2)×M2

F(0, T ;R
2)×F 2

F (0, T ;R
2)

be the solution of (9) corresponding to u+ ǫv, 0 < ǫ < 1. Then we introduce a variational equation:




ẋ1t = atx
1
t + btvt,

dy1t = −
{
Atx

1
t +Bty

1
t + Ctz

1
t + C̄tz̄

1
t +

∫

E

Dtk
1
(t,e)λ1(de) +

∫

E

D̄tk̄
1
(t,e)λ2(de)

+ Ftvt

}
dt+ z1t dWt + z̄1t dW̄t +

∫

E

k1(t,e)Ñ1(dt, de) +

∫

E

k̄1(t,e)Ñ2(dt, de),

x10 = 0, y1T = Lx1T ,

which admits a unique solution (x1, y1, z1, z̄1, k1, k̄1) ∈ S2
F(0, T ;R

2)×M2
F(0, T ;R

2)×F 2
F (0, T ;R

2). By a
similar argument like Lemma 1 in [23], we have

lim
ǫ→0

E

[
sup

06t6T

∣∣∣∣
xu+ǫv
t − xut

ǫ
− x1t

∣∣∣∣
2]

= 0 and lim
ǫ→0

E

[
sup

06t6T

∣∣∣∣
yu+ǫv
t − yut

ǫ
− y1t

∣∣∣∣
2]

= 0.

Next we give the variational equation of the cost functional,

0 =
d

dǫ
J [u+ ǫv]|ǫ=0

= E

[ ∫ T

0

{
(Otxt + ot)x

1
t + (Ptyt + pt)y

1
t + (Qtut + qt)vt

}
dt+ (RxT + r)x1T + (Sy0 + s)y10

]
.

(14)

In addition, as long as (x, y, z, z̄, k, k̄) is determined by (9), we can know that (ϕ, ξ, η, η̄, ϑ, ϑ̄) ∈ S2
F(0, T ;R

2)
×M2

F(0, T ;R
2)×F 2

F (0, T ;R
2). Under Assumptions 1 and 2, we have the following equation by applying

Itô’s formula to ξtx
1
t + ϕty

1
t :

0 = E

[ ∫ T

0

(
Qtut + qt + btE[ξt|F

Y 0

t ]− FtE[ϕt|F
Y 0

t ]
)
vtdt

]
.
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Hence,

Qtut + qt + btE[ξt|F
Y 0

t ]− FtE[ϕt|F
Y 0

t ] = 0.

Because of u ∈ Uad, we can know that FY 0

t = FY
t by Lemma 1. Thus we have desired results.

Then we give the sufficient condition as follows.

Theorem 2. Let Assumptions 1 and 2 hold. Assume that u ∈ Uad satisfies

Qtut − FtE[ϕt|F
Y
t ] + btE[ξt|F

Y
t ] + qt = 0,

where (ϕ, ξ, η, η̄, ϑ, ϑ̄) is a solution to (12). Then u is an optimal control of Problem (LQC).
Proof. For any admissible control v, we have

J [v]− J [u] := J1 + J2, (15)

where

J1 =
1

2
E

[ ∫ T

0

{
Ot(x

v
t − xt)

2 + Pt(y
v
t − yt)

2 +Qt(vt − ut)
2
}
dt+R(xvT − xT )

2 + S(yv0 − y0)
2

]
,

and

J2 = E

[ ∫ T

0

{
(Otxt + ot)(x

v
t − xt) + (Ptyt + pt)(y

v
t − yt) + (Qtut + qt)(vt − ut)

}
dt

+ (RxT + r)(xvT − xT ) + (Sy0 + s)(yv0 − y0)

]
.

Obviously, J1 > 0 for any admissible control v. Then it is enough to prove that J2 = 0.
Applying Itô’s formula to ϕt(y

v
t − yt) + ξt(x

v
t − xt) and taking expectations on both sides, we have

J2 = E

[ ∫ T

0

(
Qtut − FtE[ϕt|F

Y 0

t ] + btE[ξt|F
Y 0

t ] + qt

)
(vt − ut)dt

]
= 0.

Assumption 3. Qt > 0 and 1/Qt are uniformly bounded, deterministic functions.
Similar to Wang et al. [16], we give the following corollary without proof.

Corollary 1. Let Assumptions 1–3 hold. If u is an optimal control of Problem (LQC), then u is unique.

3.2 Filtering

Let Assumptions 1–3 hold. Optimal condition (13) can be written as

ut =
1

Qt

(
FtE[ϕt|F

Y
t ]− btE[ξt|F

Y
t ]− qt

)
.

This demonstrates the importance of calculating the optimal filtering of (ϕt, ξt) depending on FY
t in

order to compute u. Since (ϕt, ξt) is related to (x, y), we first need to calculate the optimal filtering for
FBSDE (9) and (12). For any v ∈ Uad, let ς̂t = E[ςt|F

Y v

t ] with ς = x0, xv, yv, zv, z̄v, kv, k̄v, ϕ, ξ, η, η̄, ϑ, ϑ̄,

M,xvyv and γt = E[(xvt − x̂vt )
2|FY v

t ], (̂xvt )
i = E[(xvt )

i|FY v

t ], i = 1, 2, 3, . . .. Now we state the optimal
filtering of (9), which is critical in representing the optimal control.

Lemma 4. Let Assumption 1 hold. For any v ∈ Uad, the optimal filtering (x̂v , ŷv, ẑv, ˆ̄zv, k̂v, ˆ̄kv) of
(xv, yv, zv, z̄v, kv, k̄v) satisfying (9) with respect to FY v

t satisfies





dx̂vt = (atx̂
v
t + btvt + b̄t)dt+

(
c̄t +

htγt
σt

)
dW̃t +

∫

E

f̄(t,e)Ñ2(dt, de),

dŷvt = −
{
Atx̂

v
t +Btŷ

v
t + Ctẑ

v
t + C̄t ˆ̄z

v
t + Ftvt +Gt +

∫

E

Dtk̂
v
(t,e)λ1(de)

+

∫

E

D̄t
ˆ̄kv(t,e)λ2(de)

}
dt+ Ẑv

t dW̃t +

∫

E

ˆ̄kv(t,e)Ñ2(dt, de),

x̂v0 = x0, ŷvT = Lx̂vT + M̂,

(16)
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where the conditional mean square error γt satisfies the following equation:



γt =

{
2atγt + c2t −

2c̄thtγt
σt

−
h2tγ

2
t

σ2
t

+

∫

E

f2(t, e)λ1(de)

}
dt+

ht
σt

(
x̂3t

v

− x̂2t
v

x̂vt − 2γtx̂
v
t

)
dW̃t,

γ0 = 0,

(17)

the innovation processes for W̄t can be calculated as

W̃t =

∫ t

0

ht
σt

(xvs − x̂vs)ds+ W̄t, (18)

and

Ẑv
t = ˆ̄zvt +

ht
σt

(
x̂vt y

v
t − x̂vt ŷ

v
t

)
. (19)

Proof. Since x1t is FY 0

t -adapted, by Lemma 1 we have

x̂vt = E[xvt |F
Y v

t ] = E[x0t |F
Y 0

t ] + x1t = x̂0t + x1t .

Applying Theorem 214 in [19] to (5) and SDE in (4), then Eqs. (17), (18) and SDE in (16) are derived.
Inspired by Wang et al. [24] and Wang et al. [16], for any v ∈ Uad, the BSDEP in (9) admits a unique
solution (yv, zv, z̄v, kv, k̄v). Then we have

yvt = yv0 −

∫ t

0

{
Asx

v
s +Bsy

v
s + Csz

v
s + C̄sz̄

v
s +

∫

E

Dsk
v
(s,e)λ1(de) +

∫

E

D̄sk̄
v
(s,e)λ2(de) + Fsvs

+Gs

}
ds+

∫ t

0

zvsdWs +

∫ t

0

z̄vsdW̄s +

∫ t

0

∫

E

kv(s,e)Ñ1(ds, de) +

∫ t

0

∫

e

k̄v(s,e)Ñ2(ds, de),

(20)

and hence, the integral form of the BSDEP in (9) can be written as yvt − Y v
T . Let (20) and (10) be the

state and observation, respectively. From Theorem 214 in [19], we get

ŷvt = yv0 −

∫ t

0

{
Asx̂

v
s +Bsŷ

v
s + Csẑ

v
s + C̄s ˆ̄z

v
s +

∫

E

Dsk̂
v
(s,e)λ1(de) +

∫

E

D̄s
ˆ̄kv(s,e)λ2(de)

+ Fsvs +Gs

}
ds+

∫ t

0

Ẑv
s dW̃s +

∫ t

0

∫

E

ˆ̄kv(s,e)Ñ2(ds, de),

with yv0 = ŷv0 . Then it yields

ŷvt = ŷvT +

∫ T

t

{
Asx̂

v
s +Bsŷ

v
s + Csẑ

v
s + C̄s ˆ̄z

v
s +

∫

E

Dsk̂
v
(s,e)λ1(de) +

∫

E

D̄s
ˆ̄kv(s,e)λ2(de)

+ Fsvs +Gs

}
ds−

∫ T

t

Ẑv
sdW̃s −

∫ T

t

∫

E

ˆ̄kv(s,e)Ñ2(ds, de).

Moreover
ŷvT = E[LxvT +M |FY v

T ] = Lx̂vT + M̂,

where x̂vT is determined by (16).

As we all know, (Ẑv, ˆ̄kv) is a part of solution (ŷv, Ẑv, ˆ̄kv) to BSDEP (16), which can be computed by the
Malliavin calculus. See Geiss and Steinicke [25] for details. In order to give the feedback representation
of optimal control u, we need to calculate the filtering result of the adjoint equation.

Lemma 5. Let Assumptions 1 and 2 and Pt = 0 hold. The optimal filtering of (ϕ, ξ, η, η̄, ϑ, ϑ̄) depending
on FY

t satisfies




dϕ̂t = (Btϕ̂t − pt)dt+
{
C̄tϕ̂t +

ht
σt

(
x̂tϕt − x̂tϕ̂t

)}
dW̃t +

∫

E

D̄tϕ̂tÑ2(dt, de),

− dξ̂t =
(
atξ̂t +Otx̂t + ot −Atϕ̂t

)
dt− ζ̂tdW̃t −

∫

E

ˆ̄ϑ(s,e)Ñ2(dt, de),

ϕ̂0 = −Sy0 − n, ξ̂T = −Lϕ̂T +Rx̂T + r,

(21)
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with

ζ̂t = ˆ̄ηt +
ht
σt

(
x̂tξt − x̂tξ̂t

)
,

where (x̂, ŷ) satisfies (16) with v = u, and W̃ is the corresponding innovation process.

Theorem 3. Let Assumptions 1–3 and Pt = 0 hold. If ut =
1
Qt

(
Ftϕ̂t− btξ̂t− qt

)
is the optimal control,

then it can be expressed as

ut =
1

Qt

[
(Ft − btΣt)ϕ̂t − btΠtx̂t − bt̺t − qt

]
,

where (x̂, ŷ, Ẑ, ˆ̄k), (ϕ̂, ξ̂, ζ̂, ˆ̄ϑ), Π, Σ and ̺ are the solutions of (16) with v = u, (21), (25)–(27), respectively.

Proof. According to the form of terminal condition (12), we set

ξt = Πtxt +Σtϕt + ̺t (22)

with ΠT = R, ΣT = −L and ̺T = r, where Π, Σ and ̺ are deterministic differentiable functions.
Applying Itô’s formula to (22), we have

dξt =
{
Π̇txt +Πt

(
atxt +

1

Qt

bt
(
(Ft − btΣt)ϕ̂t − btΠtx̂t − bt̺t − qt

)
+ b̄t

)
+ Σ̇tϕt

+ ˙̺t +Σt(Btϕt − pt)
}
dt+

(
Πtct +ΣtCtϕt

)
dWt +

(
Πtc̄t +ΣtC̄tϕt

)
dW̄t

+

∫

E

(
Πtf(s,e) +ΣtDtϕt

)
Ñ1(dt, de) +

∫

E

(
Πtf̄(s,e) +ΣtD̄tϕt

)
Ñ2(dt, de).

(23)

Comparing the above equality with (12), it yields

ηt = Πtct +ΣtCtϕt, η̄t = Πtc̄t +ΣtC̄tϕt,

ϑ(s,e) = Πtf(s,e) +ΣtDtϕt, ϑ̄(s,e) = Πtf̄(s,e) +ΣtD̄tϕt.

Taking E[·|FY
t ] on the drift term of (23) and comparing with the drift term of (21), we obtain

Π̇tx̂t +Πt

(
atx̂t +

1

Qt

bt
(
(Ft − btΣt)ϕ̂t − btΠtx̂t − bt̺t − qt

)
+ b̄t

)
+ Σ̇tϕ̂t + ˙̺t +Σt(Btϕ̂t − pt)

= −(atΠt +Ot)x̂t − (atΣt −At)ϕ̂t − at̺t − ot.

(24)

Comparing the coefficients of x̂t and ϕ̂t in (24), we have





Π̇t + 2atΠt −
1

Qt

b2tΠ
2
t +Ot = 0,

ΠT = R,

(25)





Σ̇t +
(
at +Bt −

1

Qt

b2tΠt

)
Σt +

1

Qt

btFtΠt −At = 0,

ΣT = −L,

(26)

and 



˙̺t +
(
at −

1

Qt

b2tΠt

)
̺t − Σtpt −

1

Qt

btqtΠt +Πtb̄t + ot = 0,

̺T = r.

(27)

It is easy to see that there are unique solutions to the above three ordinary differential equations (ODEs).
Thus we have

ut =
1

Qt

[
(Ft − btΣt)ϕ̂t − btΠtx̂t − bt̺t − qt

]
.
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4 Two special cases of problem LQC

4.1 LQ optimal control for SDEP

We consider a partially observed stochastic system with jumps and verify the correctness of Theorem 3
by another method.





dxvt = (atx
v
t + btvt + b̄t)dt+ ctdWt + c̄tdW̄t +

∫

E

f(s,e)Ñ1(dt, de) +

∫

E

f̄(s,e)Ñ2(dt, de),

dY v
t = (htx

v
t + gtvt + ḡt)dt+ σtdW̄t +

∫

E

κ(s,e)Ñ2(dt, de),

xv0 = x0, Y v
0 = 0,

(28)

where Y v is the observed process. The cost functional is as follows:

J [v] =
1

2
E

[ ∫ T

0

(
Ot(x

v
t )

2 +Qtv
2
t

)
dt+R(xvT )

2

]
. (29)

Our goal is to find a u ∈ Uad such that J [u] = infv∈Uad
J [v] subject to (28) and (29). Then we use the

backward separation techniques to solve this problem and we give the feedback representation of optimal
control. We shall solve this problem in three steps.

Step 1. According to Theorem 1, we know that the optimal control needs to satisfy ut = − bt
Qt
ξ̂t, with

ξ satisfing the following FBSDEP:





dxt =
(
atxt −

b2t
Qt

ξ̂t + b̄t

)
dt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

dξt = −(atξt +Otxt)dt+ ηtdWt + η̄tdW̄t +

∫

E

ϑ(t,e)Ñ1(dt, de) +

∫

E

ϑ̄(t,e)Ñ2(dt, de),

x̄0 = x0, ξ̄T = Rx̄T .

(30)

Step 2. Since ξ̂t is F
Y
t -adapted, similar to Lemma 4, we derive that





dx̂t =
(
atx̂t −

b2t
Qt

ξ̂t + b̄t

)
dt+

(
c̄t +

htγt
σt

)
dW̃t +

∫

E

f̄(t,e)Ñ2(dt, de),

x̂0 = x0.

(31)

Solving the BSDEP in (30) and taking E[·|FY
t ] on both side, we have

ξ̂t = Re
∫

T

t
asdsE[xT |F

Y
t ] +

∫ T

t

e
∫

s

t
ardrOsE[xs|F

Y
t ]ds. (32)

We now claim that ξ̂t = Πtx̂t + ̺t, and set αt =
b2t
Qt

Πt, βt = b̄t −
b2t
Qt
̺t. Let Φ(s, t) be the fundamental

solution of

dΦ(s, t)

ds
=

(
at − αt 0

−αt at

)
Φ(s, t). (33)

From (30) and (31), we get

(
x̂s

xs

)
= Φ(s, t)

(
x̂t

xt

)
+

∫ s

t

Φ(s, r)

(
1

1

)
βrdr +

∫ s

t

Φ(s, r)

(
c̄r +

hrγr

σr
0 0

0 cr c̄r

)
d



W̃r

Wr

W̄r




+

∫ s

t

∫

E

Φ(s, r)

(
0 f̄(r,e)

f(r,e) f̄(r,e)

)(
Ñ1(dr, de)

Ñ2(dr, de)

)
.

(34)
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Then we have

E[xs|F
Y
t ] =

(
0 1
)
Φ(s, t)

(
1

1

)
x̂t +

∫ s

t

(
0 1
)
Φ(s, r)

(
1

1

)
βrdr

= e
∫

s

t
(ar−αr)drx̂t +

∫ s

t

e
∫

s

r
(aµ−αµ)dµβrdr.

(35)

Substituting (35) into (32), we have ξ̂t = Π̄tx̂t + ¯̺t, with

Π̄t = Re
∫

T

t
(2as−αs)dsx̂t +

∫ T

t

e
∫

T

r
(as−αs)dsβrdr, (36)

¯̺t = Re
∫

T

t
asds

∫ T

t

e
∫

T

s
(ar−αr)drβsds+

∫ T

t

e
∫

s

t
ardrOs

∫ s

t

e
∫

s

r
(aµ−αµ)dµβrdrds. (37)

We know that Eqs. (25) and (27) are reduced to





Π̇t + 2atΠt −
b2t
Qt

Π2
t +Ot = 0,

ΠT = R,

(38)





˙̺t + at̺t −
b2t
Qt

Πt̺t +Πtb̄t = 0,

̺T = 0.

(39)

We know that Eqs. (36) and (37) are the solutions to (38) and (39), respectively. From the existence
and uniqueness of solutions to (38) and (39), we know that Π(·) ≡ Π̄(·), ̺(·) ≡ ¯̺(·). Then the candidate
optimal control u can be rewritten as

ut = −
bt
Qt

Πtx̂t −
bt
Qt

̺t. (40)

Step 3. We should prove that u is the unique optimal control under the additional assumption h ≡ 0.
Since x̂vt⊥(xvt − x̂vt ), the cost functional (29) can be rewritten as

J [v] =
1

2
E

[ ∫ T

0

(
Ot(x̂

v
t )

2 +Qtv
2
t

)
dt+R(x̂vT )

2

]
+

1

2

∫ T

0

Otγtdt+
1

2
RγT , (41)

where γ satisfies (17). Noticing h ≡ 0, then γ is the solution of ODE, so γ is a deterministic function.
Then for any v ∈ Uad,

J [v]− J [u] =
1

2
E

[ ∫ T

0

(
Ot(x̂

v
t − x̂t)

2 +Qt(vt − ut)
2
)
dt+R(x̂vT − x̂T )

2

]
+ Ξ,

where

Ξ = E

[ ∫ T

0

(
Otx̂t(x̂

v
t − x̂t) +Qtut(vt − ut)

)
dt+Rx̂T (x̂

v
T − x̂T )

]
. (42)

In order to show that u in (40) is indeed an optimal control, we need to prove Ξ > 0. Applying Itô’s

formula to ξ̂t(x̂
v
t − x̂t), we get

Ξ = E

[ ∫ T

0

(
Qtut + btξ̂t

)
(vt − ut)dt

]
= 0.

Next, let us calculate the value of J [u]. Substituting (40) to (41), we get

J [u] =
1

2
E

[ ∫ T

0

(
Ot +

b2t
Qt

Π2
t

)
x̂2t +

b2t
Qt

̺2t + 2
b2t
Qt

Πt̺tx̂tdt+Rx̂2T

]
+

1

2

∫ T

0

Otγtdt+
1

2
RγT . (43)
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Applying Itô’s formula to 1
2Πtx̂

2
t + ̺tx̂t, we have

E

[
1

2
ΠT x̂

2
T + ̺T x̂T

]
= E

[
1

2
Π0x̂

2
0 + ̺0x̂0 +

∫ T

0

{
−

1

2

(
Ot +

b2t
Qt

Π2
t

)
x̂2t −

b2t
Qt

Πtx̂t̺t

+
1

2
Πtc

2
t +

(
b̄t −

b2t
Qt

̺t

)
̺t +

1

2

∫

E

Πtf̄
2
(t,e)λ2(de)

}
dt

]
.

(44)

Combining (43) and (44), we get

J [u] = E

[ ∫ T

0

(
b̄t −

b2t
2Qt

̺t

)
̺t +

1

2
c2tΠt +

1

2

∫

E

Πtf̄
2
(t,e)λ2(de)dt

]

+
1

2

∫ T

0

Otγtdt+
1

2
RγT +

1

2
Π0x

2
0 + ̺0x0.

(45)

Therefore, we have the following theorem.

Theorem 4. If Assumptions 1–3 and ht = 0 hold, the optimal control u and the optimal cost functional
J [u] are given by (40) and (45), respectively.

4.2 LQ optimal control of FBSDE driven by Poisson jump

Consider the following stochastic control system:




dxvt =
{
atx

v
t + btvt + b̄t

}
dt+

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

dyvt = −

{
Atx

v
t +Bty

v
t + Ctz

v
t + C̄tz̄

v
t + Ftvt +Gt +

∫

E

Dtk
v
(t,e)λ1(de)

+

∫

E

D̄tk̄
v
(t,e)λ2(de)

}
dt+

∫

E

kv(t,e)Ñ1(dt, de) +

∫

e

k̄v(t,e)Ñ2(dt, de),

xv0 = x0, yvT = LxvT +M,

(46)

along with the cost functional,

J [v] =
1

2
E

[ ∫ T

0

{
Ot(x

v
t )

2 +Qtv
2
t + 2otx

v
t + 2pty

v
t + 2qtvt

}
dt+R(xvT )

2 + 2rxvT + S(yv0)
2 + 2syv0

]
.

(47)
Suppose that Ñ(·, ·) is the observed process. This can be seen as the case of (10) with ht = gt = ḡt =

σt = 0 and κ(t,·) = 1. Clearly, FY v

t = FY 0

t = σ{Ñ2([0, s], A), 0 6 s 6 t, A ∈ E}. The observation seems
simple, but the Wonham separation principle is still invalid; thus the resulting conclusions are not trivial.
Now we give the following necessary condition.

Theorem 5. Let Assumptions 1 and 2 hold. Suppose that u is an optimal control and (x, y, k, k̄) is the
corresponding optimal state. Then the FBSDEP





dϕt =
(
Btϕt − pt

)
dt+

∫

E

ϕtDtÑ1(dt, de) +

∫

E

ϕtD̄tÑ2(dt, de),

dξt = −
{
atξt +Otxt + ot − Atϕt

}
dt+

∫

E

ϑ(t,e)Ñ1(dt, de) +

∫

E

ϑ̄(t,e)Ñ2(dt, de),

ϕ0 = −Sy0 − s, ξT = −LϕT +RxT + r,

(48)

admits a unique solution (ϕ, ξ, ϑ, ϑ̄) ∈ S2
F (0, T ;R

2)× F 2
F (0, T ;R

2) such that

Qtut − FtE[ϕt|F
Y
t ] + btE[ξt|F

Y
t ] + qt = 0. (49)

Then we give the sufficient condition for optimal control without proof.

Theorem 6. Let Assumptions 1 and 2 hold. If u ∈ Uad satisfies

Qtut − FtE[ϕt|F
Y
t ] + btE[ξt|F

Y
t ] + qt = 0,

where (ϕ, ξ, ϑ, ϑ̄) is a solution to (48), then u is an optimal control.
According to Theorem 19.6 in Liptser and Shiryaev [26], we get the following filtering estimation. The

proof is similar to Lemmas 4 and 5, so we omit it.
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Theorem 7. For any v ∈ Uad, the optimal filters (x̂v, ŷv, k̂v, ˆ̄kv) and (ϕ̂, ξ̂, ϑ̂, ˆ̄ϑ) of the solutions
(xv, yv, kv, k̄v) and (ϕ, ξ, ϑ, ϑ̄) to (46) and (48) with respect to FY v

t and FY
t satisfy





dx̂vt = (atx̂
v
t + btvt + b̄t)dt+

∫

E

f̄(t,e)Ñ2(dt, de),

dŷvt = −

{
Atx̂

v
t +Btŷ

v
t +

∫

E

Dtk̂
v
(t,e)λ1(de) +

∫

E

D̄t
ˆ̄kv(t,e)λ2(de) + Ftvt +Gt

}
dt+

∫

E

ˆ̄kv(t,e)Ñ2(dt, de),

x̂v0 = x0, ŷvT = Lx̂vT + M̂,
(50)

and 



dϕ̂t = (Btϕ̂t − pt)dt+

∫

E

D̄tϕ̂tÑ2(dt, de),

dξ̂t = −
(
atξ̂t +Otx̂t + ot −Atϕ̂t

)
dt+

∫

E

ˆ̄ϑ(t,e)Ñ2(dt, de),

ϕ̂0 = −Sy0 − n, ξ̂T = −Lϕ̂T +Rx̂T + r,

(51)

respectively.
Then the optimal control is

ut =
1

Qt

(Ftϕ̂t − btξ̂t − qt). (52)

Similar to Corollary 1, we also obtain the uniqueness of the optimal control u. The feedback optimal
control can be obtained directly from Theorem 3. Thus we omit it.

Remark 3. If the state equation and observation equation have no jumps, that is f = f̄ = D = D̄ =
k = k̄ = κ = 0, then the main results including optimal control and its feedback representation degenerate
into the main result in Wang et al. [16].

5 Application in finance

In this section, we solve the financial mathematics problem raised at the beginning of this paper. Firstly,
we give the following assumption.

Assumption 4. Let g̃(t, x, y, z, z̄, k, k̄, v) = B̃ty+F̃tv. Suppose that B̃t, F̃t and q̄t belong to L
∞(0, T ;R).

κ(t,·) > −1, s̄ > 0 and r̄ are constants.
Solving BSDEP (3) with Assumption 4, we have

E[yvt ] = E

[
xvT e

∫
T

t
B̃sds +

∫ T

t

F̃se
∫

s

t
B̃uduvsds

]
.

Then Problem (SRU) is equivalent to the following Problem (LQCU).

Problem 3 (LQCU). Find an admissible control u ∈ Uad to minimize

J [v] =
1

2
E

[ ∫ T

0

(Qtv
2
t + 2ρtvt)dt+R(xvT )

2 + 2φxvT

]
, (53)

subject to (1) and (2) with

ρt = −Qtq̄t − s̄F̃te
∫

t

0
B̃sds and φ = −Rr̄ − s̄e

∫
T

0
B̃sds.

It is easy to know that ρt ∈ L∞(0, T ;R) and φ is a constant.
By Theorem 2, if u is an optimal control, we have





dxt = (rtxt + btvt − b̄t)dt+ ctdWt + c̄tdW̄t +

∫

E

f(t,e)Ñ1(dt, de) +

∫

E

f̄(t,e)Ñ2(dt, de),

dξt = −rtξtdt+ ηtdWt + η̄tdW̄t +

∫

E

ϑ(t,e)Ñ1(dt, de) +

∫

E

ϑ̄(t,e)Ñ2(dt, de),

x0 = x0, ξT = RxT + φ,

(54)
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Figure 1 (Color online) Optimal control. Figure 2 (Color online) Optimal investment proportion: r =

0.2 (blue), r = 0.4 (red) and r = 0.8 (black).

which admits a unique solution (x, ξ, η, η̄, ϑ, ϑ̄) ∈ S2
F(0, T ;R

2)×M2
F(0, T ;R

2)× F 2
F (0, T ;R

2) such that

ut = −
1

Qt

(
btE[ξt|F

Y
t ] + ρt

)
.

Moreover, the optimal control u can be written as follows by Theorem 3:

ut = −
1

Qt

[
bt(Πtx̂t + ̺t) + ρt

]
, (55)

where Π, ̺ and x̂ satisfy the following equations:





Π̇t + 2rtΠt −
1

Qt

b2tΠ
2
t = 0,

ΠT = R,





˙̺t +
(
rt −

1

Qt

b2tΠt

)
̺t −

1

Qt

btρtΠt −Πtb̄t = 0,

̺T = φ,

and




dx̂vt =

{(
rt −

1

Qt

b2tΠt

)
x̂vt −

1

Qt

bt(bt̺t + ρt)− b̄t

}
dt+

(
c̄t +

htγt
σt

)
dW̃t +

∫

E

f̄(t,e)Ñ2(dt, de),

x̂v0 = x0.

(56)

Applying Itô’s formula to (x̂t)
2 with the BDG inequality, we obtain E[sup06t6T (x̂t)

2] < +∞. And u is

adapted to FY
t and FY 0

t . Then we can verify that u is an admissible control. Corollary 1 implies that u
satisfying (55) is the unique optimal strategy.

Example 1. Assume bt = c̄t = Qt = B̃t = F̃t = R = s̄ = 1, b̄t = 0.4, ht = r̄ = 0, f̄(t,·) = λ = 2,
q̄t = 0.6, T = 0.5.

If we assume that rt = 0.2, we get the optimal strategy u in Figure 1. It shows one orbit of the optimal
strategy path. It is clearly shown that the optimal strategy u is discontinuous. According to (55) and
(56), we can know that the optimal strategy is indeed discontinuous. And whenever a jump occurs, the
optimal strategy will also change dramatically.

We also get the optimal investment proportion corresponding to the interest rates r = 0.2, 0.4, 0.8 in
Figure 2. It shows that the larger the interest rate is, the smaller the optimal investment proportion
is. This is because the company will invest more money in the money account after the interest rate
increases.
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6 Conclusion

This paper investigates the LQ optimal control problem for partially observed FBSDEP with correlated
noise. Because the observation equation is driven by Brownian motions and Poisson random measures,
the observation Y v is no longer a Brownian motion. Additionally, the drift term of the observation Y v

is linear with respect to the state xv and control v, so the observation does not satisfy the condition for
using the Girsanov transformation. Thus, the Girsanov transformation is invalid. We apply a backward
separation approach to decompose the state and the observation to overcome the circular dependence. We
obtain the necessary and sufficient conditions as well as the feedback representation of optimal control by
combining the backward separation approach with the variational method and stochastic filtering. Then,
we present two special cases to demonstrate the significance of our results. Finally, we give a financial
example and derive the explicitly optimal control. In the future, we will study the backward separation
approach of stochastic systems with regime-switching or random coefficients.
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