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Dear editor,
In recent years, the theory and method of mis-
sion planning technology have been widely ap-
plied to bio-robotic systems. Increasing demands
can be addressed by the application of innovative
and advanced technology in mission planning and
decision-making of bio-robotic systems, which are
related to the complexity of mission environments
and data fusion. The sizeable amount, geographi-
cal distribution, uncertainty, diversity and dynam-
ics of target information make mission planning
and decision-making of bio-robotic systems have
a huge challenge. To solve this problem, multiple
sensors have been used to fully support the infor-
mation processing system [1]. However, because
of differences in the performance and function of
sensors, multi-source data fusion technology must
be used to improve the accuracy of the detected
information [2]. Therefore, the study of data fu-
sion technology is of significance for bio-robotic
systems.

Data fusion technology can use detected in-
formation to reflect actual situations and lay a
foundation for decision-making in bio-robotic task
planning systems. In general, the traditional data
fusion algorithms face difficulties in processing on-
line data, that are fused by an existing data set [2].
However, in a real scenario of task planning, sensor
systems need to detect data in real time. More-
over, the large amount of mission information,
complexity of the mission environment, and per-

formance of the sensors may result in inaccurate
data, which may lead to large errors in data fusion
systems.

In such a case, a data fusion algorithm based
on Bayesian theory and the reinforcement learning
method is proposed to solve these problems. Re-
inforcement learning is suitable for solving learn-
ing and optimizing problems. Therefore, in this
study, reinforcement learning and Bayesian theory
are used to improve the fusion performance of data
fusion systems.

Problem descriptions and preliminaries. This
study aims to develop an active multi-sensor data
fusion method. It is assumed that m sensors are
used to simultaneously detect the same target and
the time interval of each sensor may be different.
Hence, the arrival time of the detected data is dif-
ferent.

The observed value of sensor i can be expressed
as [3]

Oi = O0 +∆Oi, i = 1, 2, . . . ,m, (1)

where O0 is the actual value of the detected target
attribute, ∆Oi is the uncertainty of sensor i, which
is determined by the performance of sensor i.

The objective of this study is to design a data
fusion algorithm based on Bayesian theory and re-
inforcement learning, so that the detected informa-
tion O1, O2, . . . , Om can be utilized to reflect the
actual situation and to obtain the optimal fused
value.
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To develop the data fusion algorithm, the fol-
lowing assumptions are required.

Assumption 1 ([2]). All sensors work indepen-
dently and have no interference with each other.

Assumption 2 ([3]). The uncertainty ∆Oi (i =
1, 2, . . . ,m) obeys the Gaussian distribution. To il-
lustrate, ∆Oi ∼ N(0, σ2

i
), where σ2

i
is the variance

of sensor i.
Data fusion algorithm. According to Assump-

tion 2, we have

Oi ∼ N(O0, σ
2
i ). (2)

According to Bayesian theory, the traditional
data fusion result can be expressed as [4]

Ô=

m
∑

i=1

Oi

σ2
i

/ m
∑

i=1

1

σ2
i

. (3)

The defect of the traditional fused result is
that the influence of the faulty observations is ig-
nored. In this study, this problem is formulated
as a reinforcement learning task. The data fusion
is denoted as a Markov decision process (MDP)
{S,A,R, γ}, where S is the state set, A is the set
of actions, R is the reward function, and γ ∈ [0, 1)
is the discount factor [5].

At time instant t, the data fusion system re-
ceives the state st and the reward rt, and then
it executes the action at while the sensor sys-
tem receives the new detected data of the target.
Then, the data fusion system produces the next
state st+1 and the reward rt+1. The objective
of reinforcement learning is to determine a pol-
icy π : S → A to maximize the expected reward
across all episodes. In this study, the Q-learning
algorithm is used to solve this problem. The Q-
value function for the action a ∈ A with the state
s ∈ S is defined as [5]

Q(s, a) = R(s, a) +

+∞
∑

t=1

γtR(st, at). (4)

The optimal Q-function is expressed as the Bell-
man equation [5]:

Q∗(s, a) = R(s, a) + γmax
a∈A

Q∗(s′, a′), (5)

where s′ is the state of the next time-step and a′

is the selected action in state s′.
Then, the action at the time instant t can be

obtained as

at = max
a∈A

Q∗(st, a). (6)

Because of the difference in the time intervals
of the sensors, the action set is designed as A=

{Retain, Delete}, where the next observation is
retained or deleted based on the reward [6]. Addi-
tionally, we denote the current fused value as the
state:

st+1 =

{

Ôt+1, at+1 = Retain,

Ôt, at+1 = Delete.
(7)

Moreover, with the action set, the data set of
each state is different. Therefore, the information
entropy is used to evaluate the quality of data sets
in different states. The information entropy I(Ωt)
in state t can be calculated as [7]

I(Ωt) = −

t
∑

i=1

(

Oi

/ t
∑

i=1

Oi

)

ln

(

Oi

/

t
∑

i=1

Oi

)

, (8)

where Ωt is the dataset of state st.
If the information I(Ωt+1) is smaller than I(Ωt),

then the newly state st+1 is beneficial. Therefore,
a positive reward should be provided. Otherwise,
the reward should be negative. Hence, the reward
is defined as

rst→st+1
=

{

1, I(Ωt+1) 6 I(Ωt),

−1, I(Ωt+1) > I(Ωt),
(9)

where Ωt+1 is the dataset of state st+1.
In this study, the data fusion system receives ob-

servations from multiple sensors. Because of the
different sampling periods of the sensors, the re-
inforcement learning method is used to evaluate
the quality of the new sampling data and to pro-
cess the fault observations. Then, the data fusion
system takes action (retain or delete the new sam-
pling data) according to the reward (information
entropy) until information detection has been com-
pleted. Finally, Bayesian theory is applied to the
data fusion system based on the new data set with-
out the inaccurate data. The whole algorithm is
summarized in Algorithm 1.

Algorithm 1 Reinforcement learning based Bayesian data
fusion algorithm

Require: The observations O1, O2, . . . , Om, the variances
of sensors σ1, σ2, . . . , σm.

Ensure: The fused data.
1: Initialize Q = 0, and set the discount factor γ;
2: for each episode do

3: for t = 1 to m do

4: while state st is not terminal do
5: Initialize state st;
6: a′ ← action in state st;
7: Take action a′, calculate reward r, and obtain

the next available state s′;
8: Update Q according to (5);

9: Calculate the fused data Ôt based on the
Bayesian theory (3);

10: st ← optimal new state s′;
11: end while

12: end for

13: end for
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Simulation results. To verify the effectiveness
of the algorithm developed above, the simulating
examples of the data fusion are provided.

In a situation where 10 sensors simultaneously
detect the same target, the observations of each
sensor Oi (i = 1, 2, . . . , 10) are 1.000, 0.990, 0.980,
0.970, 0.500, 0.650, 1.010, 1.020, 1.030 and 1.500,
respectively. Furthermore, the sensor measure-
ments σi (i = 1, 2, . . . , 10) are 0.05, 0.07, 0.10,
0.20, 0.30, 0.25, 0.10, 0.10, 0.20 and 0.30, respec-
tively. The observations O5 = 0.500, O6 = 0.650
and O10 = 1.500 are obviously faulty.

The following methods are compared to demon-
strate the efficiency and feasibility of the approach
proposed in this study.

• RDFM (robust data fusion method). In this
method, the optimal fused data of the sensors are
obtained by a method based on statistical theory
and the eigenvector theory [8].

• RDM (reliability degree-based method). The
ellipse curve relation matrix is used to express the
reliability degree and the fused data are obtained
based on the reliability degree [9].

• TBM (traditional Bayesian method). In this
method, the fused data are directly calculated by
(3) [4].

• RLBM (reinforcement learning-based
Bayesian method). The method that is developed
used reinforcement learning for fault observations
processing and Bayesian theory is used for data
fusion.

The fused data of RDFM, RDM, TBM and
RLBM are 0.9786, 0.9425, 0.9830 and 0.9989, re-
spectively. Additionally, the errors of RDFM,
RDM, TBM and RLBM are 0.0214, 0.0575, 0.0170
and 0.0011, respectively.

The error histogram is shown in Figure 1(a).
Additionally, 10 sets of eligible samples are ran-
domly generated, and the error curve is shown in
Figure 1(b).

Obviously, the RLBM developed in this study
has higher fusion accuracy. That is mainly be-
cause the influence of the fault observations is
eliminated by the reinforcement learning process.
Moreover, because the fault observations are grad-
ually deleted, the proposed method can manage
online data fusion situations. Furthermore, an-
other benefit of this method is that time alignment
is not a concern. The results show that the de-
veloped method is effective and feasible for multi-
sensor data fusion.

Conclusion. To improve fusion accuracy, a data
fusion method of bio-robotic systems using rein-
forcement learning was developed in this study.
The proposed method could avoid the time align-

(a)

(b)

0.06

0.05

0.04

0.03

0.02

0.01

0

−0.01
RDFM RDM TBM RLBM

0.07

0.06

0.05

0.04

0.03

0.02

0.01

0
1 2 3 4 5 6 7 8 9 10

Number of test

Methods

RDFM
RDM
TBM
RLBM

E
rr

o
r

E
rr

o
r

Figure 1 (Color online) (a) Error histogram; (b) the er-
ror curve of random samples.

ment problem by fusing the observations step-by-
step. Reinforcement learning was used to address
inaccurate data and Bayesian theory is used for
data fusion. The simulation results demonstrated
the performance of the proposed algorithm. In
future work, the decision-making problem will be
considered based on the fused data for bio-robotic
systems.
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