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Abstract In this paper, we investigate a kind of partial information linear-quadratic optimal control prob-

lem driven by a backward stochastic differential equation, where the state equation and the cost functional

contain diffusion terms. Using maximum principle, we derive the corresponding Hamiltonian system, which

is a conditional mean-field forward-backward stochastic differential equation. By the backward separation

approach and the filtering technique, we get two Riccati equations, and a backward and a forward optimal fil-

tering equations. Then a feedback form of optimal control is obtained. We also extend the control problem to

the case of mean-field backward stochastic differential equation under partial information. A corresponding

feedback form of optimal control is also obtained.
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1 Introduction

Linear-quadratic (LQ) optimal control problem is an important kind of control problem, whose solution

plays a vital role in engineering areas. Searching a feedback form of optimal control is a fundamental

issue in studying LQ optimal control problem. In 1999, Dokuchaev and Zhou [1] attempted to consider

a special LQ control problem of backward stochastic differential equation (BSDE), where the running

cost does not contain states. Kohlmann and Zhou [2] discussed the relationship between a stochastic

control problem and a BSDE. Based on [2], Lim and Zhou [3] firstly solved a general LQ optimal control

problem of BSDE and gave an explicit form of optimal control. Yu [4] investigated a control problem for

forward-backward stochastic differential equation (FBSDE), and gave a representation of optimal control.

Wu and Wang [5] researched an LQ control problem of time-delayed BSDE under partial information,

and obtained a state feedback of optimal control. Zhang et al. [6] studied a partially observed optimal

control problem for FBSDE with Markovian regime switching.

In 1956, inspired by a stochastic toy model for Vlasov kinetic equation of plasma, Kac [7] firstly

introduced the mean-field stochastic differential equation (MF-SDE). Mean-field optimal control problem

can be regarded as a large population limit of a cooperative game, where players work together to achieve

a joint goal. Thus the optimal control problem of the mean-field stochastic system has an important
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significance in reality. Yong [8] dealed with an optimal control problem of MF-SDE. By decoupling

the optimality system, a feedback form of optimal control was obtained. Later, Li et al. [9] solved an

LQ control problem of mean-field backward stochastic differential equation (MF-BSDE), and an optimal

control was represented by two Riccati equations and an MF-SDE. Recently, Douissi et al. [10] considered

a mean-field anticipated BSDE driven by fractional Brownian motion, and applied the results to solve an

optimal control problem. Ma [11] investigated a control problem of an infinite horizon mean-field FBSDE

(MF-FBSDE) with delay and Poisson jump, and gave an Arrow sufficient condition for such problem.

This paper aims at studying two kinds of partial information LQ control problems driven by backward

stochastic systems. This work is different from the existing literature in two aspects.

(1) In Section 2, Problem (LQC) is a general LQ control problem of BSDE under partial information,

which is different from [3, 12, 13]. Due to the partial information setup, some difficulties arise from the

study of Problem (LQC). (i) Filtering equation (22) of Hamiltonian system (4) is a conditional MF-

FBSDE. In general, it is difficult to prove the existence and uniqueness of (22). By the virtue of the

backward separation approach and the stochastic filtering, we overcome this difficulty. (ii) In (13), if h(t)

takes the form of dh(t) = γ(t)dt+ η(t)dW (t) + η̄(t)dW (t), it is uncertain whether the filtering equation

of h(t) admits a unique solution. Whereas, if h(t) takes the form of (14), we prove that the filtering

equation of (14) is uniquely solvable.

(2) In Section 3, Problem (MFC) is not a trivial extension of Problem (LQC). Then, Problem (MFC)

cannot be solved by using results obtained in Problem (LQC). See Subsection 3.1 for details. Problems

(LQC) and (MFC) have applications in mathematical finance and economics, for example, stochastic

pension fund optimization problems [12] and portfolio selection problems [14].

The rest of this paper is organized as follows. In Section 2, we give some notations and formulate an LQ

optimal control problem of BSDE with partial information, and represent optimal control by two Riccati

equations, two filtering equations of a BSDE and an SDE, respectively. In Section 3, we investigate

an optimal control problem of MF-BSDE with partial information, and an explicit feedback of optimal

control is obtained. In Section 4, we end this paper with some concluding remarks.

2 An LQ optimal control of BSDE with partial information

2.1 Notations

Throughout this paper, let (Ω,F , (Ft)06t6T , P ) be a complete filtered probability space with a natu-

ral filtration {Ft, 0 6 t 6 T } generated by an Ft-adapted, 2-dimensional standard Brownian motion

{W (s),W (s), 0 6 s 6 t}. FW
t

= σ{W (s) : 0 6 s 6 t} is a sub-filtration of Ft, and ĝ(·) = E[g(·)|FW
t

]

is the optimal filter of g(·) with respect to FW
t . Aτ denotes the transpose of matrix A. For simplicity,

we introduce the notations: L2
FW

t

(0, T ;R) = {x(·) : Ω × [0, T ] → R|x(·) is an FW
t
-adapted process, and

satisfies E
∫

T

0 |x(t)|2dt < +∞}, L2
F (Ω,FT , P ;R) = {ξ : Ω → R|ξ is an FT -measurable random variable,

and satisfies E|ξ|2 < +∞}.

2.2 Problem formulation

Consider a linear controlled BSDE
{

dyu(t) = [A(t)yu(t) +B(t)u(t) + C(t)zu(t) + C̄(t)z̄u(t)]dt+ zu(t)dW (t) + z̄u(t)dW (t),

yu(T ) = ξ,
(1)

and a cost functional

J(u(·)) =
1

2
E

{
∫

T

0

[

Q(t)(yu(t))2 + S(t)(zu(t))2 + S̄(t)(z̄u(t))2 +R(t)u2(t)
]

dt+Φ(yu(0))2

}

, (2)

where u(·) is the control process; A(·), B(·), C(·), C̄(·), Q(·), S(·), S̄(·), R(·) are uniformly bounded and

deterministic functions; moreover, Q(·), S(·), S̄(·),Φ > 0; R(·) > 0; ξ ∈ L2
F (Ω,FT , P ;R).
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The admissible control set is

U = L2
FW

t

(0, T ;R).

Our backward stochastic LQ optimal control problem can be stated as follows.

Problem (LQC). Find a u∗(·) ∈ U , such that

J(u∗(·)) = min
u(·)∈U

J(u(·)) (3)

subject to (1) and (2). If we can find such an admissible control u∗(·) ∈ U satisfying (3), then we call it an

optimal control of Problem (LQC), and the corresponding optimal state process is denoted by (y, z, z̄).

Similar convention is taken for the subsequent optimal state processes. For simplicity of notation, in

what follows we shall often suppress the time variable t if no confusion can arise.

Note that since cost functional (2) contains (zu)2 and (z̄u)2, Problem (LQC) covers [12, 13, 15] as

special cases. Within the setup of Problem (LQC), in general it is difficult to obtain a state feedback

representation of optimal control. Here in this paper, two Riccati equations and two filtering equations

are introduced to overcome this difficulty.

2.3 Main results

The following proposition can be obtained from the studies in [12, 16]. It is very useful for us to make

further discussion.

Proposition 1. u∗ is an optimal control of Problem (LQC) if and only if u∗ can be represented by

u∗(t) = −R−1(t)B(t)p̂(t),

where (y, z, z̄, p) is the unique solution of Hamiltonian system:











dy = (Ay +Bu∗ + Cz + C̄z̄)dt+ zdW + z̄dW,

dp = −(Qy +Ap)dt− (Sz + Cp)dW − (S̄z̄ + C̄p)dW,

y(T ) = ξ, p(0) = −Φy(0).

(4)

Note that Eq. (4) is an initial coupled FBSDE and contains the conditional expectation p̂ through u∗,

so that it is difficult to prove its existence and uniqueness.

Lemma 1. Suppose that Eq. (4) admits a unique solution (y, z, z̄, p). Then, the following relations are

satisfied:

(a)

ŷ(t) = Σ(t)p̂(t)− ĥ(t) (5)

and

ˆ̄z = −(1 + ΣS̄)−1ΣC̄p̂, (6)

where
{

Σ̇− 2AΣ−QΣ2 + C̃(I +ΣS̃)−1C̃τΣ+R−1B2 = 0,

Σ(T ) = 0,
(7)

{

dĥ = [(A+ΣQ)ĥ+ (1 + ΣS)−1Cη̂]dt+ η̂dW,

ĥ(T ) = −ξ̂,
(8)

C̃ = (C, C̄), S̃ =

(

S 0

0 S̄

)

.

(b)

p̂(t) = −[Π(t)ŷ(t) + q̂(t)], (9)
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where
{

Π̇ + 2AΠ+ [R−1B2 + C̃(I +ΣS̃)−1C̃τΣ]Π2 −Q = 0,

Π(0) = Φ,
(10)















dq̂ = {C(1 + ΣS)−1Πη̂ − [A+ (R−1B2 + C̃(I +ΣS̃)−1C̃τΣ)Π]q̂}dt

+ [(Π− S)(1 + ΣS)−1η̂ + C(1 + ΣS)−1(Πĥ− q̂)]dW,

q̂(0) = 0.

(11)

In addition,

p̂(t) = (1 + ΠΣ)−1(Πĥ− q̂). (12)

Proof. (a) Noting the terminal condition of (4), we set

y(t) = Σ(t)p(t)− h(t), Σ(T ) = 0, (13)

where h(·) satisfies
{

dh(t) = γ(t)dt+ η(t)dW (t),

h(T ) = −ξ,
(14)

Σ is a deterministic and differentiable function, and γ and η are Ft-adapted processes.

Applying Itô’s formula to (13), we have

0 = d(y − Σp+ h)

= [(−Σ̇ + 2AΣ +QΣ2)p−R−1B2p̂− (A+ΣQ)h+ Cz + C̄z̄ + γ]dt

+ [(1 + ΣS)z +ΣCp+ η]dW + [(1 + ΣS̄)z̄ +ΣC̄p]dW.

Assuming the existence of (1 + ΣS)−1 and (1 + Σ̄S)−1, we obtain

{

z = −(1 + ΣS)−1(ΣCp+ η),

z̄ = −(1 + ΣS̄)−1ΣC̄p,
(15)

and

(Σ̇− 2AΣ−QΣ2)p+R−1B2p̂+ (A+ΣQ)h− Cz − C̄z̄ − γ = 0. (16)

Taking E[·|FW
t

] on both sides of (13) and the second equality of (15), we derive (5) and (6). Substituting

(15) into (16), and taking E[·|FW
t ], we get

[Σ̇− 2AΣ−QΣ2 + C̃(I +ΣS̃)−1C̃τΣ+R−1B2]p̂+ (A+ ΣQ)ĥ+ (1 + ΣS)−1Cη̂ − γ̂ = 0.

If ordinary differential equation (7) admits a unique differentiable solution Σ, then

γ̂ = (A+ΣQ)ĥ+ (1 + ΣS)−1Cη̂.

The filtering equation of (14) takes the form of (8).

(b) According to (15) and Proposition 1, Hamiltonian system (4) turns into























dy = [Ay −R−1B2p̂− C(1 + ΣS)−1(ΣCp+ η)− (1 + ΣS̄)−1ΣC̄2p]dt

− (1 + ΣS)−1(ΣCp+ η)dW − (1 + ΣS̄)−1ΣC̄pdW,

dp = −(Qy +Ap)dt+ [S(1 + ΣS)−1(ΣCp+ η)− Cp]dW + [S̄(1 + ΣS̄)−1Σ− 1]C̄pdW,

y(T ) = ξ, p(0) = −Φy(0).

Now we conjecture that p and y are related by

p(t) = −[Π(t)y(t) + q(t)], Π(0) = Φ, (17)
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and
{

dq(t) = α(t)dt + β(t)dW (t),

q(0) = 0,

where Π is deterministic and differentiable, and α and β are Ft-adapted.

Applying Itô’s formula to (17), we have

0 = {[Π̇ + 2AΠ+ C2(1 + ΣS)−1ΣΠ2 + C̄2(1 + ΣS̄)−1ΣΠ2 −Q]y +R−1B2Π2ŷ

+ [A+ C2(1 + ΣS)−1ΣΠ+ C̄2(1 + ΣS̄)−1ΣΠ]q +R−1B2Πq̂ − C(1 + ΣS)−1Πη + α}dt

+ [(S −Π)(1 + ΣS)−1(ΣCp+ η)− Cp+ β]dW + [(S̄ −Π)(1 + ΣS̄)−1Σ− 1]C̄pdW.

Then we arrive at

{Π̇ + 2AΠ+ [C2(1 + ΣS)−1Σ+ C̄2(1 + ΣS̄)−1Σ+R−1B2]Π2 −Q}ŷ + [A+ C2(1 + ΣS)−1ΣΠ

+C̄2(1 + ΣS̄)−1ΣΠ+R−1B2Π]q̂ − C(1 + ΣS)−1Πη̂ + α̂ = 0,

and

(S −Π)(1 + ΣS)−1(ΣCp̂+ η̂)− Cp̂+ β̂ = 0.

We see that Π should satisfy (10), and

{

α̂ = C(1 + ΣS)−1Πη̂ − [A+ (R−1B2 + C̃(I +ΣS̃)−1C̃τΣ)Π]q̂,

β̂ = (Π− S)(1 + ΣS)−1(ΣCp̂+ η̂) + Cp̂.
(18)

Besides, Eq. (9) can be easily obtained by taking E[·|FW
t

] on both sides of (17).

At last, from (5) and (9), we derive (12). Combining (18) and (12), we get that q̂ is represented

by (11). What’s more, according to [3], Eqs. (7) and (10) admit unique solutions, and Σ > 0,Π > 0.

2.4 Representation of optimal control

Theorem 1. The optimal control of Problem (LQC) is represented by

u∗(t) = R−1(t)B(t)[Π(t)ŷ(t) + q̂(t)], (19)

where ĝ(·) = E[g(·)|FW
t ], and Π, q̂, ŷ are given by (10), (11) and (24), respectively.

Proof. The proof can be divided into four steps.

Step 1. The open-loop form of optimal control. According to Proposition 1, if u∗ is an optimal

control of Problem (LQC), then it is necessary to satisfy

u∗(t) = −R−1(t)B(t)p̂(t), (20)

where (y, z, z̄, p) is the unique solution to











dy = (Ay +Bu∗ + Cz + C̄z̄)dt+ zdW + z̄dW,

dp = −(Qy +Ap)dt− (Sz + Cp)dW − (S̄z̄ + C̄p)dW,

y(T ) = ξ, p(0) = −Φy(0).

(21)

Applying Lemma 5.4 in [17] to (21), we get the optimal filtering (ŷ, ẑ, ˆ̄z, p̂) of (y, z, z̄, p) governed by















dŷ = (Aŷ +Bu∗ + Cẑ + C̄ ˆ̄z)dt+ ẑdW,

dp̂ = −(Qŷ + Ap̂)dt− (Sẑ + Cp̂)dW,

ŷ(T ) = ξ̂, p̂(0) = −Φŷ(0).

(22)

Note that Eq. (22) is not a standard FBSDE because an additional filtering estimate ˆ̄z is contained.

Therefore, its existence and uniqueness is not an immediate result of Theorem 2.3 in [18].
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Step 2. Existence and uniqueness of (23). Introduce a Riccati equation:

{

Σ̇− 2AΣ−QΣ2 + C̃(I +ΣS̃)−1C̃τΣ+R−1B2 = 0,

Σ(T ) = 0,

which is uniquely solvable and the solution Σ > 0. Next, we introduce a new FBSDE:















dŷ = {Aŷ − [R−1B2 + (1 + ΣS̄)−1ΣC̄2]p̂+ Cẑ}dt+ ẑdW,

dp̂ = −(Qŷ +Ap̂)dt− (Sẑ + Cp̂)dW,

ŷ(T ) = ξ̂, p̂(0) = −Φŷ(0).

(23)

It follows from Theorem 2.3 in [18] that Eq. (23) admits a unique solution (ŷ, ẑ, p̂).

Step 3. Equivalence between (22) and (23) with (20). Firstly, we prove that the solution (ŷ, ẑ, p̂)

of (23) is a solution of (22). Set u∗ = −R−1Bp̂, and then Eq. (21) is uniquely solvable. According to (6)

in Lemma 1, it is easy to see that the solution (ŷ, ẑ, p̂) of (23) solves (22).

Secondly, we prove that for fixed u∗, the solution (ŷ, ẑ, ˆ̄z, p̂) of (22) is a solution of (23). Take u∗ =

−R−1Bp̂. Then (y, z, z̄, p) is the unique solution of (21). Similar to the above analysis, we obtain
ˆ̄z = −(1 + ΣS̄)−1ΣC̄p̂. Putting ˆ̄z = −(1 + ΣS̄)−1ΣC̄p̂ and u∗ = −R−1Bp̂ into (22), we arrive at (23),

which implies that (ŷ, ẑ, p̂) is a solution of (23).

Step 4. The feedback representation of optimal control. Inserting (9) into (20) leads to (19).

With the help of (9), the first equation of (23) is written as

{

dŷ(t) = [f1(t)ŷ(t) + C(t)ẑ(t) + f2(t)]dt + ẑ(t)dW (t),

ŷ(T ) = ξ̂,

where f1 = A + [R−1B2 + (1 + ΣS̄)−1C̄2Σ]Π, and f2 = [R−1B2 + (1 + ΣS̄)−1C̄2Σ]q̂. By solving it, we

have

ŷ(t) = E

[

ξ̂X(T )−

∫

T

t

f2(s)X(s)ds

∣

∣

∣

∣

FW

t

]

(24)

with

X(s) = exp

{

−

∫ s

t

[

f1(r) +
1

2
C2(r)

]

dr −

∫ s

t

C(r)dW (r)

}

.

Note that since q̂(t) given by (11) is a stochastic process, Eq. (19) covers [12, 13, 15] as special cases.

3 An LQ optimal control of MF-BSDE with partial information

3.1 Problem formulation

Consider the following Problem (MFC): minu(·)∈U J(u(·)) with a cost functional

J(u(·)) =
1

2
E

{
∫

T

0

[Q(t)(yu(t))2 + Q̃(t)(Eyu(t))2 +R(t)u2(t) + R̃(t)(Eu(t))2 + S(t)(zu(t))2

+ S̄(t)(z̄u(t))2]dt+Φ(yu(0))2

}

(25)

subject to an MF-BSDE











dyu(t) = [A(t)yu(t) + Ã(t)Eyu(t) +B(t)u(t) + B̃(t)Eu(t) + C(t)zu(t) + C̄(t)z̄u(t)]dt

+ zu(t)dW (t) + z̄u(t)dW (t),

yu(T ) = ξ,

(26)
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where u(·) is the control process; A(·), Ã(·), B(·), B̃(·), C(·), C̄(·), Q(·), Q̃(·), R(·), R̃(·), S(·), S̄(·) are uni-

formly bounded and deterministic, and Φ, Q(·), Q(·)+Q̃(·), S(·), S̄(·) > 0. Besides, there exists a constant

ρ > 0, such that R(·), R(·) + R̃(·) > ρ; ξ ∈ L2
F (Ω,FT , P ;R); U = L2

FW

t

(0, T ;R). Under such conditions,

MF-BSDE (26) admits a unique solution, and Problem (MFC) has a unique optimal control (see Theo-

rem 3.1 in [19] and Theorem 2.2 in [9] for details).

We emphasize that Problem (MFC) cannot be solved by transforming it into Problem (LQC). A main

reason is as follows.

Taking E[·] on both sides of (26), we get

{

dEyu = [(A + Ã)Eyu + (B + B̃)Eu + CEzu + C̄Ez̄u]dt,

Eyu(T ) = Eξ,

and then

{

d(yu − Eyu) = [A(yu − Eyu) +B(u− Eu) + C(zu − Ezu) + C̄(z̄u − Ez̄u)]dt+ zudW + z̄udW,

yu(T )− Eyu(T ) = ξ − Eξ.

Set

Y u =

(

yu − Eyu

Eyu

)

, Zu =

(

zu − Ezu

Ezu

)

, Z̄u =

(

z̄u − Ez̄u

Ez̄u

)

, U =

(

u− Eu

Eu

)

,

and

A =

(

A 0

0 A+ Ã

)

, B =

(

B 0

0 B + B̃

)

, C =

(

C 0

0 C

)

, C̄ =

(

C̄ 0

0 C̄

)

,

D =

(

1 1

0 0

)

, ξ̃ =

(

ξ − Eξ

Eξ

)

, Q =

(

Q 0

0 Q+ Q̃

)

, R =

(

R 0

0 R+ R̃

)

,

S =

(

S 0

0 S

)

, S̄ =

(

S̄ 0

0 S̄

)

, Φ̃ =

(

Φ 0

0 Φ

)

.

Then state equation (26) is written as

{

dY u = (AY u + BU + CZu + C̄Z̄u)dt+DZudW +DZ̄udW,

Y u(T ) = ξ̃,
(27)

and cost functional (25) becomes

J(u(·)) =
1

2
E

{
∫

T

0

[(Y u)τQY u + U τRU + (Zu)τSZu + (Z̄u)τ S̄Z̄u]dt+ (Y u(0))τ Φ̃Y u(0)

}

.

Note that since D is not reversible, Eq. (27) is not a standard BSDE. Besides, the control U has the form

of

U =

(

u− Eu

Eu

)

.

The collection of all such processes is not U ×U . This tells us that Problem (MFC) cannot be solved by

using the results of Problem (LQC).

We remark that the above analysis is inspired by Yong [8] and Wang et al. [20].
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3.2 Main results

Lemma 2. Let (y, z, z̄, u∗) be the optimal solution of Problem (MFC). Then p is the solution to

{

dp = −(Ap+ ÃEp+Qy + Q̃Ey)dt− (Sz + Cp)dW − (S̄z̄ + C̄p)dW,

p(0) = −Φy(0),

and the following condition holds:

Ru∗ + R̃Eu∗ +BE[p|FW
t ] + B̃Ep = 0, t ∈ [0, T ].

Proof. By the variational method, the result can be obtained. Here we omit the proof for simplicity.

From Lemma 2, we know that if u∗ is an optimal control of Problem (MFC), then it satisfies











dy = (Ay + ÃEy +Bu∗ + B̃Eu∗ + Cz + C̄z̄)dt+ zdW + z̄dW,

dp = −(Ap+ ÃEp+Qy + Q̃Ey)dt− (Sz + Cp)dW − (S̄z̄ + C̄p)dW,

y(T ) = ξ, p(0) = −Φy(0),

(28)

and

Ru∗ + R̃Eu∗ +Bp̂+ B̃Ep = 0, (29)

where p̂ = E[p|FW
t
].

Since Eq. (28) is an initial coupled MF-FBSDE, it is uncertain whether it has a unique solution.

Lemma 3. Assume that (28) has a unique solution. Then, we have the relations as follows:

(a)

ŷ(t) = σ(t)[p̂(t)− Ep(t)] + δ(t)Ep(t) + ϕ̂(t), (30)

ˆ̄z = −(1 + σS̄)−1σC̄p̂, (31)

where
{

σ̇ − 2Aσ −Qσ2 + C̃(I + σS̃)−1C̃τσ +R−1B2 = 0,

σ(T ) = 0,
(32)

{

δ̇ − 2(A+ Ã)δ − (Q+ Q̃)δ2 + C̃(I + σS̃)−1C̃τσ + (R+ R̃)−1(B + B̃)2 = 0,

δ(T ) = 0,
(33)

{

dϕ̂ = {(A+ σQ)ϕ̂+ [Ã+ (Q+ Q̃)δ − σQ]Eϕ+ C(1 + σS)−1γ̂2}dt+ γ̂2dW,

ϕ̂(T ) = ξ̂,
(34)

{

dEϕ = {[A+ Ã+ (Q + Q̃)δ]Eϕ + C(1 + σS)−1
Eγ2}dt,

Eϕ(T ) = Eξ,
(35)

and

C̃ = (C, C̄), S̃ =

(

S 0

0 S̄

)

.

(b)

p̂(t) = −[σ̄(t)(ŷ(t)− Ey(t)) + δ̄(t)Ey(t) + ˆ̄ϕ(t)], (36)

where
{

˙̄σ + 2Aσ̄ + [R−1B2 + C̃(I + σS̃)−1C̃τσ]σ̄2 −Q = 0,

σ̄(0) = Φ,
(37)

{

˙̄δ + 2(A+ Ã)δ̄ + [(R+ R̃)−1(B + B̃)2 + C̃(I + σS̃)−1C̃τσ]δ̄2 − (Q+ Q̃) = 0,

δ̄(0) = Φ,
(38)
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d ˆ̄ϕ = (K1 ˆ̄ϕ+K5Eϕ̄+K6)dt

+ [(S − σ)(1 + σS)−1γ̂2 +K2K4 +K3K4Eϕ̄−K4(1 + σ̄σ)−1 ˆ̄ϕ]dW,

ˆ̄ϕ(0) = 0,

(39)

{

dEϕ̄ = [(K1 +K5)Eϕ̄+K7]dt,

Eϕ̄(0) = 0,
(40)

and Ki (i = 1, . . . , 7) are given by























































K1 = −[A+R−1B2σ̄ + C̃(I + σS̃)−1C̃τσσ̄],

K2 = (1 + σ̄σ)−1[(1 + δ̄δ)−1(δ̄δ − σ̄σ)δ̄Eϕ− σ̄(ϕ̂− Eϕ) − δ̄Eϕ],

K3 = (1 + σ̄σ)−1(1 + δ̄δ)−1(δ̄δ − σ̄σ),

K4 = C[1 + σ(1 + σS)−1(σ̄ − S)],

K5 = R−1B2σ̄ + C̃(I + σS̃)−1C̃τσ(σ̄ − δ̄)− (R + R̃)−1(B + B̃)2δ̄ − Ã,

K6 = −σ̄C(1 + σS)−1γ̂2 + (σ̄ − δ̄)C(1 + σS)−1
Eγ2,

K7 = −δ̄C(1 + σS)−1
Eγ2.

Proof. (a) Set

y(t) = σ(t)[p(t) − Ep(t)] + δ(t)Ep(t) + ϕ(t), σ(T ) = δ(T ) = 0, (41)

and
{

dϕ(t) = γ1(t)dt+ γ2(t)dW (t),

ϕ(T ) = ξ,

where σ, δ are deterministic and differentiable, and γ1, γ2 are Ft-adapted.

Taking E[·] on both sides of (28) and (29), we obtain











dEy = [(A+ Ã)Ey + (B + B̃)Eu∗ + CEz + C̄Ez̄]dt,

dEp = −[(A+ Ã)Ep+ (Q+ Q̃)Ey]dt,

Ey(T ) = Eξ, Ep(0) = −ΦEy(0),

(42)

(R + R̃)Eu∗ + (B + B̃)Ep = 0, (43)

and then










d(y − Ey) = [A(y − Ey) +B(u∗ − Eu∗) + C(z − Ez) + C̄(z̄ − Ez̄)]dt+ zdW + z̄dW,

d(p− Ep) = −[A(p− Ep) +Q(y − Ey)]dt− (Sz + Cp)dW − (S̄z̄ + C̄p)dW,

y(T )− Ey(T ) = ξ − Eξ, p(0)− Ep(0) = 0,

(44)

R(u∗ − Eu∗) +B(p̂− Ep) = 0.

From (41), we get

y − Ey = σ(p− Ep) + (ϕ− Eϕ), (45)

and

Ey = δEp+ Eϕ. (46)

Taking E[·|FW
t ] on both sides of (41), we obtain (30).

(i) Applying Itô’s formula to (45), we have

0 = [(−σ̇ + 2Aσ +Qσ2)(p− Ep)−R−1B2(p̂− Ep) + C(z − Ez) + C̄(z̄ − Ez̄) + (A+ σQ)(ϕ− Eϕ)

− (γ1 − Eγ1)]dt+ [(1 + σS)z + σCp− γ2]dW + [(1 + σS̄)z̄ + σC̄p]dW,

which yields

(−σ̇+2Aσ+Qσ2)(p−Ep)−R−1B2(p̂−Ep)+C(z−Ez)+C̄(z̄−Ez̄)+(A+σQ)(ϕ−Eϕ)−(γ1−Eγ1) = 0, (47)
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and
{

(1 + σS)z + σCp− γ2 = 0,

(1 + σS̄)z̄ + σC̄p = 0.
(48)

Assuming the existence of (1 + σS)−1 and (1 + σS̄)−1, we obtain
{

z = −(1 + σS)−1(σCp− γ2),

z̄ = −(1 + σS̄)−1σC̄p,
(49)

{

Ez = −(1 + σS)−1(σCEp − Eγ2),

Ez̄ = −(1 + σS̄)−1σC̄Ep.
(50)

From the second equality of (49), we get (31). Putting (49) and (50) into (47), and taking E[·|FW
t

] on

both sides of it, we get

[σ̇ − 2Aσ −Qσ2 + C2(1 + σS)−1σ + C̄2(1 + σS̄)−1σ +R−1B2](p̂− Ep)− (A+ σQ)(ϕ̂− Eϕ)

+(γ̂1 − Eγ1)− C(1 + σS)−1(γ̂2 − Eγ2) = 0,

which yields (32), and

(γ̂1 − Eγ1)− (A+ σQ)(ϕ̂− Eϕ) − C(1 + σS)−1(γ̂2 − Eγ2) = 0. (51)

(ii) Differentiating to (46), we have

0 = [−δ̇ + 2(A+ Ã)δ + (Q+ Q̃)δ2 − C2(1 + σS)−1σ − C̄2(1 + σS̄)−1σ − (R + R̃)−1(B + B̃)2]Ep

+ [(A+ Ã) + δ(Q+ Q̃)]Eϕ+ C(1 + σS)−1
Eγ2 − Eγ1,

which implies (33) and

[(A + Ã) + (Q+ Q̃)δ]Eϕ+ C(1 + σS)−1
Eγ2 − Eγ1 = 0. (52)

With the help of (51) and (52), ϕ̂ and Eϕ have the forms of (34) and (35), respectively.

(b) Substituting (49) and (50) into (42) and (44), we have











dEy = [(A+ Ã)Ey + (B + B̃)Eu∗ − C(1 + σS)−1(σCEp − Eγ2)− (1 + σS̄)−1σC̄2
Ep]dt,

dEp = −[(A+ Ã)Ep+ (Q + Q̃)Ey]dt,

Ey(T ) = Eξ, Ep(0) = −ΦEy(0),

and


































d(y − Ey) = [A(y − Ey) +B(u∗ − Eu∗)− C2σ(1 + σS)−1(p− Ep) + C(1 + σS)−1(γ2 − Eγ2)

− C̄2σ(1 + σS̄)−1(p− Ep)]dt− (1 + σS)−1(σCp − γ2)dW − (1 + σS̄)−1σC̄pdW,

d(p− Ep) = −[A(p− Ep) +Q(y − Ey)]dt− [(1− (1 + σS)−1σS)Cp+ (1 + σS)−1Sγ2]dW

− [1− (1 + σS̄)−1σS̄]C̄pdW,

y(T )− Ey(T ) = ξ − Eξ, p(0)− Ep(0) = 0.

Now we conjecture that

p(t) = −[σ̄(t)(y(t) − Ey(t)) + δ̄(t)Ey(t) + ϕ̄(t)], σ̄(0) = Φ, δ̄(0) = Φ, (53)

and

dϕ̄(t) = γ̄1(t)dt+ γ̄2(t)dW (t), ϕ̄(0) = 0,

where σ̄, δ̄ are deterministic and differentiable, and γ̄1, γ̄2 are Ft-adapted. It is easy to see that
{

p− Ep = −[σ̄(y − Ey) + (ϕ̄− Eϕ̄)],

Ep = −(δ̄Ey + Eϕ̄).
(54)
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Taking E[·|FW
t

] on both sides of (53), we get (36).

Similar to the above deduction, from (54), we derive that Eqs. (37) and (38) hold, and











ˆ̄γ1 − Eγ̄1 = −[A+R−1B2σ̄ + C̃(I + σS̃)−1C̃τσσ̄]( ˆ̄ϕ− Eϕ̄)− σ̄C(1 + σS)−1(γ̂2 − Eγ2),

ˆ̄γ2 = (S − σ̄)(1 + σS)−1γ̂2 + [1 + (1 + σS)−1σ(σ̄ − S)]Cp̂,

Eγ̄1 = −{(A+ Ã) + [(R+ R̃)−1(B + B̃)2 + C̃(I + σS̃)−1C̃τσ]δ̄}Eϕ̄− δ̄C(1 + σS)−1
Eγ2.

Obviously, Eqs. (32), (33), (37), and (38) are uniquely solvable, and σ > 0, δ > 0, σ̄ > 0, δ̄ > 0.

Putting (30) into (36), we get

p̂ = (1 + σ̄σ)−1[(1 + δ̄δ)−1(δ̄δ − σ̄σ)δ̄Eϕ− σ̄(ϕ̂− Eϕ)− δ̄Eϕ]

+ (1 + σ̄σ)−1(1 + δ̄δ)−1(δ̄δ − σ̄σ)Eϕ̄ − (1 + σ̄σ)−1 ˆ̄ϕ.

Then, ˆ̄ϕ and Eϕ̄ are the solutions to (39) and (40), respectively. It is easy to get that Eqs. (34), (35),

(39), and (40) are uniquely solvable.

Now we give a hypothesis as follows.

Hypothesis 1. R−1(R+ R̃)−1R̃B(B + B̃)− (R+ R̃)−1B̃(B + B̃)−R−1BB̃ 6 0, which guarantees the

existence and uniqueness of (60) below.

3.3 The feedback form of optimal control

Theorem 2. Suppose that Hypothesis 1 holds. Then the optimal control of Problem (MFC) is

u∗ = −R−1[R̃(R + R̃)−1(B + B̃)− B̃](δ̄Ey + Eϕ̄) +R−1B[σ̄(ŷ − Ey) + δ̄Ey + ˆ̄ϕ], (55)

where σ̄, δ̄, ˆ̄ϕ,Eϕ̄,Ey and ŷ are given by (37)–(40), (61), and (62), respectively.

Proof. We will use four steps to prove this result.

Step 1. The unexplicit form of optimal control. According to Lemma 2, if u∗ is optimal, then

Ru∗ + R̃Eu∗ +Bp̂+ B̃Ep = 0, (56)

where (y, z, z̄, p) satisfies











dy = (Ay + ÃEy +Bu∗ + B̃Eu∗ + Cz + C̄z̄)dt+ zdW + z̄dW,

dp = −(Ap+ ÃEp+Qy + Q̃Ey)dt− (Sz + Cp)dW − (S̄z̄ + C̄p)dW,

y(T ) = ξ, p(0) = −Φy(0).

(57)

Applying Lemma 5.4 in [17] to (57), we get














dŷ = (Aŷ + ÃEy +Bu∗ + B̃Eu∗ + Cẑ + C̄ ˆ̄z)dt+ ẑdW,

dp̂ = −(Ap̂+ ÃEp+Qŷ + Q̃Ey)dt− (Sẑ + Cp̂)dW,

ŷ(T ) = ξ̂, p̂(0) = −Φŷ(0).

(58)

Step 2. The unique solvability of (60). Introduce a Riccati equation:
{

σ̇ − 2Aσ −Qσ2 + C̃(I + σS̃)−1C̃τσ +R−1B2 = 0,

σ(T ) = 0.
(59)

Based on Lemma 3, we know that Eq. (59) admits a unique solution σ > 0.

Now we introduce an auxiliary MF-FBSDE:























dŷ = {Aŷ + ÃEy + Cẑ − [C̄2(1 + σS̄)−1σ +R−1B2]p̂

+ [R−1(R+ R̃)−1R̃B(B + B̃)− (R + R̃)−1B̃(B + B̃)−R−1BB̃]Ep}dt+ ẑdW,

dp̂ = −(Ap̂+ ÃEp+Qŷ + Q̃Ey)dt− (Sẑ + Cp̂)dW,

ŷ(T ) = ξ̂, p̂(0) = −Φŷ(0).

(60)
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According to Theorem 4.1 in [21], Eq. (60) has a unique solution (ŷ, ẑ, p̂) under Hypothesis 1.

Step 3. Eq. (60) is equivalent to (58) with (56). On the one hand, we prove that the solution

(ŷ, ẑ, p̂) of (60) solves (58). Set

Ru∗ + R̃Eu∗ +Bp̂+ B̃Ep = 0.

Then Eq. (57) admits a unique solution. We use the decoupling technique to solve (56) and (57), which

leads to a derivation of our Riccati equations. According to (31) in Lemma 3, it is easy to see that the

solution (ŷ, ẑ, p̂) of (60) solves (58).

On the other hand, we can also prove that the solution of (58) is a solution of (60).

Step 4. Optimal feedback. Eq. (55) can be obtained by (36) and (56).

Putting (43), (50) and the second equality of (54) into the first equation of (42), it turns into







dEy(t)

dt
+ L1(t)Ey(t) = −L2(t),

Ey(T ) = Eξ.

Solving it, we have

Ey(t) = e

∫

T

t
L1(r)dr

Eξ +

∫

T

t

L2(s)e
∫

s

t
L1(r)drds, (61)

where
{

L1 = −{(A+ Ã) + [(R+ R̃)−1(B + B̃)2 + C̃(I + σS̃)−1C̃τσ]δ̄},

L2 = −[(R+ R̃)−1(B + B̃)2 + C̃(I + σS̃)−1C̃τσ]Eϕ̄ − C(1 + σS)−1
Eγ2.

Substituting (36) and the second equality of (54) into the first equation of (60), ŷ is written as

{

dŷ = (L3ŷ + Cẑ + L4)dt+ ẑdW,

ŷ(T ) = ξ̂,

whose unique solution is

ŷ(t) = E

[

ξ̂Γ(T )−

∫

T

t

L4(s)Γ(s)ds

∣

∣

∣

∣

FW

t

]

, (62)

where






















































Γ(s) = exp

{

−

∫

s

t

[

L3(r) +
1

2
C2(r)

]

dr −

∫

s

t

C(r)dW (r)

}

,

L3 = A+ [R−1B2 + C̄2σ(1 + σS̄)−1]σ̄,

L4 = L5Ey − [R−1(R+ R̃)−1R̃B(B + B̃)− (R+ R̃)−1B̃(B + B̃)−R−1BB̃]Eϕ̄

+ [R−1B2 + C̄2σ(1 + σS̄)−1] ˆ̄ϕ,

L5 = Ã+ [C̄2(1 + σS̄)−1σ +R−1B2](δ̄ − σ̄)

− [R−1(R + R̃)−1R̃B(B + B̃)− (R+ R̃)−1B̃(B + B̃)−R−1BB̃]δ̄,

and Ey is given by (61).

Note that the results obtained in this section extend those of [3,8,9]. Compared with [20], we obtain a

state feedback representation of optimal control of Problem (MFC). In addition, Problem (MFC) distin-

guishes itself from Problem (LQC), due to the following facts. (i) Unlike (17) in Problem (LQC), we set

p(t) = −[σ̄(t)(y(t) − Ey(t)) + δ̄(t)Ey(t) + ϕ̄(t)], which simplifies the deductions of Problem (MFC). (ii)

Since Problem (MFC) contains mean-field, Hamiltonian system (28) is more complicated than Hamilto-

nian system (4) of Problem (LQC).

4 Conclusion and outlook

In this paper, we study a kind of general LQ optimal control problem of BSDE under partial information.

By the filtering technique and the backward separation approach, we obtain an explicit form of optimal
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control, which is represented by two Riccati equations and two filtering equations. Then we extend

Problem (LQC) to Problem (MFC). We emphasize that Problem (MFC) is not a simple extension of

Problem (LQC) because of the fact that Problem (MFC) is an LQ problem with a constrained control

set.

Note that, the coefficients in Problem (LQC) and Problem (MFC) are deterministic. Otherwise, there

is an immediate difficulty to solve the partial information control problems with stochastic coefficients.

One main reason is that E[A(t)y(t)|FW
t ] = A(t)E[y(t)|FW

t ] does not always hold if A(t) is an Ft-adapted

stochastic process. We will focus on the stochastic case in the future.
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