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Abstract This paper studies the problem of multi-leader multi-follower coordination with proximity-based

network topologies. The particular interest is to drive all the followers towards the convex hull formed by the

moving leaders while producing cohesion behavior and keeping group dispersion. First, in the case of stationary

leaders, we design a gradient-based continuous control algorithm. We show that with this continuous algorithm

the control objective can be achieved, and the tracking error bound can be controlled by tuning some control

parameters. We apply the continuous control algorithm to the moving leaders case and show that the tracking

error bound is related to the velocities of the leaders. However, in this case, the algorithm has one restriction

that the velocities of the leaders should depend on neighboring followers’ velocities, which might not be desirable

in some scenarios. Therefore, we propose a nonsmooth algorithm for moving leaders which works under the mild

assumption of boundedness of leaders’ velocities. Finally, we present numerical examples to show the validity

of the proposed algorithms.
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1 Introduction

One theme in cooperative control is to assemble and coordinate individual physical devices into a co-

herent whole to perform a common task [1–4]. In particular, in the control community, containment

control has become one interesting research direction because cooperative control usually poses geomet-

rical constraints during agents’ movements. The objective of containment control is to drive a group of

agents to a particular area specified by another group. For example when a collection of autonomous

robots are to secure and then remove hazardous materials, the robots should not venture into populated

areas or in other ways contaminate their surroundings [5]. Potential applications of containment control

include combat and reconnaissance systems [6], hazardous material handling [7], and distributed mobile
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sensor networks [8], to name just a few. To enable these applications, some control capabilities need to

be developed, including group cohesion, collision avoidance, and connectivity maintenance.

Ref. [5] studies the containment control problem from a leader-follower point of view, where the theory

of partial difference equations is exploited and hybrid control schemes are proposed based on the stop-go

rule. Ref. [9] extends the results of [5] to the case of switching directed network topologies by using a

Lyapunov-based approach. For double-integrator dynamics, the distributed containment control problem

under the constraints that the velocities and the accelerations of the agents are not available was studied

in [10], where the control algorithms use only position measurements. Meanwhile, the finite-time con-

tainment control problem for double-integrator systems is discussed [11], where external disturbances are

tackled by the homogeneous control technique. Distributed containment control for nonlinear Lagrangian

systems is investigated in [12] for directed graphs and in [13] for flocking behavior. It is worth pointing

out that containment control with a leader-follower architecture is related to the leader-follower model

in the study of consensus problems, where algorithms are designed to drive all followers to track the

trajectory of a leader agent [14, 15]. Meanwhile, the surrounding control problem, which can be seen

as the inverse problem of containment control, is also studied for both the fixed leaders case [16] and

time-varying leaders case [17].

In this paper, we aim at designing control algorithms for a team of agents which behave either as leaders

or followers. Assuming that the followers obey the single-integrator dynamics and the communication

graph depends upon proximity relations, the control scheme is based on the sum of potential functions

in order to achieve: (1) containment control (The followers asymptotically converge to the convex hull

formed by the leaders’ positions, up to a scaling factor, which can be tuned by some control parameters);

(2) persistent communication with the leaders (If a follower is initially within the transmitting range

of a leader, it will stay in the range afterwards); (3) group cohesion (The inter-follower distances are

upper bounded by a prescribed constant); (4) group dispersion and hence collision avoidance (The inter-

agent distances are lower bounded by a prescribed constant). For all the control algorithms, we provide

quantitative bound analysis for the containment control error, which expands our preliminary results

reported in [18].

In contrast with the containment control work in [5,9–12], the proposed algorithms have the following

advantages: collision avoidance, which has become an increasingly important point; connectivity main-

tenance, therefore no assumptions on the connectivity being imposed during the movements of agents;

group cohesion and dispersion, which lead to better system performance, are tunable by some control pa-

rameters. To guarantee collision-free movements, a potential function is constructed which incorporates

only the position information of the agents. This is different from the one constructed in [19] which relies

primarily on the velocity information. In contrast with the work in [20–22] on connectivity maintenance,

we derive an explicit bound on the potential force. This greatly facilitates the design and analysis of the

resulting system. There are three main differences which distinguish the current paper from the work

in [23–27]. First, we analyze in this paper the spatial configuration of the multi-agent system, i.e., we

derive the containment control error bound. This is the primary concern of the current paper and a

challenge in stability analysis due to the collision avoidance term and connectivity maintenance term

in the control inputs. Refs. [24, 25] did not analyze the spatial configuration of the resulting system.

For example, Ref. [24] shows that the system converges to a local extremum of the potential functions.

However, it does not establish the relationship between the local extremum and the spatial configura-

tion. Although the spatial configuration of flocking behaviors is analyzed in [23], the results rely on two

conjectures which are not proved. Second, in the current paper, we derive a bound on the control inputs,

that is, ‖ui(t)‖ 6 σs for some derived constant σs and t > 0. This greatly facilitates the design of the

algorithms because for some pre-specified constant o ∈ R
+ one can obtain the parameters of the system

by solving the inequality σs 6 o. Using the derived parameters to initialize the system, the inequality

‖ui(t)‖ 6 o will hold for all t > 0. Note that the boundedness of the control inputs is not considered

in [23, 24, 26, 27], while Ref. [25] only shows that ‖ui(t)‖ < ∞ for all t > 0. Third, there are also some

delicate but nontrivial technical differences between the current paper and the work in [23–25]. In [23],

the coupling term between the leaders and the followers uses absolute information (see Eq. (32) of [23]),
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while the current paper uses only relative information. The potentials of the secondary objectives are

required to be twice differentiable and radially unbounded in [25], while the potentials for containment

control in the current paper is neither twice differentiable nor radially unbounded. A more distinguished

difference is the second control algorithm of the current paper which uses the signum function that is not

presented in the literature discussed above.

The rest of this paper is organized as follows. In Section 2, we define the notation and describe the

problem to be studied. We solve the problem in Section 3 for the stationary leaders case and the moving

leaders case. For the moving leaders case, we introduce a nonsmooth control algorithm in Section 4 such

that the control objective is achieved as long as the leaders’ velocities are bounded. We present two

simulation examples in Section 5 to validate the theoretical results. Finally, Section 6 concludes this

paper.

2 Problem description

Let R denote the set of real numbers, Rn the set of n-dimensional real vectors, and R
m×n the set of

m × n real matrices. Let In ∈ R
n×n be the n-dimensional identity matrix, 0n ∈ R

n the vector with all

zeroes, and 1n ∈ R
n the vector with all ones. The subscripts of In, 0n, and 1n might be dropped if no

confusion arises in the context. Let ⊗ denote the Kronecker product. Throughout this paper, we use the

Euclidean norm, i.e., ‖x‖ ,
√
xTx. The convex hull of a finite number of points is the set of all convex

combinations of these points. For x ∈ R
2 and S ⊆ R

2, define ‖x− S‖ , infy∈S ‖x− y‖.
Consider a system of n agents. We divide the agents into two groups: VL and VF, where VL denotes

the nonempty set of leader agents and VF denotes the nonempty set of follower agents. The motion of

the leaders is described by

ẋi(t) = vi(t), i ∈ VL, (1)

where xi(t) ∈ R
2 is the position and vi(t) ∈ R

2 is the velocity of leader i. The motion of the followers is

governed by

ẋi(t) = ui(t), i ∈ VF, (2)

where xi(t) ∈ R
2 is the position and ui(t) ∈ R

2 is the control input for follower i.

We assume that all the leaders and followers are equipped with transceivers. Let rL be the transmitting

radius of the leaders. We denote the transmitting range of leader i by Si(t) , {y ∈ R
2| ‖y−xi(t)‖ < rL},

i ∈ VL. Let rF 6 rL be the transmitting radius of the followers. We denote the transmitting range of

follower i by Si(t) , {y ∈ R
2| ‖y−xi(t)‖ < rF}, i ∈ VF. If agent j is within the transmitting range of agent

i at time t, we write xj(t) ∈ Si(t). Define the neighboring set Ni(t) , {j ∈ VL ∪VF| j 6= i, xi(t) ∈ Sj(t)}.
We use a graph G(t) , (V , E(t)) to describe the information flows among the agents, where V , VL ∪ VF

and E(t) , {(i, j)| xj(t) ∈ Si(t)}. The subgraph GF , (VF, EF(t)) depicts the information flows among

the followers with EF(t) , {(i, j)|xj(t) ∈ Si(t), i, j ∈ VF}.
Let co(VL) denote the convex hull formed by the leaders. The main purpose of the paper is to design

control inputs for the followers such that:

(1) All the followers are driven towards the convex hull of the leaders, i.e.,

lim sup
t→∞

‖xi(t)− co(VL)‖ 6 c, i ∈ VF, (3)

where c > 0 is a control parameter and lim sup f(t) is the limit superior of the function f(t).

(2) If follower i is initially within the transmitting range of leader j, then it will be within the trans-

mitting range of that leader for all t > 0, that is,

‖xi(t)− xj(t)‖ < rL, i ∈ VF, j ∈ VL, (4)

for all (j, i) ∈ E(0) and t > 0.

(3) The followers move cohesively as a swarm while preserving connectivity, that is,

‖xi(t)− xj(t)‖ < d1, 0 < d1 < rF, (5)
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for all (i, j) ∈ E(0), i ∈ VF, j ∈ VF, and t > 0, where d1 is a control parameter.

(4) Group dispersion is maintained, i.e.,

‖xi(t)− xj(t)‖ > d2, 0 < d2 < d1, (6)

for all i ∈ VF, j ∈ VL ∪ VF, i 6= j, and t > 0, where d2 is a control parameter. If Eq. (6) holds, then

collision avoidance is guaranteed.

3 Algorithm design and analysis

3.1 Algorithm design

To drive all followers towards the convex hull of the leaders, define

Vi1 ,
1

2





∑

k∈(Ni∩VL)

bik‖xi − xk‖2 +
∑

k∈(VL\Ni)

bikr
2
L



 , i ∈ VF,

where bik > 0 are positive constants. It is worth noticing that −∂Vi1

∂xi
= −∑k∈(Ni∩VL)

bik(xi − xk) is a

consensus type protocol that is widely used in the literature. The purpose of introducing the second term

in Vi1 is to make the function continuous when leaders leave or enter the “neighborhood” of follower i.

To keep group cohesion and to preserve connectivity between the followers, define

Vi2 ,
∑

j∈(Ni(0)∩VF)

aijsij(dij), i ∈ VF,

where

sij(dij) =
1

1
2d

2
1 − dij

,

with dij , 1
2‖xi − xj‖2 and aij = aji > 0 for all i ∈ VF and j ∈ VF. We can verify that sij > 0 for

dij <
1
2d

2
1 and sij(

1
2d

2
1) = ∞. It can be shown that

∂sij
∂dij

= (12d
2
1 − dij)

−2 > 0 when dij <
1
2d

2
1. Therefore,

the decrease of dij will lead to the decrease of sij . That is, sij is an attractive function. Similar functions

have been used in the literature [20].

In addition, to preserve the connectivity between the leaders and the followers, i.e., (Ni(0) ∩ VL) ⊆
(Ni(t) ∩ VL) for all i ∈ VF and t > 0, define

Vi3 ,
∑

k∈(Ni(0)∩VL)

aikqik(dik), i ∈ VF,

where

qik(dik) =
1

1
2r

2
L − dik

,

with dik = 1
2‖xi − xk‖2 and aik > 0 for i ∈ VF and k ∈ VL. The function qik is of a similar form to that

of sij , except that d1 is replaced with rL.

To achieve group dispersion, we introduce the following potential function:

Vi4 ,
∑

j 6=i

cij

rij(dij)
, i ∈ VL ∪ VF,

where cij = cji > 0, and rij is given by

rij(dij) =



















a1

(

dij −
1

2
d22

)

+ a2

(

dij −
1

2
d22

)2

, dij 6
1

2
r2F,

a1

(

1

2
r2F − 1

2
d22

)

+ a2

(

1

2
r2F − 1

2
d22

)2

, dij >
1

2
r2F,

(7)
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Figure 1 An illustration of the function rij with the parameters: rF = 1, d2 = 0.4, a1 = 0.84, a2 = −1.

for i, j ∈ VL ∪ VF and i 6= j. Here a1 = a2(d
2
2 − r2F) and a2 < 0. Figure 1 illustrates the function rij .

Note that Vi4 is a repulsive force, which should be spatially distributed. Such function rij satisfies

several key properties, as stated in the following lemma.

Lemma 1. The following properties hold for the function rij .

(1) rij(dij) > 0 for ‖xi − xj‖ > d2,

(2) rij(dij) is continuously differentiable with respect to dij ,

(3) rij(dij) = 0 if ‖xi − xj‖ = d2,

(4) and rij(dij) = rij(
1
2r

2
F) for all ‖xi − xj‖ > rF.

Proof. (1) Note that ‖xi − xj‖ > d2 is equivalent to dij > 1
2d

2
2. Therefore, one can consider the two

cases: 1
2d

2
2 < dij 6

1
2r

2
F and dij >

1
2r

2
F. If

1
2d

2
2 < dij 6

1
2r

2
F, then

rij = a1

(

dij −
1

2
d22

)

+ a2

(

dij −
1

2
d22

)2

= a2
(

d22 − r2F
)

(

dij −
1

2
d22

)

+ a2

(

dij −
1

2
d22

)2

= a2

(

dij −
1

2
d22

)(

d22 − r2F + dij −
1

2
d22

)

.

It follows from a2 < 0 and dij − 1
2d

2
2 > 0 that

rij > a2

(

dij −
1

2
d22

)(

1

2
d22 − r2F +

1

2
r2F

)

= a2

(

dij −
1

2
d22

)

1

2

(

d22 − r2F
)

> 0.

If dij >
1
2r

2
F, then

rij = a1

(

1

2
r2F − 1

2
d22

)

+ a2

(

1

2
r2F − 1

2
d22

)2

= a2
(

d22 − r2F
)

(

1

2
r2F − 1

2
d22

)

+ a2

(

1

2
r2F − 1

2
d22

)2

= a2

(

1

2
r2F − 1

2
d22

)(

d22 − r2F +
1

2
r2F − 1

2
d22

)

= a2

(

1

2
r2F − 1

2
d22

)(

1

2
d22 −

1

2
r2F

)

> 0.
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(2) The partial derivative of rij with respect to dij is

∂rij

∂dij
=















a1 + 2a2

(

dij −
1

2
d22

)

, dij 6
1

2
r2F,

0, dij >
1

2
r2F.

To make
∂rij
∂dij

continuously differentiable, it suffices to show

∂rij

∂dij

∣

∣

∣
1

2
r2
F

= 0,

which leads to

a1 + 2a2

(

1

2
r2F − 1

2
d22

)

= 0,

which is equivalent to

a1 = a2
(

d22 − r2F
)

.

(3) If ‖xi − xj‖ = d2, then dij =
1
2d

2
2. It follows from (7) that rij = 0.

(4) It is straightforward to verify that rij(dij) = rij(
1
2r

2
F) for all ‖xi − xj‖ > rF.

Note that if ‖xi − xj‖ = d2 for some i, j ∈ VL ∪ VF, then rij = 0, which yields Vi4 = ∞.

Define

V ,
∑

i∈VF

Vi1 +
1

2

∑

i∈VF

Vi2 +
∑

i∈VF

Vi3 +
1

2

n
∑

i=1

Vi4. (8)

The control law is given by

ui = −
(

∂V

∂xi

)T

, i ∈ VF. (9)

Eqs. (8) and (9) yield

ui = −
∑

k∈Ni∩VL

bik(xi − xk)−
∑

j∈Ni(0)∩VF

aij
∂sij

∂dij
(xi − xj)

−
∑

k∈Ni(0)∩VL

aik
∂qik

∂dik
(xi − xk) +

∑

j 6=i

cijr
−2
ij

∂rij

∂dij
(xi − xj),

for all i ∈ VF. Since
∂rij

∂dij
= 0, ∀‖xi − xj‖ > rF,

one has

ui = −
∑

k∈Ni∩VL

bik(xi − xk)−
∑

j∈Ni(0)∩VF

aij
∂sij

∂dij
(xi − xj)

−
∑

k∈Ni(0)∩VL

aik
∂qik

∂dik
(xi − xk) +

∑

j∈Ni

cijr
−2
ij

∂rij

∂dij
(xi − xj). (10)

Therefore, the algorithm defined by (9) is distributed.

Remark 1. It is possible to extend the control input design to the double-integrator agent model, i.e.,

ẋi = vi, v̇i = ui

where xi, vi, and ui denote, respectively, the position, velocity, and control input of agent i. In this

scenario, the consensus term of agents’ velocities should be added to the control input (10). If the

velocities of the leaders are constant, then a linear velocity consensus term, like
∑

j∈Ni
(vj − vi), can

be constructed. If the leaders’ velocities are time-varying, then a nonlinear consensus term on velocities

might be needed.
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3.2 Analysis for multiple stationary leaders

In this subsection, we assume that the leaders are stationary, that is,

vk(t) ≡ 0, t > 0, k ∈ VL. (11)

Using (9) for (2) and (11) for (1), we obtain a system with a leader-follower architecture.

Lemma 2. Define

ei(t) ,
∑

k∈Ni(t)∩VL

bik (xi(t)− xk(t)), i ∈ VF. (12)

If Ni(t) ∩ VL 6= ∅ and ‖ei(t)‖ = 0, then xi(t) ∈ co(VL).

Proof. The proof is straightforward, and is hence omitted.

For notational convenience, define the distance between follower i and the convex hull spanned by the

leaders co(VL) as

αi(t) , ‖xi(t)− co(VL)‖, i ∈ VF.

Let

α(t) ,
∑

i∈VF

α2
i (t), (13)

which measures the distance from VF to co(VL). If α(t) = 0, then all the followers are in the convex hull

spanned by the leaders. Define

bmin(t) , min
i∈VF





∑

k∈Ni(t)∩VL

bik



,

and

bmax(t) , max
i∈VF





∑

k∈Ni(t)∩VL

bik



.

One has the following result.

Lemma 3. Define e(t) , [eT1 (t), e
T
2 (t), . . . , e

T
|VF|

(t)]T with ei(t) defined by (12). If bmin(t) > 0, then

α(t) 6 ‖e(t)‖2

b2
min

(t)
.

Proof. Let

zi(t) ,

∑

k∈Ni(t)∩VL
bikxk(t)

∑

k∈Ni(t)∩VL
bik

.

Then ei(t) can be rewritten as

ei(t) =





∑

k∈Ni(t)∩VL

bik



 (xi(t)− zi(t)) ,

which yields

‖ei(t)‖ =





∑

k∈Ni(t)∩VL

bik



 ‖xi(t)− zi(t)‖.

By Lemma 2, we know that zi(t) is in co(VL), which leads to

‖ei(t)‖ >





∑

k∈Ni(t)∩VL

bik



αi(t).

It follows that

αi(t) 6
‖ei(t)‖

∑

k∈Ni(t)∩VL
bik

,
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which further yields

α(t) 6
∑

i∈VF

‖ei(t)‖2
(

∑

k∈Ni(t)∩VL
bik

)2 6
∑

i∈VF

‖ei(t)‖2
b2min(t)

6
‖e(t)‖2
b2min(t)

.

The following lemma shows that the control input given by (9) is bounded.

Lemma 4. For any i ∈ VF, the control input ui(t) given by (9) is bounded.

Proof. For i ∈ VF and j ∈ Ni(0) ∩ VF, let
1
2aijsij(s

∗
ij) = V (0), where s∗ij ∈ (0, 12d

2
1), and V (0) is the

value of the function V , defined by (8), at time 0. Since the function is monotonic, s∗ij is unique, and

1

2
aijsij [dij(t)] 6 V (t) 6 V (0) =

1

2
aijsij(s

∗
ij).

It follows that dij(t) 6 s∗ij for all t > 0. Define s∗ = maxi,j s
∗
ij . One has dij(t) 6 s∗ for all t > 0,

i ∈ VF and j ∈ Ni(0) ∩ VF, which leads to

1

2
d21 − dij(t) >

1

2
d21 − s∗, (14)

for all t > 0, i ∈ VF and j ∈ Ni(0) ∩ VF.

Similarly, for all t > 0, i ∈ VF and k ∈ VL, one can show that

1

2
r2L − dik(t) >

1

2
r2L − q∗, (15)

for some q∗ ∈ (0, 12r
2
L).

For i ∈ VF and j ∈ Ni(t), let
1
2

cij
rij(r∗ij)

= V (0), with r∗ij ∈ (12d
2
2,

1
2r

2
F). It follows that

1

2

cij

rij [dij(t)]
6 V (t) 6 V (0) =

1

2

cij

rij(r∗ij)
,

which yields that dij(t) > r∗ij for all t > 0. Define r∗ , mini,j r
∗
ij . We have

dij(t) > r∗, (16)

for all t > 0, i ∈ VF and j ∈ Ni(t). In addition, for all t > 0, i ∈ VF and j ∈ (VL ∪ VF)\Ni(t),

dij(t) >
1
2r

2
F > r∗.

In view of (14)–(16), it follows that

‖ui(t)‖ 6
∑

k∈Ni(t)∩VL

bik‖xi(t)− xk(t)‖+
∑

j∈Ni(0)∩VF

aij

(

1

2
d21 − dij(t)

)−2

‖xi(t)− xj(t)‖

+
∑

k∈Ni(0)∩VL

aik

(

1

2
r2L − dik(t)

)−2

‖xi(t)− xk(t)‖

+
∑

j∈Ni(t)

cij (rij (dij(t)))
−2

∣

∣

∣

∣

a1 + 2a2

(

dij(t)−
1

2
d22

)∣

∣

∣

∣

‖xi(t)− xj(t)‖

6 |VL|
(

max
i,k

bik

)

rL + |VF|
(

max
i,j

aij

)(

1

2
d21 − s∗

)−2 √
2s∗

+|VL|
(

max
i,k

aik

)(

1

2
r2L − q∗

)−2
√

2q∗ + n

(

max
i,j

cij

)

(rij(r
∗))

−2
2|a2|

(

1

2
r2F − r∗

)

rL

, σs. (17)

Eq. (17) indicates that the bound on the control input can be tuned by choosing appropriate values of

bik, aij , aik, and cij .
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For notational convenience, define

gi(t) , −
∑

j∈Ni(0)∩VF

aij
∂sij

∂dij
(xi(t)− xj(t))−

∑

k∈Ni(0)∩VL

aik
∂qik

∂dik
(xi(t)− xk(t))

+
∑

j 6=i

cij (rij (dij(t)))
−2 ∂rij

∂dij
(xi(t)− xj(t)), (18)

and let g , [gT1 , g
T
2 , . . . , g

T
|VF|

]T. By using similar arguments to those in the proof of Lemma 4, we can

show that ‖gi‖ 6 σg, where

σg , |VF|max
i,j

aij

(

1

2
d21 − s∗

)−2 √
2s∗ + |VL|max

i,k
aik

(

1

2
r2L − q∗

)−2
√

2q∗

+nmax
i,j

cij (rij(r
∗))

−2
2|a2|

(

1

2
r2F − r∗

)

rL.

Therefore, we have

‖g‖ =
√

‖g1‖2 + ‖g2‖2 + · · ·+ ‖g|VF|‖2 6
√

|VF|σg. (19)

We first consider the case where each follower has at least one leader as its neighbor at time 0.

Theorem 1. Use (9) for (2) with stationary leaders. If initially ‖xi(0) − xj(0)‖ < d1 for all (i, j)

∈ E(0), i, j ∈ VF, ‖xi(0) − xj(0)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j, and Ni(0) ∩ VL 6= ∅ for all i ∈ VF,

then

(1) for all t > 0, ‖xi(t) − xj(t)‖ < rL for all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(t) − xj(t)‖ < d1 for all

(i, j) ∈ E(0), i, j ∈ VF, and ‖xi(t)− xj(t)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j;

(2) Ni(0) ⊆ Ni(t) for all t > 0 and i ∈ VF;

(3) lim supt→∞ α(t) 6 |VL| (maxi,k bik) b
−3
min(0)|VF|σ2

g .

Proof. (1) Use V , defined in (8), as a Lyapunov function candidate. Because ‖xi(0)− xj(0)‖ < rL for

all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(0)− xj(0)‖ < d1 for all (i, j) ∈ E(0), i, j ∈ VF, ‖xi(0)− xj(0)‖ > d2

for all i, j ∈ VL ∪ VF, i 6= j, it follows from (8) and Lemma 1 that V (0) < ∞. Since

V̇ =
∑

i∈VF

∂V

∂xi

ẋi = −
∑

i∈VF

∂V

∂xi

(

∂V

∂xi

)T

6 0, (20)

it follows that for all t > 0,

V (t) 6 V (0) < ∞. (21)

Suppose that at time t1, ‖xi(t1) − xj(t1)‖ 6 d2 for some i, j ∈ VL ∪ VF. Because agents are moving

continuously, there exists a time t2 6 t1 such that ‖xi(t2)− xj(t2)‖ = d2, which indicates that dij(t2) =
1
2d

2
2. Therefore, one has

lim
t→t2

V (t) = ∞,

which contradicts (21). Similarly, we can prove that ‖xi(t) − xj(t)‖ < rL for all t > 0, (i, j) ∈ E(0),
i ∈ VL, j ∈ VF, and ‖xi(t) − xj(t)‖ < d1 for all t > 0, (i, j) ∈ E(0), i, j ∈ VF. The proof of the first part

is thus completed.

(2) Let j ∈ Ni(0) be a neighbor of follower i at time 0. If j ∈ VF, then step (1) of this theorem yields

‖xi(t) − xj(t)‖ < d1 < rF for all t > 0. If j ∈ VL, one has ‖xi(t) − xj(t)‖ < rL for all t > 0. It thus

follows that j ∈ Ni(t) for all t > 0, which indicates that Ni(0) ⊆ Ni(t) for all t > 0.

(3) Because Ni(0) ∩ VL 6= ∅ for all i ∈ VF and Ni(0) ⊆ Ni(t) for t > 0, one has bmin(t) > 0. Define

E(t) ,
1

2

∑

i∈VF

eTi (t)ei(t), (22)
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with ei(t) defined in (12). The derivative of E(t) is given by

Ė(t) =
∑

i∈VF

eTi (t)ėi(t). (23)

Because ẋk(t) ≡ 0 for all t > 0 and k ∈ VL, one has

ėi(t) =
∑

k∈Ni(t)∩VL

bikẋi(t) =





∑

k∈Ni(t)∩VL

bik



 (gi(t)− ei(t)) , (24)

which yields

Ė(t) =
∑

i∈VF

−





∑

k∈Ni(t)∩VL

bik



 eTi (t)ei(t) +
∑

i∈VF





∑

k∈Ni(t)∩VL

bik



 eTi (t)gi(t)

6
∑

i∈VF

−





∑

k∈Ni(t)∩VL

bik



 eTi (t)ei(t) +
∑

i∈VF

1

2





∑

k∈Ni(t)∩VL

bik





(

eTi (t), g
T
i (t)

)

(

ei(t)

gi(t)

)

=
1

2

∑

i∈VF



−





∑

k∈Ni(t)∩VL

bik



 eTi (t)ei(t) +





∑

k∈Ni(t)∩VL

bik



 gTi (t)gi(t)



 ,

where gi(t) is defined in (18). Define

B(t) , diag







∑

k∈N1(t)∩VL

b1k,
∑

k∈N2(t)∩VL

b2k, . . . ,
∑

k∈N|VF|(t)∩VL

b|VF|k







, (25)

it follows from (25) that

Ė(t) 6
1

2

(

−eT(t)(B(t) ⊗ I2)e(t) + gT(t)(B(t)⊗ I2)g(t)
)

6
1

2
(−bmin(t)‖e(t)‖2 + bmax(t)‖g(t)‖2). (26)

If ‖e(t)‖2 > bmax(t)
bmin(t)

‖g(t)‖2, Eq. (26) yields Ė(t) < 0, which further leads to

lim sup
t→∞

‖e(t)‖ 6 lim sup
t→∞

√

bmax(t)

bmin(t)
‖g(t)‖

6

(

lim sup
t→∞

√

bmax(t)

bmin(t)

)

(

lim sup
t→∞

‖g(t)‖
)

6

√

lim supt→∞ bmax(t)

lim inft→∞ bmin(t)

(

lim sup
t→∞

‖g(t)‖
)

. (27)

For i ∈ VF and g(t) > 0, one has

∑

k∈Ni(t)∩VL

bik >
∑

k∈Ni(0)∩VL

bik,

because the connectivity between the leaders and the followers is preserved. It follows that

bmin(t) > bmin(0),

which indicates

lim inf
t→∞

bmin(t) = bmin(0). (28)
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It thus follows that

lim sup
t→∞

‖e(t)‖ 6

√

lim supt→∞ bmax(t)

bmin(0)

(

lim sup
t→∞

‖g(t)‖
)

6

√

|VL| (maxi,k bik)

bmin(0)

(

lim sup
t→∞

‖g(t)‖
)

.

By Lemma 3,

lim sup
t→∞

α(t) 6 lim sup
t→∞

b−2
min(0)‖e(t)‖2 6 |VL|

(

max
i,k

bik

)

b−3
min(0)

(

lim sup
t→∞

‖g(t)‖2
)

.

In view of (19), it is straightforward to obtain that

lim sup
t→∞

α(t) 6 |VL|
(

max
i,k

bik

)

b−3
min(0)|VF|σ2

g . (29)

Remark 2. From (27) and (29), one knows that to control the bound on lim supt→∞ ‖e‖,
(1) one can control the parameters bik such that

√

bmax

bmin
is as small as possible. However, since

bmax > bmin, the best result that can be obtained is
√

bmax

bmin

= 1, which means that for all i, j ∈ VF,

(
∑

k∈Ni(0)∩VL
bik) = (

∑

k∈Nj(0)∩VL
bjk), or

(2) one can control the parameters aij , cij , bik, and aik to make σg smaller. In addition, notice that

limaij ,cij ,bik,aik→0 σg = 0. Therefore the constant c in (3) can be specified a priori.

Remark 3. Theorem 1 says that the tracking error under the proposed containment control algorithm

is ultimately upper bounded, where the bound is given by |VL| (maxi,k bik) b
−3
min(0)|VF|σ2

g . Although the

result is only “bounded”, it offers the required flexibility of tuning the tracking error to facilitate practical

applications. For example, one can increase the value of bik (the coupling between followers and leaders).

In this case, b−3
min(0) decreases, while maxi,k bik increases. Since the higher-order term b−3

min(0) dominates

the tracking error bound, the tracking error will decrease. Therefore, in order to make the tracking error

arbitrarily small, one can choose a sufficiently large value of bik.

In Theorem 1, it is required that each follower has at least one leader as its neighbor at time 0. This

condition can be relaxed by assuming the connectivity of GI(G(0),VF), the induced subgraph of G(0),
which describes the information flows between the followers at time 0.

Theorem 2. Use (9) for (2) with stationary leaders. Assume that GI(G(0),VF) is connected, and

K , {i ∈ VF|Ni(0) ∩ VL 6= ∅} 6= ∅1). If ‖xi(0) − xj(0)‖ < d1 for all (i, j) ∈ E(0), i, j ∈ VF, and

‖xi(0)− xj(0)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j, then

(1) for all t > 0, ‖xi(t) − xj(t)‖ < rL for all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(t) − xj(t)‖ < d1 for all

(i, j) ∈ E(0), i, j ∈ VF, and ‖xi(t)− xj(t)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j;

(2) GI(G(t),VF) is connected for all t > 0;

(3) for any j ∈ VF, lim supt→∞ αj < (|VF| − 1)d1 + σs.

Proof. (1) The proof of this part is similar to that in Theorem 1, and is hence omitted.

(2) For any edge (i, j) ∈ EF(0), where EF(0) is the edge set of GI(G(0),VF), one has ‖xi(0)− xj(0)‖ <

d1 < rF. From the first part of this theorem, one knows that ‖xi(t)−xj(t)‖ < d1 < rF for all (i, j) ∈ EF(0)
and t > 0, which yields (i, j) ∈ EF(t) for all t > 0. Therefore, one can obtain EF(0) ⊆ EF(t). Since

GI(G(0),VF) is connected, one knows that GI(G(t),VF) is connected for all t > 0.

(3) Let

i , argmin
k∈K

(

lim sup
t→∞

‖gk‖
)

. (30)

1) Equivalently, the graph for the followers is connected, and at least one follower is within the transmitting range of a

leader at time 0.
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Define

Ei ,
1

2
eTi ei, (31)

which yields

Ėi =





∑

k∈Ni(0)∩VL

bik



 eTi (gi − ei).

Since K 6= ∅, one has
∑

k∈Ni(0)∩VL
bik > 0. It follows that

Ėi = −





∑

k∈Ni(0)∩VL

bik



 eTi ei +





∑

k∈Ni(0)∩VL

bik



 eTi gi

6 −





∑

k∈Ni(0)∩VL

bik



 eTi ei +
1

2





∑

k∈Ni(0)∩VL

bik



 (eTi g
T
i )

(

ei

gi

)

= −1

2





∑

k∈Ni(0)∩VL

bik



 (‖ei‖2 − ‖gi‖2). (32)

If ‖ei‖2 > ‖gi‖2, then Ėi < 0. It thus follows that

lim sup
t→∞

‖ei‖ 6 lim sup
t→∞

‖gi‖ = min
k∈K

{

lim sup
t→∞

‖gk‖
}

.

Since GI(G(0),VF) is connected, for any j ∈ VF and j 6= i, there is a path from node j to node i in

GI(G(0),VF). Because GI(G(0),VF) ⊆ GI(G(t),VF) for all t > 0, this path is preserved. Suppose that the

path is j, j1, . . . , jp, i, where p 6 |VF| − 2. It follows that

‖xj − co(VL)‖ 6 ‖xj − xi‖+ ‖xi − co(VL)‖
= ‖(xj − xj1) + (xj1 − xj2 ) + · · ·+ (xjp − xi)‖+ ‖xi − co(VL)‖
< (|VF| − 1)d1 + ‖xi − co(VL)‖. (33)

Therefore, one has

lim sup
t→∞

αj , lim sup
t→∞

‖xj − co(VL)‖

< (|VF| − 1)d1 + min
k∈K

{

lim sup
t→∞

‖gk‖
}

6 (|VF| − 1)d1 + σs.

3.3 Analysis for multiple moving leaders

In this subsection, we consider moving leaders, i.e., xk(t), k ∈ VL, is time varying. We assume that ‖vk‖,
k ∈ VL, is bounded. Define

hi ,
∑

k∈Ni(0)∩VL

bikvk, i ∈ VF , (34)

where vk is given in Eq. (1), and let

h , [hT
1 , h

T
2 , . . . , h

T
|VF|

]T. (35)

In addition, define

hm ,
√

|VF||VL|max
i,k

bik max
k∈VL

sup ‖vk‖.

The first result in this subsection is stated below.
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Theorem 3. Use (9) for (2) with moving leaders. If initially ‖xi(0)− xj(0)‖ < d1 for all (i, j) ∈ E(0),
i, j ∈ VF, ‖xi(0)− xj(0)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j, bmin(0) > 1, and

‖vk(t)‖ 6

∑

i∈Nk(t)∩VF

1
|Ni(t)∩VL|

(

∂V
∂xi

)(

∂V
∂xi

)T

‖ ∂V
∂xk

‖ , t > 0, k ∈ VL, (36)

then

(1) for all t > 0, ‖xi(t) − xj(t)‖ < rL for all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(t) − xj(t)‖ < d1 for all

(i, j) ∈ E(0), i, j ∈ VF, and ‖xi(t)− xj(t)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j;

(2) Ni(0) ⊆ Ni(t) for all i ∈ VF and t > 0;

(3) lim supt→∞ α(t) 6 b−2
min(0)

|VL|(maxi,k bik)|VF|σ
2

g+h2

m

bmin(0)−1 .

Proof. (1) and (2) From (36), one knows that

∥

∥

∥

∥

∂V

∂xk

∥

∥

∥

∥

‖ẋk(t)‖ 6
∑

i∈Nk(t)∩VF

1

|Ni(t) ∩ VL|
∂V

∂xi

(

∂V

∂xi

)T

, t > 0, k ∈ VL,

which leads to

V̇ =
∑

k∈VL

∂V

∂xk

ẋk −
∑

i∈VF

∂V

∂xi

(

∂V

∂xi

)T

6
∑

k∈VL

∑

i∈Nk∩VF

1

|Ni ∩ VL|
∂V

∂xi

(

∂V

∂xi

)T

−
∑

i∈VF

∂V

∂xi

(

∂V

∂xi

)T

6 0.

By using the same arguments as those in the proof of Theorem 1, the first two parts of this theorem

can be proved.

(3) Define E as in (22). Because

ėi =
∑

k∈Ni(0)∩VL

bik(ẋi − ẋk) =
∑

k∈Ni(0)∩VL

bik (gi − ei − vk),

one has

Ė =
∑

i∈VF

−





∑

k∈Ni(0)∩VL

bik



 eTi ei +
∑

i∈VF





∑

k∈Ni(0)∩VL

bik



 eTi gi −
∑

i∈VF

eTi





∑

k∈Ni(0)∩VL

bikvk



.

It thus follows that

Ė =
∑

i∈VF



−





∑

k∈Ni(0)∩VL

bik



 eTi ei +





∑

k∈Ni(0)∩VL

bik



 eTi gi − eTi hi





6
∑

i∈VF

−





∑

k∈Ni(0)∩VL

bik



 eTi ei +
∑

i∈VF

1

2





∑

k∈Ni(0)∩VL

bik



 (eTi g
T
i )

(

ei

gi

)

+
∑

i∈VF

1

2
(eTi h

T
i )

(

ei

hi

)

=
1

2

(

−eT(B ⊗ I2 − I2|VF|)e + gT(B ⊗ I2)g + hTh
)

6
1

2

(

−(bmin − 1)‖e‖2 + bmax‖g‖2 + ‖h‖2
)

. (37)

From (37), one knows that if bmin > 1 and

‖e‖2 > bmax‖g‖2 + ‖h‖2
bmin − 1

,
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then Ė < 0. Therefore,

lim sup
t→∞

‖e‖2 6 lim sup
t→∞

(

bmax‖g‖2 + ‖h‖2
bmin − 1

)

.

It follows from Lemma 3 that

lim sup
t→∞

α 6 lim sup
t→∞

(

b−2
min

bmax‖g‖2 + ‖h‖2
bmin − 1

)

. (38)

We can show that

‖hi‖ 6 |VL|max
i,k

bik max
k∈VL

sup ‖vk‖,

which leads to

‖h‖ 6 hm.

Therefore, from (38), one can conclude

lim sup
t→∞

α 6 b−2
min

bmax|VF|σ2
s + h2

m

bmin − 1
. (39)

Remark 4. (1) The condition (36) implies that, to achieve containment control, the leaders cannot

move arbitrarily fast. How fast a leader can move is determined by the velocities of its followers. If the

leaders are cooperative (move according to the velocities of its neighboring followers) and the followers

can transmit its velocities to their neighboring leaders, then Eq. (36) can be satisfied. Even if there

exists communication failure at some time instants, the leaders can stop and wait until they receive the

velocity information from neighboring followers.

(2) Compared with Theorem 1, containment control for moving leaders is more difficult because it

requires an additional condition that bmin > 1. This means that the coupling strength between each

follower and the leaders at time 0 should be larger than 1. At the same time, the bound on α is larger

than that for the stationary leaders case as indicated by (39).

(3) For the system with moving leaders, the bound on α is also related to the velocities of the leaders.

The larger hi, i ∈ VL, the larger the bound.

By arguments similar to those in the proof of Theorem 2, the condition bmin > 1 can be relaxed by

assuming the connectivity of GI(G(0),VF), where GI(G(0),VF) is the induced subgraph of G(0).
Theorem 4. Use (9) for the system (2) with moving leaders. Assume that GI(G(0),VF) is connected

and there exists a follower i, which satisfies (
∑

k∈Ni(0)∩VL
bik)− 1 > 0. If Eq. (36) holds, then

(1) for all t > 0, ‖xi(t) − xj(t)‖ < rL for all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(t) − xj(t)‖ < d1 for all

(i, j) ∈ E(0), i, j ∈ VF, and ‖xi(t)− xj(t)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j;

(2) GI(G(t),VF) is connected for all t > 0;

(3) for any j ∈ VF,

lim sup
t→∞

αj 6

√

√

√

√

√

(

∑

k∈Ni(0)∩VL
bik

)

σ2
s + h2

m
(

∑

k∈Ni(0)∩VL
bik

)

− 1
+ (|VF | − 1)d1.

Proof. The theorem can be proved by arguments similar to those in the proof of Theorem 2.

4 A nonsmooth control algorithm

In the last section, condition (36) is imposed for the moving leaders case. This condition implies that

to guarantee containment control, the leaders should not move too fast. How fast the leaders can move

depends on how fast the followers move. This is another form of the stop-and-go policy, which might not
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be desirable in some scenarios. In the following, we employ a nonsmooth control algorithm to relax the

condition (36). The new control law is designed to be

ui = −
(

∂V

∂xi

)T

− βsgn

[

(

∂V

∂xi

)T
]

, i ∈ VF, (40)

for i ∈ VF, where sgn(·) is the signum function defined entrywise.

Theorem 5. Use (40) for the system (2) with moving leaders. If the conditions of Theorem 1 hold,

bmin > 1, and β > maxk∈VL
sup ‖vk‖, then

(1) for all t > 0, ‖xi(t) − xj(t)‖ < rL for all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(t) − xj(t)‖ < d1 for all

(i, j) ∈ E(0), i, j ∈ VF, and ‖xi(t)− xj(t)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j;

(2) Ni(0) ⊆ Ni(t) for all i ∈ VF and t > 0;

(3) lim supt→∞ α 6 b−2
min

bmax|VF|(σ
2

s+β2)+h2

m

bmin−1 .

Proof. (1) and (2) Let Vij be the sum of the coupling terms between xi and xj in V . It follows that

∑

i∈VF

∂V

∂xi

=
∑

i∈VF

∑

j∈VL∪VF

∂Vij

∂xi

=
∑

i∈VF

∑

j∈VF

∂Vij

∂xi

+
∑

i∈VF

∑

j∈VL

∂Vij

∂xi

.

It is straightforward to verify that

∑

i∈VF

∑

j∈VF

∂Vij

∂xi

= 0, (41)

which yields

∑

i∈VF

∂V

∂xi

=
∑

i∈VF

∑

j∈VL

∂Vij

∂xi

= −
∑

i∈VF

∑

j∈VL

∂Vij

∂xj

= −
∑

j∈VL

∂V

∂xj

. (42)

Using (42), one has

V̇ =
∑

k∈VL

(

∂V

∂xk

)

ẋk +
∑

i∈VF

(

∂V

∂xi

)

ẋi

6 max
k∈VL

sup ‖vk‖
∥

∥

∥

∥

∥

∑

i∈VF

∂V

∂xi

∥

∥

∥

∥

∥

−
∑

i∈VF

(

∂V

∂xi

)(

∂V

∂xi

)T

− β

∥

∥

∥

∥

∥

∑

i∈VF

∂V

∂xi

∥

∥

∥

∥

∥

. (43)

If β > maxk∈VL
sup ‖vk‖, then V̇ 6 0. The first two parts of this theorem are proved.

(3) For system (40), one has

ėi =
∑

k∈Ni(0)∩VL

bik(ẋi − ẋk)

=
∑

k∈Ni(0)∩VL

bik(gi − ei − βsgn(ei − gi)− ẋk),

which yields

Ė 6
1

2
(−(bmin − 1)‖e‖2 + bmax‖g − βsgn(e− g)‖2 + ‖h‖2).

Thus, one can conclude that

lim sup
t→∞

α 6 lim sup
t→∞

b−2
min

bmax‖g − βsgn(e− g)‖2 + ‖h‖2
bmin − 1

6 b−2
min

bmax|VF|(σ2
s + 2β2) + h2

m

bmin − 1
.
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Figure 2 Snapshots for the stationary leaders case. The leaders are denoted by “⋄”, while the followers are denoted by

“*”. The parameters are specified as follows: rL = 5, rF = 1, d1 = 0.8, d2 = 0.4, a2 = −1, a1 = a2(d22 − r2
F
), bik = 1 for all

i ∈ VF and k ∈ (Ni ∩ VL). (a) t = 0 s; (b) t = 0.25 s; (c) t = 0.75 s; (d) t = 1 s.

Theorem 6. Use (40) for the system (2) with moving leaders. Assume that GI(G(0),VF) is connected

and there exists a follower i satisfying (
∑

k∈Ni(0)∩VL
bik)− 1 > 0. If β > maxk∈VL

sup ‖vk‖, then
(1) for all t > 0, ‖xi(t) − xj(t)‖ < rL for all (i, j) ∈ E(0), i ∈ VL, j ∈ VF, ‖xi(t) − xj(t)‖ < d1 for all

(i, j) ∈ E(0), i, j ∈ VF, and ‖xi(t)− xj(t)‖ > d2 for all i, j ∈ VL ∪ VF, i 6= j;

(2) GI(G(t),VF) is connected for all t > 0;

(3) for any j ∈ VF,

lim sup
t→∞

αj 6

√

√

√

√

√

(

∑

k∈Ni(0)∩VL
bik

)

(σ2
s + 2β2) + h2

m
(

∑

k∈Ni(0)∩VL
bik

)

− 1
+ (|VF| − 1)d1.

Proof. The theorem can be proved by arguments similar to those in the proof of Theorem 2.

5 Simulation results

5.1 Example 1: stationary leaders

We first present a numerical example for stationary leaders. The example includes 4 leaders and

6 followers. Figure 2 shows the snapshots of the movements. Initially, the states of the agents are gener-

ated in such a way that ‖xi(0)−xj(0)‖ < d1 for all (i, j) ∈ E(0), i, j ∈ VF, and ‖xi(0)−xj(0)‖ > d2 for all

i, j ∈ VL ∪VF, i 6= j. As can be seen in Figure 2, all followers move toward the convex hull of the leaders
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Figure 3 (Color online) Stationary leaders: the trajec-

tory of ‖xi − xj‖ for (i, j) ∈ E(0), i ∈ VF and j ∈ VF with

the dashed line ‖xi − xj‖ = d1.

Figure 4 (Color online) Stationary leaders: the trajec-

tory of ‖xi − xj‖ for all i, j ∈ VL ∪ VF and i 6= j with the

dashed line ‖xi − xj‖ = d2.
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Figure 5 (Color online) Stationary leaders: the trajectory of ‖xi − xj‖ for (i, j) ∈ E(0), i ∈ VL, and j ∈ VF with the

dashed line ‖xi − xj‖ = rL.

while avoiding collision. Figure 3 gives the trajectory of ‖xi − xj‖ for (i, j) ∈ E(0), i ∈ VF and j ∈ VF.

The dashed line is the curve of ‖xi − xj‖ = d1. It is clear in Figure 3 that ‖xi − xj‖ < d1 for all t > 0.

Figure 4 shows the trajectory of ‖xi − xj‖ for all i, j ∈ VL ∪ VF and i 6= j. The dashed line is the curve

of ‖xi − xj‖ = d2. It can be observed that ‖xi − xj‖ > d2 for all i, j ∈ VL ∪VF, i 6= j and t > 0. Figure 5

gives the trajectory of ‖xi − xj‖ for (i, j) ∈ E(0), i ∈ VL and j ∈ VF. The dashed line is the curve of

‖xi − xj‖ = rL. It is clear in Figure 5 that ‖xi − xj‖ < rL for (i, j) ∈ E(0), i ∈ VL, j ∈ VF and t > 0.

5.2 Example 2: moving leaders

The second example involves moving leaders. The parameters are set to the same values as those in the

stationary leader case except that rL = 8. The reason for enlarging rL is to ensure that every leader has a

neighboring follower initially. The leaders move with the same speed. In particular, vk = [1, 1]T, k ∈ VL.

As can be seen in Figures 6–9, the followers move toward the moving convex hull formed by the leaders

while producing swarming behavior, keeping group dispersion, and maintaining connectivity.

6 Conclusion

In this paper, we have proposed distributed control strategies to drive a group of follower agents to the
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Figure 6 Snapshots for the moving leaders case. (a) t = 0 s; (b) t = 0.25 s; (c) t = 0.75 s; (d) t = 1 s.
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Figure 7 (Color online) Moving leaders: the trajectory

of ‖xi − xj‖ for (i, j) ∈ E(0), i ∈ VF and j ∈ VF with the

dashed line ‖xi − xj‖ = d1.

Figure 8 (Color online) Moving leaders: the trajectory

of ‖xi −xj‖ for all i, j ∈ VL ∪VF and i 6= j with the dashed

line ‖xi − xj‖ = d2.

convex hull spanned by some leader agents, while producing swarming behavior and keeping group dis-

persion. In the stationary leaders case, we have designed a gradient-based continuous control algorithm.

We show that, with the continuous algorithm, the control objective can be achieved and the tracking

error bound is tunable through some control parameters. We applied the continuous control algorithm

to the moving leaders case and showed that the tracking error bound is related to the velocities of the

leaders. For the moving leaders case, the continuous algorithm has the restriction of the velocities of the
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Figure 9 (Color online) Moving leaders: the trajectory of ‖xi − xj‖ for (i, j) ∈ E(0), i ∈ VL, and j ∈ VF with the dashed

line ‖xi − xj‖ = rL.

leaders being dependent on neighboring followers’ velocities, which might not be desirable in some sce-

narios. Therefore, we proposed a nonsmooth algorithm, which works under the mild assumption on the

boundedness of leaders’ velocities. In all cases, we show that collision avoidance is guaranteed. Finally,

we have provided numerical examples to show the validity of the derived results.

Future works may include: the design of continuous containment control algorithms that are capable

of tracking time-varying leaders with bounded velocities, the consideration of the effect of time delay in

collision avoidance and connectivity maintenance, the extension to the double-integrator agent model,

and the discrete-time implementation of the proposed containment control algorithms.
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