
SCIENCE CHINA
Information Sciences

January 2017, Vol. 60 012204:1–012204:13

doi: 10.1007/s11432-015-1031-6

c© Science China Press and Springer-Verlag Berlin Heidelberg 2016 info.scichina.com link.springer.com

. RESEARCH PAPER .

Iterative learning control for one-dimensional fourth

order distributed parameter systems

Qin FU*, Panpan GU & Jianrong WU

School of Mathematics and Physics, Suzhou University of Science and Technology, Suzhou 215009, China

Received May 7, 2016; accepted June 3, 2016; published online November 22, 2016

Abstract This paper addresses the problem of iterative learning control algorithm for high order distributed

parameter systems in the presence of initial errors. And the considered distributed parameter systems are

composed of the one-dimensional fourth order parabolic equations or the one-dimensional fourth order wave

equations. According to the characteristics of the systems, iterative learning control laws are proposed for such

fourth order distributed parameter systems based on the P-type learning scheme. When the learning scheme

is applied to the systems, the output tracking errors on L
2 space are bounded, and furthermore, the tracking

errors on L2 space can tend to zero along the iteration axis in the absence of initial errors. Simulation examples

illustrate the effectiveness of the proposed method.
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1 Introduction

Since the complete algorithm of iterative learning control (ILC) was first proposed by Arimoto et al. [1],

it has become the hot issues of cybernetics and has attracted broad attention in recent years [2–5]. The

basic idea of ILC is to improve the control signal for the present operation cycle by feeding back the control

error in the previous cycle. And the classical formulation of ILC design problem is as follows: find an

update mechanism for the output trajectory of a new cycle based on the information from previous cycles

so that the output trajectory converges asymptotically to the desired reference trajectory. Owing to its

simplicity and effectiveness, ILC has been found to be a good alternative in many areas and applications,

see [6] for detailed results. Nowadays, ILC is playing a more and more important role in controlling

repeatable processes.

Due to many practical problems can be described by the DPSs (distributed parameter systems) gov-

erned by the PDEs (partial differential equations), the applications of DPSs have been involved in many

fields in the last few years, and a series of the research achievements have been obtained [7–9]. Since

the variables of DPSs are related to infinite dimensional space, studies of ILC for infinite dimensional

processes are limited and there have been only a few works reported on ILC for DPSs, while ILC has
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been widely investigated for finite dimensional systems. Furthermore, most of them focused on the first

order or the second order DPSs [10–16]. Refs. [10–12] designed the ILC algorithms for parabolic DPSs by

using the P-type learning scheme. Ref. [13] discussed both the P-type and the D-type ILC schemes for

a parabolic DPS, which was transformed into a linear system on Hilbert space. In [14], ILC was applied

to a temporal-spatial discretized first order hyperbolic PDE, guaranteeing stability of the closed loop

system and satisfying the requirements of performance. Recently, ref. [15] proposed an ILC algorithm

for a DPS which is governed by a second order hyperbolic PDE. In [16], a D-type ILC algorithm for

irregular DPSs was introduced with the aid of the weak convergences of functional analysis. In the field

of the distributed control for DPSs, hitherto, almost all of the systems involved in ILC have been low

order (first order or second order). How to apply ILC algorithm to high order DPSs and conduct the

corresponding control design, to the best of our knowledge, there is no relevant literature about this.

Fourth-order PDEs problems arise commonly from the studies of phase separation in cooling binary

solutions [17], vibration of beams and thin plates [18–20], and have attracted broad attention in recent

years [21–27]. Hitherto, the related research work about fourth-order PDEs have mainly focused on

their well-posedness, numerical solutions, etc. [21–27]. In this paper, ILC technique is applied for the

first time to a class of fourth-order DPSs. And the considered DPSs are composed of the fourth-order

parabolic PDEs in [21] or the fourth-order wave equations in [22]. A P-type learning law and a convergent

condition, which can be applied for both the parabolic equation and the wave equation, are proposed.

And when the learning law is applied to the systems, the output tracking errors on L2 space are bounded,

and furthermore, the tracking errors on L2 space can tend to zero along the iteration axis in the absence

of initial errors.

In this paper, the following notational conventions are adopted: for function Q(x, t): [0, 1]× [0, T ] →
R, take the norm: ‖Q(·, t)‖L2 =

√

∫ 1

0 Q
2(x, t)dx, and define ‖Q‖L2,s = supt∈[0,T ] ‖Q(·, t)‖2L2 . Denote

H l(0, 1) = {θ(x, t)| θ(x, t) ∈ L2(0, 1), ∂θ(x,t)
∂x

∈ L2(0, 1), . . . , ∂
lθ(x,t)
∂xl ∈ L2(0, 1)}, H l

0(0, 1) = {θ(x, t)|θ(x, t)
∈ H l(0, 1), and there exists a sequence θm(x, t) ∈ C∞

0 (0, 1) such that θm(x, t) → θ(x, t) in space H l(0, 1)
}

,

Ln((0, T );H l(0, 1)) = {θ(x, t)|(
∫ T

0 ‖θ(·, t)‖n
Hldt)

1
n <∞}, and L∞(Ω) = {θ(x, t) | |θ(x, t)| <∞ almost

everywhere in Ω}, where Ω = (0, 1)× (0, T ].

2 Problem description

Consider the following one-dimensional fourth order PDE:

∂αQ

∂tα
+Qxxxx + (2 − α)gQ = (α− 1)Qxx + f(x, t), (x, t) ∈ Ω, α = 1 or 2, (1)

with initial-boundary conditions: Q(x, 0) = ϕ(x)(α = 1, 2), ∂Q(x,t)
∂t

|t=0 = ψ(x) (α = 2), x ∈ [0, 1];

Q(0, t) = Q(1, t) = ∂Q(x,t)
∂x

|x=0 = ∂Q(x,t)
∂x

|x=1 = 0, t ∈ (0, T ]. And f ∈ L2(Ω), g ∈ L∞(Ω).

Remark 1. When α = 1, Eq. (1) is the fourth order parabolic equation in [21]; When α = 2, Eq. (1)

is the fourth order wave equation in [22].

In this paper, we will expand the ILC framework to the one-dimensional fourth order distributed

parameter systems governed by (1). For the requirement of ILC design, we replace f(x, t) given in (1)

with the control variable u(x, t). And by adding an output variable y(x, t) with general form, the following

fourth order distributed parameter system governed by (1) is given:


















∂αQ(x, t)

∂tα
+ (Q(x, t))xxxx + (2− α)g(x, t)Q(x, t)

= (α− 1) (Q(x, t))xx + u(x, t) , (x, t) ∈ Ω , α = 1 or 2,

y(x, t) = C(t)Q(x, t) +D(t)u(x, t) , 0 6 t 6 T, x ∈ [0, 1],

(2)

with initial-boundary conditions: Q(x, 0) = ϕ(x)(α = 1, 2),∂Q(x,t)
∂t

|t=0 = ψ(x)(α = 2), x ∈ [0, 1]; Q(0, t) =

Q(1, t) = ∂Q(x,t)
∂x

|x=0 = ∂Q(x,t)
∂x

|x=1 = 0, t ∈ (0, T ]. Where Q(x, t), u(x, t), y(x, t) ∈ R represent the state,

control input and output of the system, respectively.
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Remark 2. When α = 1, then ϕ(x) ∈ L2(0, 1); When α = 2, then ϕ(x) ∈ H2
0 (0, 1) ∩ H8(0, 1), and

ψ(x) ∈ H6(0, 1).

The system (2) is assumed to satisfy the following assumptions.

Assumption 1. 0 < D1 6 D(t) 6 D2, where D1, D2 are known constants. That is, the system (1) has

direct transmission from inputs to outputs. |C(t)| 6 C, where C is an unknown constant.

Assumption 2. For a given trajectory yr(x, t), there exists a ur(x, t) ∈ L2(Ω) such that



















∂αQr(x, t)

∂tα
+ (Qr(x, t))xxxx + (2− α)g(x, t)Qr(x, t)

= (α− 1) (Qr(x, t))xx + ur(x, t) , (x, t) ∈ Ω , α = 1 or 2,

yr(x, t) = C(t)Qr(x, t) +D(t)ur(x, t) , 0 6 t 6 T, x ∈ [0, 1],

with initial-boundary conditions: Qr(x, 0) = ϕr(x)(α = 1, 2), ∂Qr(x,t)
∂t

|t=0 = ψr(x) (α = 2), x ∈ [0, 1];

Qr(0, t) = Qr(1, t) = ∂Qr(x,t)
∂x

|x=0 = ∂Qr(x,t)
∂x

|x=1 = 0, t ∈ (0, T ]. And when α = 2, then ur(0, t) =

ur(1, t) =
∂ur(x,t)

∂x
|x=0 = ∂ur(x,t)

∂x
|x=1 = 0.

It is assumed that the system (2) is repeatable over t ∈ [0, T ]. Rewrite the system (2) at each iteration

as


















∂αQk(x, t)

∂tα
+ (Qk(x, t))xxxx + (2− α)g(x, t)Qk(x, t)

= (α− 1) (Qk(x, t))xx + uk(x, t) , (x, t) ∈ Ω , α = 1 or 2,

yk(x, t) = C(t)Qk(x, t) +D(t)uk(x, t) , 0 6 t 6 T, x ∈ [0, 1],

(3)

with initial-boundary conditions: Qk(x, 0) = ϕk(x)(α = 1, 2), ∂Qk(x,t)
∂t

|t=0 = ψk(x) (α = 2), x ∈
[0, 1]; Qk(0, t) = Qk(1, t) =

∂Qk(x,t)
∂x

|x=0 = ∂Qk(x,t)
∂x

|x=1 = 0, t ∈ (0, T ]. k = 0, 1, 2, . . ..

Assumption 3. For all k, the repeatability of the initial setting is satisfied within an admissible de-

viation level, i.e., ‖ϕk(·)− ϕr(·)‖L2 6 ε1(α = 1), ‖ϕk(·)− ϕr(·)‖H2 = ‖ϕk(·)− ϕr(·)‖L2 + ‖ d
dx(ϕk(·)−

ϕr(·))‖L2 + ‖ d2

dx2 (ϕk(·)− ϕr(·))‖L2 6 ε2 (α = 2), ‖ψk(·)− ψr(·)‖L2 6 ε3, k = 0, 1, 2, . . ., where ε1, ε2, ε3
are positive constants.

The learning control target is to find an appropriate learning scheme, such that the output tacking errors

on L2 space are bounded, and furthermore, the iterative learning sequence yk(x, t) uniformly converges

to the desired trajectory yr(x, t) on L
2 space in the absence of initial errors, that is limk→∞ ‖ek‖L2,s = 0,

where ek(x, t) = yr(x, t)− yk(x, t).

For D1, D2 given in Assumption 1, take a positive number ε satisfying

D2

D1
<

√
1 + ε+ 1√
1 + ε− 1

. (4)

Constructing the learning scheme for the system (3) as follows:

uk+1(x, t) = uk(x, t) + qek(x, t), (5)

where q > 0 is the learning gain. Take q so that

ρ = sup
t∈[0,T ]

|1− qD(t)| < 1√
1 + ε

(6)

holds. Denote δQk(x, t) = Qk+1(x, t)−Qk(x, t), δuk(x, t) = uk+1(x, t)− uk(x, t). It follows from (3) and

(5) that

ek+1(x, t) = ek(x, t) + yk(x, t)− yk+1(x, t)

= ek(x, t)− C(t)δQk(x, t)−D(t)δuk(x, t)

= ek(x, t)− C(t)δQk(x, t)− qD(t)ek(x, t)

= (1− qD(t))ek(x, t) − C(t)δQk(x, t).
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From (6) and Assumption 1, we have

|ek+1(x, t)| 6 ρ |ek(x, t)|+ C |δQk(x, t)| .

Using the basic inequality, it yields

(ek+1(x, t))
2
6 (1 + ε)ρ2(ek(x, t))

2 +

(

1 +
1

ε

)

C2(δQk(x, t))
2.

Integrating both sides with respect to x from 0 to 1, we get

‖ek+1(·, t)‖2L2 6 (1 + ε)ρ2 ‖ek(·, t)‖2L2 +

(

1 +
1

ε

)

C2 ‖δQk(·, t)‖2L2 .

For λ > 0, we have

sup
t∈[0,T ]

{

e−λt ‖ek+1(·, t)‖2L2

}

6 (1 + ε)ρ2 sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+

(

1 +
1

ε

)

C2 sup
t∈[0,T ]

{

e−λt ‖δQk(·, t)‖2L2

}

. (7)

It follows from Assumption 3 that

‖δQk(·, 0)‖L2 = ‖ϕk+1(·)− ϕr(·) + ϕr(·)− ϕk(·)‖L2 6 2ε1, α = 1, (8)

‖δQk(·, 0)‖H2 = ‖ϕk+1(·)− ϕr(·) + ϕr(·)− ϕk(·)‖H2 6 2ε2, α = 2, (9)
∥

∥

∥

∥

∂(δQk(·, t))
∂t

∣

∣

∣

∣

t=0

∥

∥

∥

∥

L2

= ‖ψk+1(·)− ψr(·) + ψr(·)− ψk(·)‖L2 6 2ε3. (10)

Lemma 1 ([28]). If {ak}, k ∈ {0, 1, . . . ,∞} is a sequence of real numbers such that

|ak+1| 6 ρ̂ |ak|+ β, 0 6 ρ̂ < 1, β > 0,

then

lim sup
k→∞

|ak| 6
β

1− ρ̂
.

3 ILC for the fourth order parabolic system

When α = 1, we have the following theorem.

Theorem 1. Let Assumptions 1–3 and (6) be satisfied, then the output tracking error on L2 space is

bounded under the effect of the learning control law (5). Furthermore, when ϕk(x) = ϕr(x), x ∈ [0, 1],

k = 0, 1, 2, . . ., the output tracking error on L2 space can tend to zero along the iteration axis, under the

effect of the learning control law (5), i.e., limk→∞ ‖ek‖L2,s = 0.

Proof. It follows from (3) (α = 1) and (5) that

∂(δQk(x, t))

∂t
+ (δQk(x, t))xxxx + g(x, t)δQk(x, t) = qek(x, t) , (x, t) ∈ Ω. (11)

Multiplying both sides of (11) by δQk(x, t) and integrating with respect to x from 0 to 1, we can get

∫ 1

0

{

δQk(x, t)
∂(δQk(x, t))

∂t

}

dx+

∫ 1

0

{δQk(x, t) (δQk(x, t))xxxx}dx

= q

∫ 1

0

δQk(x, t)ek(x, t)dx −
∫ 1

0

g(x, t)(δQk(x, t))
2dx , 0 < t 6 T, (12)
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while
∫ 1

0

{

δQk(x, t)
∂(δQk(x, t))

∂t

}

dx =
1

2

d

dt

∫ 1

0

(δQk(x, t))
2dx =

1

2

d

dt
‖δQk(·, t)‖2L2 , (13)

∫ 1

0

δQk(x, t)ek(x, t)dx 6
1

2

∫ 1

0

(δQk(x, t))
2dx+

1

2

∫ 1

0

(ek(x, t))
2dx

=
1

2
‖δQk(·, t)‖2L2 +

1

2
‖ek(·, t)‖2L2 , (14)

−
∫ 1

0

g(x, t)(δQk(x, t))
2dx 6

∣

∣

∣

∣

∫ 1

0

g(x, t)(δQk(x, t))
2dx

∣

∣

∣

∣

6 σ ‖δQk(·, t)‖2L2 , (15)

where σ = ‖g‖L∞(Ω). Integrating by parts and combining with the boundary conditions of the system

(3), we can derive

∫ 1

0

{δQk(x, t) (δQk(x, t))xxxx}dx

= {δQk(x, t) (δQk(x, t))xxx}|
1
0 −

∫ 1

0

{(δQk(x, t))x (δQk(x, t))xxx}dx

= −
∫ 1

0

{(δQk(x, t))x (δQk(x, t))xxx}dx

= − {(δQk(x, t))x (δQk(x, t))xx}|
1
0 +

∫ 1

0

{(δQk(x, t))xx (δQk(x, t))xx}dx

=

∫ 1

0

(δQk(x, t))
2
xx dx > 0. (16)

Substituting (13)–(16) into (12), it yields

d

dt
‖δQk(·, t)‖2L2 6 (q + 2σ) ‖δQk(·, t)‖2L2 + q ‖ek(·, t)‖2L2 , 0 < t 6 T.

Applying Gronwall lemma and combining with (8), we have

‖δQk(·, t)‖2L2 6 q

∫ t

0

e(q+2σ)(t−η) ‖ek(·, η)‖2L2 dη + e(q+2σ)t ‖δQk(·, 0)‖2L2

6 qe(q+2σ)T

∫ t

0

‖ek(·, η)‖2L2dη + 4ε21e
(q+2σ)T

= qe(q+2σ)T

∫ t

0

eληe−λη ‖ek(·, η)‖2L2dη + 4ε21e
(q+2σ)T

6 qe(q+2σ)T

∫ t

0

eληdη sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4ε21e
(q+2σ)T

= qe(q+2σ)T eλt − 1

λ
sup

t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4ε21e
(q+2σ)T .

Therefore

sup
t∈[0,T ]

{

e−λt ‖δQk(·, t)‖2L2

}

6 qe(q+2σ)T sup
t∈[0,T ]

{

1− e−λt

λ

}

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ sup
t∈[0,T ]

{

e−λt
}

4ε21e
(q+2σ)T

= qe(q+2σ)T 1− e−λT

λ
sup

t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4ε21e
(q+2σ)T .

Substituting the above expression into (7), it yields

sup
t∈[0,T ]

{

e−λt ‖ek+1(·, t)‖2L2

}

6

{

(1 + ε)ρ2 +

(

1 +
1

ε

)

C2qe(q+2σ)T 1− e−λT

λ

}

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}
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+ 4ε21

(

1 +
1

ε

)

C2e(q+2σ)T

= ρ̂ sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4ε21

(

1 +
1

ε

)

C2e(q+2σ)T ,

where

ρ̂ = (1 + ε)ρ2 +

(

1 +
1

ε

)

C2qe(q+2σ)T 1− e−λT

λ
.

Since 0 6 (1 + ε)ρ2 < 1 by (6), it is possible to choose λ sufficiently large so that ρ̂ < 1. So it can be

derived by Lemma 1 that

lim sup
k→∞

{

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

}

6
1

1− ρ̂
4ε21

(

1 +
1

ε

)

C2e(q+2σ)T .

Further we have

lim sup
k→∞

‖ek‖L2,s = lim sup
k→∞

{

sup
t∈[0,T ]

‖ek(·, t)‖2L2

}

6 lim sup
k→∞

{

sup
t∈[0,T ]

{

eλT e−λt ‖ek(·, t)‖2L2

}

}

= eλT lim sup
k→∞

{

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

}

6
1

1− ρ̂
4ε21e

λT

(

1 +
1

ε

)

C2e(q+2σ)T .

That is, the output tracking error on L2 space is bounded. Furthermore, if ϕk(x) = ϕr(x), x ∈ [0, 1],

k = 0, 1, 2, . . ., then ε1 = 0, and we can obtain

lim
k→∞

‖ek‖L2,s = 0.

This completes the proof.

Remark 3. Ref. [21] discussed the problem of observability estimate for a one-dimensional fourth order

parabolic equation, which is sometimes known as Cahn-Hilliard type equation and appears in the study of

phase separation in cooling binary solutions and in other contexts generating spatial pattern formation.

And the observability inequality for the system was given. The following one-dimensional fourth order

parabolic PDE was given in [21], with the initial-boundary conditions:


























Qt +Qxxxx + gQ = f , (x, t) ∈ Ω,

Q(0, t) = Q(1, t) = 0 , t ∈ (0, T ),

Qx(0, t) = Qx(1, t) = 0 , t ∈ (0, T ),

Q(x, 0) = Q0(x) , x ∈ (0, 1).

(17)

It is easy to see that Eq. (17) is the same as Eq. (1) in this paper (when α = 1). And the uniqueness and

existence of the solution of (17) have been given in [21] as follows: for each g ∈ L∞(Ω), each f ∈ L2(Ω)

and each Q0 ∈ L2(0, 1), Eq. (17) admits a unique function Q ∈ C([0, T ];L2(0, 1))∩ L2((0, T );H2
0 (0, 1)).

Moreover, Q ∈ L2((δ, T );H4(0, 1)) and Qt ∈ L2((δ, T ) × (0, 1)) for all δ ∈ (0, T ). From above, we

know that if the initial control u0(x, t) in (3) is taken from L2(Ω), then the solution of (3) at k = 0 is

existing and unique. Furthermore, by (5) and Assumption 2, u1(x, t) ∈ L2(Ω) is obtained to guarantee

the uniqueness and existence of the solution of (3) at k = 1. So, the solution of the system (3) at kth

iteration is always existing and unique (k = 0, 1, 2, . . .).

4 ILC for the fourth order wave system

When α = 2, we have the following theorem:

Theorem 2. Let Assumptions 1–3 and (6) are satisfied, then the output tracking error on L2 space is

bounded under the effect of the learning control law (5). Furthermore, when ϕk(x) = ϕr(x), ψk(x) =
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ψr(x), x ∈ [0, 1], k = 0, 1, 2, . . ., the output tracking error on L2 space can tend to zero along the iteration

axis, under the effect of the control law (5), i.e., limk→∞ ‖ek‖L2,s = 0.

Proof . It follows from (3) (α = 2) and (5) that

∂2(δQk(x, t))

∂t2
+ (δQk(x, t))xxxx = (δQk(x, t))xx + qek(x, t) , (x, t) ∈ Ω. (18)

Multiplying both sides of (18) by ∂(δQk(x,t))
∂t

and integrating with respect to x from 0 to 1, we can get

∫ 1

0

{

∂(δQk(x, t))

∂t

∂2(δQk(x, t))

∂t2

}

dx+

∫ 1

0

{

∂(δQk(x, t))

∂t
(δQk(x, t))xxxx

}

dx

=

∫ 1

0

{

∂(δQk(x, t))

∂t
(δQk(x, t))xx

}

dx+ q

∫ 1

0

{

∂(δQk(x, t))

∂t
ek(x, t)

}

dx , 0 < t 6 T, (19)

while

∫ 1

0

{

∂(δQk(x, t))

∂t

∂2(δQk(x, t))

∂t2

}

dx =
1

2

d

dt

∫ 1

0

(

∂(δQk(x, t))

∂t

)2

dx

=
1

2

d

dt

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

, (20)

∫ 1

0

{

∂(δQk(x, t))

∂t
ek(x, t)

}

dx 6
1

2

∫ 1

0

(

∂(δQk(x, t))

∂t

)2

dx+
1

2

∫ 1

0

(ek(x, t))
2dx

=
1

2

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

+
1

2
‖ek(·, t)‖2L2 . (21)

Integrating by parts and combining with the boundary conditions of the system (3), we can derive

∫ 1

0

{

∂(δQk(x, t))

∂t
(δQk(x, t))xxxx

}

dx

=

{

∂(δQk(x, t))

∂t
(δQk(x, t))xxx

}∣

∣

∣

∣

1

0

−
∫ 1

0

{(δQk(x, t))tx (δQk(x, t))xxx}dx

= −
∫ 1

0

{(δQk(x, t))tx (δQk(x, t))xxx}dx

= − {(δQk(x, t))tx (δQk(x, t))xx}|
1
0 +

∫ 1

0

{(δQk(x, t))txx (δQk(x, t))xx}dx

=

∫ 1

0

{(δQk(x, t))txx (δQk(x, t))xx}dx =
1

2

d

dt

∥

∥

∥

∥

∂2(δQk(·, t))
∂x2

∥

∥

∥

∥

2

L2

. (22)

∫ 1

0

{

∂(δQk(x, t))

∂t
(δQk(x, t))xx

}

dx

=

{

∂(δQk(x, t))

∂t
(δQk(x, t))x

}∣

∣

∣

∣

1

0

−
∫ 1

0

{(δQk(x, t))tx (δQk(x, t))x}dx

= −
∫ 1

0

{(δQk(x, t))tx (δQk(x, t))x}dx = −1

2

d

dt

∥

∥

∥

∥

∂(δQk(·, t))
∂x

∥

∥

∥

∥

2

L2

. (23)

Substituting (20)–(23) into (19), it yields

d

dt

{

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂(δQk(·, t))
∂x

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂2(δQk(·, t))
∂x2

∥

∥

∥

∥

2

L2

}
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6 q

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

+ q ‖ek(·, t)‖2L2

6 q

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

+ q

∥

∥

∥

∥

∂(δQk(·, t))
∂x

∥

∥

∥

∥

2

L2

+ q

∥

∥

∥

∥

∂2(δQk(·, t))
∂x2

∥

∥

∥

∥

2

L2

+ q ‖ek(·, t)‖2L2

= q

{

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂(δQk(·, t))
∂x

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂2(δQk(·, t))
∂x2

∥

∥

∥

∥

2

L2

}

+ q ‖ek(·, t)‖2L2 , 0 < t 6 T.

Applying Gronwall lemma and combining with (9) and (10), we have

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂(δQk(·, t))
∂x

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂2(δQk(·, t))
∂x2

∥

∥

∥

∥

2

L2

6 q

∫ t

0

eq(t−η) ‖ek(·, η)‖2L2 dη

+ eqt

{

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∣

∣

∣

∣

t=0

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂(δQk(·, 0))
∂x

∥

∥

∥

∥

2

L2

+

∥

∥

∥

∥

∂2(δQk(·, 0))
∂x2

∥

∥

∥

∥

2

L2

}

6 qeTq

∫ t

0

‖ek(·, η)‖2L2dη + 4(ε23 + ε22)e
Tq

= qeTq

∫ t

0

eληe−λη ‖ek(·, η)‖2L2dη + 4(ε23 + ε22)e
Tq

6 qeTq

∫ t

0

eληdη sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4(ε23 + ε22)e
Tq

= qeTq e
λt − 1

λ
sup

t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4(ε23 + ε22)e
Tq.

Therefore

sup
t∈[0,T ]

{

e−λt

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

}

6 qeTq sup
t∈[0,T ]

{

1− e−λt

λ

}

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ sup
t∈[0,T ]

{

e−λt
}

4(ε23 + ε22)e
Tq

= qeTq 1− e−λT

λ
sup

t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4(ε23 + ε22)e
Tq. (24)

On the other hand, by using the basic inequality, we have

d

dt
‖δQk(·, t)‖2L2 =

d

dt

∫ 1

0

(δQk(x, t))
2dx = 2

∫ 1

0

δQk(x, t)
∂(δQk(x, t))

∂t
dx

6

∫ 1

0

(δQk(x, t))
2dx+

∫ 1

0

(

∂(δQk(x, t))

∂t

)2

dx

= ‖δQk(·, t)‖2L2 +

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

, 0 < t 6 T.

Applying Gronwall lemma and combining with (9), we can obtain

‖δQk(·, t)‖2L2 6

∫ t

0

{

et−η

∥

∥

∥

∥

∂(δQk(·, η))
∂η

∥

∥

∥

∥

2

L2

}

dη + et ‖δQk(·, 0)‖2L2

6 et
∫ t

0

{

e(λ−1)ηe−λη

∥

∥

∥

∥

∂(δQk(·, η))
∂η

∥

∥

∥

∥

2

L2

}

dη + 4ε22e
T

6 et
∫ t

0

e(λ−1)ηdη sup
t∈[0,T ]

{

e−λt

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

}

+ 4ε22e
T
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=
eλt − et

λ− 1
sup

t∈[0,T ]

{

e−λt

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

}

+ 4ε22e
T .

Take λ > 1, then

sup
t∈[0,T ]

{

e−λt ‖δQk(·, t)‖2L2

}

6 sup
t∈[0,T ]

{

1− e−(λ−1)t

λ− 1

}

sup
t∈[0,T ]

{

e−λt

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

}

+ sup
t∈[0,T ]

{

e−λt
}

4ε22e
T

=
1− e−(λ−1)T

λ− 1
sup

t∈[0,T ]

{

e−λt

∥

∥

∥

∥

∂(δQk(·, t))
∂t

∥

∥

∥

∥

2

L2

}

+ 4ε22e
T . (25)

Substituting (24) into (25) results

sup
t∈[0,T ]

{

e−λt ‖δQk(·, t)‖2L2

}

6 qeTq 1− e−(λ−1)T

λ− 1

1− e−λT

λ
sup

t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+ 4(ε23 + ε22)e
Tq 1− e−(λ−1)T

λ− 1
+ 4ε22e

T .

Substituting the above expression into (7), it yields

sup
t∈[0,T ]

{

e−λt ‖ek+1(·, t)‖2L2

}

6

{

(1 + ε)ρ2 +

(

1 +
1

ε

)

C2qeTq 1− e−(λ−1)T

λ− 1

1− e−λT

λ

}

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+

(

4(ε23 + ε22)e
Tq 1− e−(λ−1)T

λ− 1
+ 4ε22e

T

)(

1 +
1

ε

)

C2

= ρ̄ sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

+

(

4(ε23 + ε22)e
Tq 1− e−(λ−1)T

λ− 1
+ 4ε22e

T

)(

1 +
1

ε

)

C2,

where

ρ̄ = (1 + ε)ρ2 +

(

1 +
1

ε

)

C2qeTq 1− e−(λ−1)T

λ− 1

1− e−λT

λ
.

So, it can be derived by Lemma 1 that

lim sup
k→∞

{

sup
t∈[0,T ]

{

e−λt ‖ek(·, t)‖2L2

}

}

6
1

1− ρ̄

(

4(ε23 + ε22)e
Tq 1− e−(λ−1)T

λ− 1
+ 4ε22e

T

)(

1 +
1

ε

)

C2.

That is, the output tracking error on L2 space is bounded. Furthermore, if ϕk(x) = ϕr(x), ψk(x) = ψr(x),

x ∈ [0, 1], k = 0, 1, 2, . . ., then ε2 = 0, ε3 = 0, and we can obtain

lim
k→∞

‖ek‖L2,s = 0.

This completes the proof.

Remark 4. Ref. [22] studied the initial boundary value problem for a class of one-dimensional fourth

order wave equations, and by using potential well method, the global existence of weak solutions, general-

ized solutions and classical solutions under some assumptions was proved. The following one-dimensional

fourth order wave equation was given in [22], with the initial-boundary conditions:


























Qtt +Qxxxx = σ(Qx)x + f(x, t) , x ∈ (0, 1), t > 0,

Q(0, t) = Q(1, t) = 0 , t > 0,

Qx(0, t) = Qx(1, t) = 0 , t > 0,

Q(x, 0) = ϕ(x) , Qt(x, 0) = ψ(x), x ∈ [0, 1].

(26)
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In (26), we take t ∈ [0, T ] and let the initial conditions ϕ(x), ψ(x) satisfy the corresponding assumptions

in Remark 2. Furthermore, take the function σ(s) = s, then it is easy to see that the system (2) (when

α = 2) is composed of the fourth order wave equation (26). For σ(s) = s, we have (i) σ ∈ C5(R),

σ(0) = 0, σ′(0) > 0, σ′′(0) = 0, and σ(s) is not identically zero in the neighborhood of the origin;

(ii) 1
4sσ(s)−

∫ s

0 σ(ρ)dρ 6 0 holds for all s ∈ R. That is, the assumptions for σ(s) in [22] are satisfied, see

(2.4) and Theorem 4.1 in [22] for detailed results. It follows from Theorem 4.1 in [22] that, if f(x, t) is

taken to satisfy f(x, t) ∈ H1((0, T ]; H4(0, 1)) and f(0, t) = f(1, t) = ∂f(x,t)
∂x

|x=0 = ∂f(x,t)
∂x

|x=1 = 0, then

the global classical solution of (26) is existing and unique.

From (3), (5) and Assumption 2, we know that if the initial control u0(x, t) in (3) is taken to satisfy

u0(x, t) ∈ H1((0, T ]; H4(0, 1)) and u0(0, t) = u0(1, t) =
∂u0(x,t)

∂x
|x=0 = ∂u0(x,t)

∂x
|x=1 = 0, then u1(x, t) ∈

H1((0, T ]; H4(0, 1)) and u1(0, t) = u1(1, t) = ∂u1(x,t)
∂x

|x=0 = ∂u1(x,t)
∂x

|x=1 = 0. So, the global classical

solution of the system (3) at kth iteration is always existing and unique (k = 0, 1, 2, . . .).

Remark 5. For Eq. (26), the global classical solutions are selected to be considered in this paper. In

fact, if the corresponding assumptions in [22], which can guarantee the global existence of weak solutions

and generalized solutions, are adopted in this paper, then the corresponding results may also be obtained.

Remark 6 ([15,16]). From Assumption 1, when we choose the learning gain q such that

√
1+ε−1

D1

√
1+ε

<

q <

√
1+ε+1

D2

√
1+ε

, the convergence condition (6) holds. And from (4), the learning gain q satisfying the

convergence condition (6) always exists.

5 Simulation examples

(1) Let α = 1 and take g(x, t) = 1, C(t) = D(t) = 1, T = 0.5, then the system (2) is as follows:







∂Q(x, t)

∂t
+ (Q(x, t))xxxx +Q(x, t) = u(x, t) , (x, t) ∈ Ω,

y(x, t) = Q(x, t) + u(x, t) , 0 6 t 6 0.5, x ∈ [0, 1].

For the given desired trajectory: yr(x, t) = 3etx2(x − 1)2 + 24et, we have Qr(x, t) = etx2(x − 1)2,

ur(x, t) = 2etx2(x− 1)2 + 24et.

Construct the kth iteration






∂Qk(x, t)

∂t
+ (Qk(x, t))xxxx +Qk(x, t) = uk(x, t) , (x, t) ∈ Ω,

yk(x, t) = Qk(x, t) + uk(x, t) , 0 6 t 6 0.5, x ∈ [0, 1].

Combining with Assumption 3, we take the initial-boundary values at kth iteration:

Qk(x, 0) = (1 + ε1k)x
2(x− 1)2, x ∈ [0, 1];

Qk(0, t) = Qk(1, t) =
∂Qk(x, t)

∂x

∣

∣

∣

∣

x=0

=
∂Qk(x, t)

∂x

∣

∣

∣

∣

x=1

= 0, t ∈ (0, T ].

Take the initial control u0(x, t) = 22et, and construct the following ILC:

uk+1(x, t) = uk(x, t) + qek(x, t),

k = 0, 1, 2, . . .. Taking ε = 9
16 , it follows from Remark 6 that the iteration is convergent for 0.2 < q < 1.8.

Therefore, we take q = 1.5. By using the mathematical software Mathematica, we have the following

cases.

Case 1. ε1k is selected randomly from the interval [−30, 30], k = 0, 1, 2, . . .. The simulation result of

‖ek‖L2,s with the change of k is shown in Figure 1.

Case 2. ε1k = 0, k = 0, 1, 2, . . .. The simulation result of ‖ek‖L2,s with the change of k is shown in

Figure 2.
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Figure 1 Iterations for the output tracking errors on L
2

space in the presence of initial errors (α= 1).

Figure 2 Iterations for the output tracking errors on L
2

space in the absence of initial errors (α = 1).

(2) Let α = 2 and take C(t) = D(t) = 1, T = 0.5, then the system (2) is as follows:







∂2Q(x, t)

∂t2
+ (Q(x, t))xxxx = (Q(x, t))xx + u(x, t) , (x, t) ∈ Ω,

y(x, t) = Q(x, t) + u(x, t) , 0 6 t 6 0.5, x ∈ [0, 1].

For the given desired trajectory: yr(x, t) = 0.01
(

2x4 − 4x3 − 10x2 + 12x+ 22
)

et, we have Qr(x, t) =

0.01etx2(x − 1)2, ur(x, t) = 0.01
(

x4 − 2x3 − 11x2 + 12x+ 22
)

et.

Construct the kth iteration






∂2Qk(x, t)

∂t2
+ (Qk(x, t))xxxx = (Qk(x, t))xx + uk(x, t) , (x, t) ∈ Ω,

yk(x, t) = Qk(x, t) + uk(x, t) , 0 6 t 6 0.5, x ∈ [0, 1].

Combining with Assumption 3, we take the initial-boundary values at kth iteration:

Qk(x, 0) = (0.01 + ε2k)x
2(x− 1)2,

∂Qk(x, t)

∂t

∣

∣

∣

∣

t=0

= (0.01 + ε3k)x
2(x − 1)2, x ∈ [0, 1];

Qk(0, t) = Qk(1, t) =
∂Qk(x, t)

∂x

∣

∣

∣

∣

x=0

=
∂Qk(x, t)

∂x

∣

∣

∣

∣

x=1

= 0, t ∈ (0, T ].

Take the initial control u0(x, t) = 0.22et, and construct the following ILC:

uk+1(x, t) = uk(x, t) + qek(x, t),

k = 0, 1, 2, . . .. Taking ε = 9
16 , it follows from Remark 6 that the iteration is convergent for 0.2 < q < 1.8.

Therefore, we take q = 1.5. By using the mathematical software Mathematica, we have the following

cases.

Case 1. ε2k and ε3k are selected randomly from the interval [−0.1, 0.1], k = 0, 1, 2, . . .. The simulation

result of ‖ek‖L2,s with the change of k is shown in Figure 3.

Case 2. ε2k = ε3k = 0, k = 0, 1, 2, . . .. The simulation result of ‖ek‖L2,s with the change of k is shown

in Figure 4.

6 Conclusion

This paper considers the ILC problem for a class of high order DPSs in the presence of initial errors.

And the considered DPSs are composed of the one-dimensional fourth order parabolic PDEs or the

one-dimensional fourth order wave equations. According to the characteristics of the systems, the ILC

laws are constructed based on the P-type learning scheme. When the learning scheme is applied to the

systems, the output tracking errors on L2 space are bounded, and furthermore, the tracking errors on L2
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Figure 3 Iterations for the output tracking errors on L
2

space in the presence of initial errors (α = 2).

Figure 4 Iterations for the output tracking errors on L
2

space in the absence of initial errors (α = 2).

space can tend to zero along the iteration axis in the absence of initial errors. The simulation results are

consistent with theoretical analysis. Since the DPSs involved in ILC have been low order (first order or

second order) until now, the result of this paper extends the range of the application of ILC design for

DPSs to some extent.
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