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Abstract In this paper, we consider the mobile robots formation control problem without direct measurement

of the leader robot’s linear velocity. Two decentralized nonlinear algorithms are proposed, respectively, based

on adaptive dynamic feedback and immersion & invariance estimation based second order sliding mode control

methodologies. The main idea is to solve formation problem by estimating the leader robots’s linear velocity,

while maintaining the given predefined separation distance and bearing angle between the leader robot and

the follower robot. The stability of the closed-loop system is proven by means of the Lyapunov method. The

proposed controllers are smooth, continuous and robust against unknown bounded uncertainties such as sensor

inaccuracy between the outputs of sensors and the true values in collision free environments. Simulation examples

and physical vehicles experiments are presented to verify the effectiveness of the proposed design approaches, and

the proposed designed methodologies are carefully compared to illustrate the pros and cons of the approaches.
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1 Introduction

Over the last decade, controlling groups of unmanned vehicles has been attracting widespread attention

in the literature [1–3]. As a promising technology, the multi-agent distributed formation control has

many advantages over conventional centralized control methodologies such as enhancing the robustness

and efficiency and providing redundancy and reconfiguration ability [4–6].

Robots formation control is to control several robots to get into some desired shapes and maintain the

formations during their moving. These robots are not physically coupled in any way and can communicate

with each other through wireless technology. Various formation control laws have been proposed for de-

signing strategies of nonholonomic vehicles [7–10]. One of the most popular methods is the leader-follower

based formation control algorithm, where one of the robots is considered as the leader and the others as

the followers. The leader robot tracks a predesigned trajectory and the follower robots are required to

stay at a specified separation distance and bearing angle from the leader robot [1]. Ref. [5] proposed a
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formation controller based on the input and output linearization methods and proper transfer function

approximation. Ref. [9] controlled the formation variables to a desired manifold via the sliding mode

control method. The above references assumed that the states such as position, velocity and orientation

are available for controllers. However, when some components of the state cannot be measured directly

or the measurement quality is poor, they have to be estimated through some suitable observers [11]. For

this, the extended and unscented Kalman filters have been widely used to design observers based on a

priori knowledge about noises [12,13], but the complex mathematical deduction restricts their implemen-

tations and applications [11]. Using the immersion & invariance method, Ref. [11] presented a vision

based range estimator for the follower robot under the assumption that there exist sensor limitations

causing unreliable information exchanges between the leader and follower robots. Velocity observers have

also been proposed for the consensus problem among multiple agents system without velocity measure-

ments in [14]. The observer for an agent was designed based on its neighbors’ coordinates on the global

Cartesian plane. Thus, all of the robots should be embedded into a positioning device in practice such

as GPS device. This is inconvenient or impossible in some poor environments, for example, when there

is not any GPS signal.

To tackle this dilemma, this paper focuses on controller design for nonholonomic mobile robots in

leader-follower formation form where the leader robot’s linear velocity is not available. We assume that

the leader robot’s linear velocity is constant, which has its actual technical sense. When the leader has

a constant linear velocity and a dynamic angular velocity, the robots in fact can track any sufficiently

continuous trajectory in theory since the radius of the trajectory is equal to the ratio of the linear velocity

over the angular velocity. The problem has been solved based upon the methodologies of adaptive dynamic

feedback [15] and invariant manifold approach [16], independently. In the latter approach, as in [15, 16],

the adaptive controller is first designed as a parameter update law. To provide smooth control signals and

attenuate the chattering phenomenon, a second-order sliding mode algorithm is further provided to derive

the control methodology for the follower robots [7, 8]. Under the proposed methods, the follower robots

are manipulated to get into and maintain the formation in the sense that each follower can track the

leader robot in a preassigned separation distance and bearing angle without knowing the leader robot’s

linear velocity and only using the local information between the leader and follower robots. Notice that

a similar scheme has been presented in [17]; however, the theoretical development there is problematic.

In fact, as both e2(t) and α are functions of sign-indefinite and they are not correlated in any way, the

inequality (10) in [17] in general would not hold true nor can make an absolute value of a time variant

function not larger than −e2(t)α over a positive function. Therefore, the proof of the main theoretical

result Theorem 1 is incorrect.

The main contribution of this work lies in the following aspects. On the one hand, the formation

control problem is investigated without knowing the leader robot’s linear velocity. The immersion &

invariance based estimation approach is first proposed to estimate the leader robot’s linear velocity and

formation state variables then a second order sliding mode control algorithm is further chosen to design

formation controllers. On the other hand, the proposed controller design methodologies only use local

state variables to construct estimators. In a poor environment, it is much easier to get relative position

information rather than global information compared with global state observer design.

The rest of the paper is organized as follows. In Section 2, we introduce the model of leader-follower

based formation of two mobile robots. Section 3 develops the nonlinear adaptive dynamic feedback

control law. Section 4 presents the immersion & invariance estimation based approach for the leader

robot’s linear velocity and formation variables, based on which a second order sliding mode control law

is further designed. The numeric simulations and experiments are given in Section 5 and Section 6,

respectively. Finally, conclusion is made in Section 7.

2 Dynamic model of nonholonomic mobile robots

Consider a team of velocity-controlled nonholonomic robots which are interacting with each other or with

the environment. The objective is to control the robots to form a desired formation. The coordinates of
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the ith vehicle’s position in the Cartesian plane is denoted by (xi, yi) and the orientation with respect to

the inertial reference frame is denoted by θi. Let the linear velocity and angular velocity of the mobile

robot be vi and ωi, respectively. Then the kinematic equations of the system are expressed as

ẋi = vi cos θi, ẏi = vi sin θi, θ̇i = ωi.

Consider a formation of two mobile robots moving on a plane, as shown in Figure 1, where each robot

is actuated by two driving rear wheels mounted on the same axis. The robot acting as the leader is

numbered as robot 1 while the other robot as the follower is numbered as robot 2. The distance l12
between the two robots is denoted from the center of the leader robot’s two rear wheels to the front of

the follower robot (offset by d from the center of the follower robot’s two rear wheels). And the bearing

angle ψ12 is measured from the line of orientation of the leader to the distance line between the two

robots. In order to avoid collisions, we suppose that l12 is large enough. The task here is to design a

controller to force the follower robot to track the leader robot with some predesigned separation distance

l12 and bearing angle ψ12 when they move.

In order to form the formation, the follower robot should also satisfy the following formation equation

set [5]:

l̇12 = v2 cos γ1 − v1 cosψ12 + dω2 sin γ1,

ψ̇12 =
1

l12
{v1 sinψ12 − v2 sin γ1 + dω2 cos γ1 − l12ω1},

θ̇2 = ω2,

(1)

where γ1 = θ1 + ψ12 − θ2.

3 Adaptive control as dynamic feedback

In this section, we use the adaptive dynamic feedback control method [15] to study the formation problem.

The linear velocity v1 of the leader robot is supposed to be constant and cannot be measured directly.

Firstly, an estimator is proposed to estimate the unavailable leader robot’s linear velocity and then the

control law is derived.

Choose the input of (1) as u2 = [v2, ω2]
T and denote θe = θ2 − θ1. System (1) can be re-written as[
l̇12

ψ̇12

]
= Gau2 + fa + v1ϕ, (2)

θ̇e = ω2 − ω1, (3)

where

fa =

[
0

−ω1

]
, Ga(l12, ψ12, γ1) =

[
cos γ1 d sin γ1

− sin γ1
l12

d cos γ1
l12

]
, ϕ(l12, ψ12) =

[
− cosψ12

sinψ12

l12

]
.
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Since det(Ga) = d/l12 �= 0, the inverse of Ga exists.

Denote the desired separation distance and bearing angle by ld12 and ψd12 which can be some constant

values. Then we can obtain the tracking error ea = [l12 − ld12, ψ12 − ψd12]
T = [le12, ψe12]

T.

The estimator for the unmeasured linear velocity of the leader robot v1 is given by

˙̂v1 = κeTaϕ, (4)

where κ is the adaptation gain. The dynamics of the estimate error ṽ1 = v̂1 − v1 is expressed as

˙̃v1 = κeTaϕ. (5)

Theorem 1. The tracking error ea asymptotically converges to zero if the follower robot is with the

control law u2 = G−1
a (−kea − fa − v̂1ϕ), where k > 0 is a constant gain. And θe is bounded under

the condition that v1 � V1min, |ω1| < Wmax, and |θe(0)| < Θ for some positive constants V1min, Wmax,

and Θ.

Proof. Substituting u2 into (2), we can obtain

ėa = −kea − ṽ1ϕ. (6)

Choose a Lyapunov function V1(ea, ṽ1) =
1
2e

T
a ea +

1
2κ ṽ

2
1 . The derivative of V1 can be calculated as

V̇1 = eTa ėa +
1

κ
ṽ1 ˙̃v1 = −keTa ea − ṽ1

(
eTaϕ− 1

κ
˙̃v1

)
= −keTa ea � 0.

As a result, the equilibrium Ω = {(ea, ṽ1)|ea = 0, ṽ1 = 0} of (5) and (6) is stable. Let V̇1 = 0. Then

we have ea = 0. Substituting ea = 0 into (6) yields ṽ1ϕ = ṽ1[− cosψ12, sinψ12/l12]
T = 0. Since l12 is

bounded and it is known that sinψ12 and cosψ12 are not equal to zero simultaneously, it can be concluded

that ṽ1 = 0. Thus, the largest invariant set for systems (5) and (6) is Ω = {ea = 0, ṽ1 = 0}. By LaSalle’s

invariance principle, we have limt→∞ ea = 0 and limt→∞ ṽ1 = 0.

Next, we show that θe(t) is always bounded when v1 � V1min and |ω1| < Wmax. Applying the following

coordinate transformation: ζ1 = le12, ζ2 = ψe12, ζ3 = θe, we obtain the zero dynamics of systems (2)

and (3) in the new coordinate as

ζ̇3 = −v1
d

sin ζ3 +
ld12
d
ω1 cos(ψd12 − ζ3)− ω1. (7)

The nominal system for (7) is

ζ̇3 = −v1
d

sin ζ3. (8)

Choosing a Lyapunov function V2(ζ3) =
1
2ζ

2
3 for the system leads to

V̇2(ζ3) = ζ3ζ̇3 = −v1
d
ζ3 sin ζ3 � −V1min

d
sin2 ζ3, (9)

where ζ3 ∈ (−π/2,π/2). Accordingly, ζ3 = 0 is a locally asymptotically stable equilibrium of the nominal

system (8). Furthermore, it is known that V2(ζ3) satisfies the following inequations:

α1(‖ζ3‖) � V2(ζ3) � α2(‖ζ3‖), ∂V2
∂ζ3

ζ̇3 � −α3(‖ζ3‖),
∥∥∥∥∂V2∂ζ3

∥∥∥∥ � α4(‖ζ3‖),

where α1(‖ζ3‖) = α2(‖ζ3‖) = 1
2‖ζ3‖2, α3(‖ζ3‖) = V1 min

d sin2(‖ζ3‖), α4(‖ζ3‖) = ‖ζ3‖. Choose the positive

constants μ and Θ where μ ∈ (0, 1) and Θ ∈ (0,π/2). And define the interval D = {ζ3 ∈ R|‖ζ3‖ < Θ}.
Denote ‖g(ζ3)‖ = ‖ ld12d ω1 cos(ψd12 − ζ3) − ω1‖ = ι and let ι < μα3(α

−1
2 (α1(Θ)))/α4(Θ). Then we can

obtain ‖ω1‖ < μV1 min sin2 Θ
(ld12+d)Θ

= Wmax. If the initial condition ζ3(0) satisfies ‖ζ3(0)‖ < α−1
2 (α1(Θ)) = Θ,

then {
‖ζ3(t)‖ � β(‖ζ3(0)‖, t), ∀ 0 � t < T,

‖ζ3(t)‖ � �(ι), t � T,
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for some finite time T, where β is a KL function and

�(ι) = α−1
1

(
α2

(
α−1
3

(
ια4 (Θ)

μ

)))
< Θ,

which implies that θe(t) ∈ (−Θ,Θ).

4 Immersion & invariance estimation based second order sliding mode con-
trol

The controllers proposed in the previous section provide a way to form a formation without direct

measurement of the leader robot’s linear velocity. Since this algorithm does not consider any disturbances

in the system, the performance of controllers largely depends on the accuracy of the system’s model and is

vulnerable to uncertainties. To overcome this defect, we construct an immersion & invariance estimation

based second order sliding mode controller in this section .

4.1 Immersion & invariance based estimator design methodology

Consider a type of nonlinear systems

ẋ = f1(x,u) +Φ(x)ϑ, (10)

where x ∈ R
n is the state vector and u ∈ R

m is the input, f1(x,u) = [f1(x,u), . . . , fn(x,u)]
T and

Φ(x) ∈ R
n×p are known smooth matrices, and ϑ ∈ R

p with p � n is an unknown constant parameter

vector. Furthermore, Φ(x)ϑ has the form Φ(x)ϑ = [ϑT
1 ϕ1(x), . . . ,ϑ

T
nϕn(x)]

T with ϑi ∈ R
pi , ϕi ∈ R

pi

and
∑n

i=1 pi = p. The objective is to derive an estimator for ϑ and present an asymptotic estimator x̂

for x.

Construct state observers

˙̂xi = fi(x,u) +ϕT
i (x)ϑ̂i − ki(x, r, x̂− x)(x̂i − xi) (11)

for i = 1, . . . , n. Let z = [zT
1 , . . . , z

T
n ]

T and r = [r1, . . . , rn]
T with

zi =
ϑ̂i − ϑi
ri

=
ξi + βi(xi, x̂)− ϑi

ri
, (12)

where ξi denote the estimator states, ri are scaling factors, and ki(·) and βi(xi, x̂) are functions to be

specified for x̂ = [x̂1, . . . , x̂n]
T. The update laws of ξi are designed as

ξ̇i = −∂βi
∂xi

(
fi(x,u) +ϕT

i (x)ϑ̂i

)
−

n∑
j=1

∂βi
∂x̂j

˙̂xj , (13)

which yields the derivative of (12)

żi = −∂βi
∂xi

ϕT
i (x)zi −

ṙi
ri
zi. (14)

Choose the update laws for βi(xi, x̂) in (14) as

βi(xi, x̂) = κi

∫ xi

0

ϕi(x̂1, . . . , x̂i−1, τ, x̂i+1, . . . , x̂n)dτ = κi

∫ xi

0

[
ϕi(x)−

n∑
j=1

ejδij(x, e)

]
dτ (15)

for some functions δij(x, e) with δii(x, e) = 0, where κi, i = 1, . . . , n, are positive constants and e =

[e1, . . . , en]
T with ei = x̂i − xi. Now (14) is transformed into

żi = −κiϕi(x)ϕT
i (x)zi + κi

n∑
j=1

ejδij(x, e)ϕ
T
i (x)zi −

ṙi
ri
zi. (16)
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Then the dynamics of ei becomes

ėi = −ki(x, r, e)ei + riϕ
T
i (x)zi. (17)

Choose parameter adjustment laws for ri and the gain functions ki in the above equation as

ṙi = ciri

n∑
j=1

e2j |δij(x, e)|2, ri(0) = 1, (18)

ki(x, r, e) = λair
2
i + ε

n∑
j=1

cjr
2
j |δji(x, e)|2 (19)

for i = 1, . . . , n, where ci � n
2κi, λai > 0 and ε > 0 are constants.

Lemma 1 ([16]). Under condition (19), the system composed of (16)–(18) has a globally bounded stable

manifold of equilibrium defined by Ω = {(z, r, e)|z = e = 0}. And {zi(t), ri(t)} ∈ L∞, ei(t) ∈ L∞ ∩L2,

and ϕT
i (x(t))zi(t) ∈ L2, ∀i ∈ {1, . . . , n}. Furthermore, ϕT

i (x(t))zi(t) converges to zero when ϕi(x(t))

and its time derivative is bounded.

4.2 Immersion & invariance based estimator design for formation system

In this part, by applying the immersion & invariance based method introduced in the previous subsection

to design nonlinear observers, we estimate the leader robot’s linear velocity and formation tracking

variables.

Rewriting system (1) in the form of (10), we obtain

f1(l12, ψ12) = v2 cos γ1 + dω2 sin γ1, f2(l12, ψ12) = (−v2 sin γ1 + dω2 cos γ1 − l12ω1) /l12,

ϕ1(l12, ψ12) = − cosψ12, ϕ2(l12, ψ12) = sinψ12/l12, ϑ = [ϑT
1 ,ϑ

T
2 ]

T = [v1, v1]
T.

Let e1 = l̂12 − l12 and e2 = ψ̂12 − ψ12 denote observe errors of the formation variable. Referring to (11)

and (12), we set the observers and estimators respectively to be

˙̂
l12 = v2 cos γ1 + dω2 sin γ1 − v̂1 cosψ12 − k1(l̂12 − l12),

˙̂
ψ12 =

1

l12
{−v2 sin γ1 + dω2 cos γ1 − l12ω1}+ sinψ12

l12
v̂2 − k2

(
ψ̂12 − ψ12

)
,

(20)

z1 =
v̂1 − v1
r1

=
ξ1 + β1(l12, l̂12, ψ̂12)− v1

r1
, (21)

z2 =
v̂2 − v1
r2

=
ξ2 + β2(ψ12, l̂12, ψ̂12)− v1

r2
. (22)

Following (14), denote the update laws for ξ1 and ξ2 by

ξ̇1 = −∂β1

∂l12
(f1(l12, ψ12)− v̂1 cosψ12)− ∂β1

∂l̂12

˙̂
l12 − ∂β1

∂ψ̂12

˙̂
ψ12, (23)

ξ̇2 = − ∂β2

∂ψ12

(
f2(l12, ψ12) + v̂2

sinψ12

l12

)
− ∂β2

∂l̂12

˙̂
l12 − ∂β2

∂ψ̂12

˙̂
ψ12. (24)

Then the dynamics of (21) and (22) become

ż1 = −∂β1

∂l12
(− cosψ12)z1 − ṙ1

r1
z1, (25)

ż2 = − ∂β2

∂ψ12

(
sinψ12

l12

)
z2 − ṙ2

r2
z2, (26)
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where functions β1, β2 and ϕ1(l12, ψ̂12), ϕ2(l̂12, ψ12) are

β1 = κ1

∫ l12

0

(− cos ψ̂12)dτ = −κ1l12 cos ψ̂12, β2 = κ2

∫ ψ12

0

sin τ

l̂12
dτ = −κ2 cosψ12 − 1

l̂12
,

ϕ1(l12, ψ̂12) = − cos ψ̂12 = − cosψ12 − cos(ψ12 + e2)− cosψ12

e2
e2 = ϕ1(l12, ψ12)− e2δ12,

ϕ2(l̂12, ψ12) =
sinψ12

l̂12
=

sinψ12

l12
− sinψ12

l12(l12 + e1)
e1 = ϕ2(l12, ψ12)− e1δ21.

Simple calculation gives

ż1 = −κ1z1 cos2 ψ12 − κ1e2δ12 cosψ12z1 − ṙ1
r1

z1, ż2 = −κ2z2 sin
2 ψ12

l212
+ κ2e1δ21

sinψ12

l12
z2 − ṙ2

r2
z2.

And

ė1 = −k1e1 + r1ϕ
T
1 (l12, ψ12)z1, ė2 = −k2e2 + r2ϕ

T
2 (l12, ψ12)z2,

where

k1 = λa1r
2
1 + εc2r

2
2 |δ21|2, k2 = λa2r

2
2 + εc1r

2
1 |δ12|2,

ṙ1 = c1r1e
2
2|δ12|2, r1(0) = 1, ṙ2 = c2r2e

2
1|δ21|2, r2(0) = 1.

4.3 Second order sliding formation control

Denote the differences between the observed formation variables and their desired values by l̂e12 = l̂12−ld12
and ψ̂e12 = ψ̂12 − ψd12. Then we have

˙̂
le12 = v2 cos γ1 + dω2 sin γ1 − v̂1 cosψ12 − k1

(
l̂12 − l12

)
,

˙̂
ψe12 =

1

l12
{−v2 sin γ1 + dω2 cos γ1 − l12ω1}+ sinψ12

l12
v̂2 − k2

(
ψ̂12 − ψ12

)
,

θ̇e = ω2 − ω1.

(27)

Define

f2 =

[
−v̂1 cosψ12 − k1(l̂12 − l12)

v̂2 sinψ12

l12
− ω1 − k2(ψ̂12 − ψ12)

]
, G =

[
cos γ1 d sin γ1

− sin γ1
l12

d cos γ1
l12

]
.

Thus the inverse of G exists since det(G) = d/l12 �= 0.

Choose the input of system (27) as u2 = [v2, ω2]
T and the output as ê1 = [l̂e12, ψ̂e12]

T. The aim now

is to design a control input u2 to make ê1 converge to zero and obtain a bounded θe. For this purpose,

consider the following system:

ẋ = u,

u = u1 − λ|x − f(t)|1/2sgn(x− f(t)),

u̇1 = −asgn(x− f(t)).

(28)

Define a function Φ(a, λ, C) = |Ψ(t∗)|, where (Σ(t),Ψ(t)) is the solution of

Σ̇ = −|Σ|1/2 +Ψ,

Ψ̇ =

{
− 1
λ2 (a− C), if − |Σ|1/2 +Ψ > 0,

− 1
λ2 (a+ C), otherwise

(29)

with Σ(0) = 0, Ψ(0) = 1, a > C, λ �= 0, and t∗ = inf{t|t > 0,Σ(t) = 0,Ψ(t) < 0}.
Lemma 2 ([7]). Suppose that a > C > 0, λ > 0, and Φ(a, λ, C) < 1. If f(t) in (28) has a Lipschitz

constant C, then the equality u(t) = ḟ(t) is satisfied after a finite-time transient process.
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Now suppose that the disturbances and uncertainties η of the system are Lipschitz continuous. Denote

K = diag[kc1, kc2] with kc1 and kc2 being positive coefficients, select a sliding surface σ1 = ê1(t) +

K
∫ t
0 ê1(τ)dτ , and define a control input as

u2 = −G−1
(
f2 +Kê1 + λ1|σ1|1/2∗ sgn(σ1)− u1

)
,

u̇1 = −a1sgn(σ1),
(30)

where λ1 and a1 are the gains, sgn(·) is the signum function, and |σ1|1/2∗ = diag
[|σ1(1)|1/2, |σ1(2)|1/2

]
.

Theorem 2. Suppose that v1 � V1min > 0, |ω1| < Wmax, |θe(0)| < Θ for some constants V1min, Wmax

and Θ, and η is with a Lipschitiz constant C. Then, the formation problem can be solved under control

law (30), and the orientation error |θe| is bounded if a1 > C > 0, λ1 > 0, and Φ(a1, λ1, C) < 1.

Proof. The derivative of ê1 is ˙̂e1 = f2 +Gu2, such that the relative degree of the system (27) is [1, 1].

The convergence of ê1 can be obtained by setting the variable σ̇1 to zero. Calculating the derivative of

σ1, we obtain

σ̇1 = ˙̂e1 +Kê1 = f2 +Gu2 +Kê1. (31)

Considering the uncertainty η, we can change system (31) into

σ̇1 = f2 + η +Kê1 +Gu2. (32)

Selecting the control input u2 in (30) and substituting it into (32) give

σ̇1 = u1 − λ1|σ1|1/2∗ sgn(σ1) + η, u̇1 = −a1sgn(σ1). (33)

Let η1 = u1 + η. Then we have

σ̇1 = η1 − λ1|σ1|1/2∗ sgn(σ1), η̇1 ∈ −[a1 − C, a1 + C]sgn(σ1). (34)

According to Lemma 2, σ1 and σ̇1 converge to zero in a finite time. The convergence time is upper

bounded by

T � 2

a1 − C

∞∑
i=0

|σ̇1(ti)| = 2|σ̇1(t0)|
(a1 − C)(1 − Φ(a1, λ1, C))

, (35)

where ti satisfies σ1(ti) = 0.

There are many choices for selecting the gains. For example, we can choose λ1 = C1/2, a1 = 1.1C

(Φ = 0.988) or λ1 = 0.5C1/2, a1 = 4C (Φ = 0.736). And it is known from (31) that ê1 converges to zero

exponentially when σ̇1 converges to zero.

The proof that θe is bounded under control law (30) is similar to that of Theorem 1 and is omitted

here.

Remark 1. When there are two or more followers, we could choose one follower as the (virtual) leader

of the others. In this way, the leader-follower formation control design method proposed in this paper

can be directly applied to the formation control of consequential follower.

5 Examples

In order to validate the theoretical results in this work, we provide two simulation examples. For the

adaptive dynamic feedback methodology, we consider two robots moving on a plane: one acts as the

leader and the other as the follower. The desired separation distance is ld12 = 1 m and bearing angle is
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ψd12 = 2
3π rad. The gains used for the controller presented in the Theorem 1 are κ = 5 and k = 3. Let

the initial conditions of the robots be

x1(0) = 2, y1(0) = 1.3, θ1(0) =
1

2
π, x2(0) = 1, y2(0) = 0.2, θ2(0) =

1

6
π.

Suppose that the leader robot moves with a linear velocity v1 = 1 m/s and an angular velocity ω1 =

0.1 rad/s. The distance between the measured point and the center of the collection of the two rear wheel

is d = 0.1 m.

Figure 2 shows the trajectory of the formation. It can be seen that the robots form and keep the desired

formation after a short transient process. The distance and angle tracking performances are shown in

Figure 3. As is evident in Figure 3, the distance and angle approach their desired values quickly. The

estimated result for the linear velocity of the leader robot is shown in Figure 4, where v̂1 stands for the

estimated signals. It can be seen that the estimator performs very well.

Next, we proceed with the simulations using the immersion & invariance estimation based second order

sliding mode control methodology. The desired separation distance and bearing angle are same as above.

And the initial conditions for the two robots are listed below:

x1(0) = 2, y1(0) = 1.3, θ1(0) =
1

2
π, x2(0) = 1, y2(0) = 0.2, θ2(0) =

1

6
π.

The gains in controller (30) are selected as

kc1 = 5, kc2 = 5, a1 = 0.11, λ1 = 0.474,
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ance based algorithm.
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where the parameters in the state and velocity estimators are

λa1 = 2, λa2 = 3, ε = 0.1, κ1 = 3, κ2 = 4, c1 = 8, c2 = 10.

The uncertainty is assumed as η = [0.01 cos(20t), 0.01 sin(20t)]T. Figure 5 shows the trajectory of the

controlled formation system. It can be seen that the follower robot tracks the leader robot in a satisfactory

manner after a transient time. The tracking variables and their estimates are shown in Figure 6. The

leader robot’s velocity and its estimate are shown in the upper part of Figure 7. It can be seen that the

estimate errors asymptotically converge to zero. The bottom of the Figure 7 illustrates the control inputs

of the follower robot.

6 Experiments

The developed control algorithms are implemented on a two AmigoBot robots platform. Both robots

are embedded with wireless network devices (WBE2100E) and can communicate with each other. Each

of the robots is allocated with an IP address to distinguish from each other. Every robot is installed

with two high accuracy encoders on each of the two rear wheels and the relative position l12 and ψ12

can be calculated from the outputs of the encoders. The control inputs are calculated in a remote host

computer and sent to the vehicles through the wireless network. The distance between the center of the

two driven wheels to the most front in the axis (the castor) is 0.15 m. First, we focus on the adaptive

dynamic feedback algorithm. In this experiment, the leader robot moves with a linear velocity v1 = 0.2
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Figure 9 Performance of dynamic feedback algorithm.
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Figure 10 Performance of immersion & invariance based

algorithm.

m/s and an angular velocity ω1 = 0.1 rad/s. The parameters needed for the controllers are chosen as

ld12 = 1 m, ψd12 = 2
3π rad, κ = 5, k = 10. Figure 8 gives an overview of the tracking performance

simulated in MobilesSim�, where the initial positions for the leader robot and follower robot are (0,

0, 0) and (−1, 1.5, 0), respectively. It can be seen that the two robots are not in a desired formation

at the beginning. However, under the adaptive dynamic feedback formation controller, the follower

robot tracks the leader very well after a transient period. The actual formation performance is shown

in Figure 9. These figures show that the adaptive dynamic feedback algorithm works effectively in the

robots formation.

Second, we verify the effectiveness of the immersion & invariance estimation based second order sliding

mode control algorithm. The initial conditions are set as same as the former experiment and v1 = 0.2 m/s,

ω1 = 0.1 rad/s. The parameters needed for the controllers are chosen as the same as the former simulation

section. The experimental performance of the immersion & invariance estimation based second order

sliding mode control algorithm running in the robots is presented in Figure 10.

Comparing the simulation results of Figures 2 and 5, and the tracking performances of Figures 3 and

6, we see that the two algorithms have almost the same performance in theory (the two simulations have

a same initial condition). Both of the two algorithms can drive the follower robot to track the leader

in a short time, and then the tracking parameters approach to their desired values asymptotically. The

differences in the performance of the two controllers working in a real physical robot can be obtained

by comparing Figure 9 to Figure 10, where the two experiments have a same condition. Generally, the

follower robot controlled by both of the two algorithms can form a formation with the leader robot without

using the leader robots linear velocity. But the performance in Figure 10 is much better than in Figure 9.

Furthermore, the adaptive dynamic feedback algorithm is simpler in deduction and implementation,

but largely depending on an accuracy of the model. In contrast, the immersion and invariance based

second order sliding mode control algorithm is much more robust at the cost of introducing the auxiliary

estimator. The pros and cons of each method offers us a greater flexibility to make decision according to

different formation control situations.

7 Conclusion

This paper proposed two control laws for decentralized robots formation control without direct measure-

ment of the leader robot’s linear velocity. The adaptive dynamic feedback algorithm utilized the adaptive

state feedback method to control the behavior of the follower robot based upon the estimated linear veloc-

ity of the leader robot. The immersion & invariance estimation based second order sliding mode control

algorithm uses the auxiliary estimators to approximate the leader robot’s linear velocity and formation

variables, and a second order sliding mode control algorithm was further applied to the augmented sys-
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tem. Briefly speaking, the former algorithm is simple in deduction and applications while it is not robust

enough. The latter algorithm is much more complex in applications, but it has a better performance of

robustness, not only allowing unknown bounded uncertainties but also producing smooth and continuous

inputs. The performances of the proposed schemes were verified through numerical examples and physical

vehicles experiments.

While the proposed algorithms could deal with the problem without the leader robot’s linear velocity,

there are some challenging issues in the leader-follower formation control scheme. In our opinion, further

research could focus on developing suitable methodologies to meet the requirement of real physical robot

systems while enhancing the robot systems’ autonomy & intelligence.
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