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Abstract By researching on the node scheduling problem of m-covered and connected sensor networks, a

new concept of two-hops-cluster is proposed in this paper, and based on it, a new distributed node scheduling

algorithm THCNS for allocating all nodes in the sensor network into k(k � m) different groups {0, 1, . . . , k − 1}
is designed, without requiring location information. Our algorithm guarantees that each group to be connected

and maintains the coverage ratio with high possibility. Theoretical analysis and simulation results show that it

has better performance than previous randomized scheduling scheme, and can prolong the lifetime of the sensor

network effectively.
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1 Introduction

Due to their extremely small dimension, sensor nodes have very limited energy supply, and it is usually
hard to recharge the battery after deployment, either because the number of sensor nodes is too large,
or because the deployment area is hostile. So one challenge in the research of sensor networks is how
to obtain a prolonged system lifetime by using the limited energy sources economically. Because of the
densely distribution of sensor nodes, node scheduling plays a critical role for energy efficiency in wireless
sensor networks (WSNs) [1–4].

Currently, there are many node scheduling methods proposed, which can be classified into the following
two major categories: round-based node scheduling and group-based node scheduling. In a round-based
node scheduling method, the sensor nodes will execute the scheduling algorithm during the initialization
of each round, And according to some kind of competition scheme, some nodes will keep active in the
current round, and other nodes will keep sleep instead [5]. This kind of methods requires each sensor node
to execute the scheduling algorithm for more than once during its lifecycle. But in a group-based node
scheduling method, each node will execute the scheduling algorithm only once after its deployment. After
execution of the scheduling algorithm, all sensor nodes will be allocated into some groups. Thereafter, in
each of the following time slots, each group of nodes will keep active in turn [6].
∗Corresponding author (email: wanglei@hnu.cn)
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To design a node scheduling method, there are two major problems to be considered: the maintenance
of coverage ratio and connectivity for each group. Since a sensor’s sensing range is totally independent
of its radio transmission range, it is generally hard to combine and solve the two problems together [6].
Most researchers focus on either the scheduling based on sensing coverage [7–9] or scheduling based on
network connectivity [5,10,11] but not both at the same time.

But very few works have been devoted to solving the joint problem. Since it is usually costly to obtain
and maintain the location information of each sensor node, the joint scheduling problem is even more
difficult if the location of each sensor node is unknown [6,12,13].

If each point in a sensory field is monitored by at least m sensors, then we call the field is m-covered.
Sensor nodes are usually densely deployed, i.e. we can assume that the sensory filed is m-covered [14,15].
In this paper, we deal with the following challenging task: Assuming that the sensor network is m-covered
and connected, then, without location information, how can we schedule the sensor nodes into k(k � m)
different groups {0, 1, . . . , k − 1}, such that each group will be still connected and can at the same time
maintain the coverage ratio as high as possible?

In order to solve the above problem, we define a new structure named two-hops-cluster in an m-covered
and connected sensor network. Using the two-hops-clusters, we present a new distributed group ID
assignment algorithm for the nodes in the sensor network. And finally, we give a connectivity maintenance
algorithm to guarantee the connectivity for each group.

The rest of the paper is organized as follows: In the next section, we will introduce the randomized
node scheduling Scheme proposed in [6]. In Section 3, we will introduce some models and definitions. In
Section 4, we will introduce our two-hops-cluster based node scheduling scheme. In Section 5, we will
give the performance evaluation of our algorithm. And finally, we conclude the paper in Section 6.

2 Randomized node scheduling scheme

In order to solve the two major problems mentioned in the above section, which are needed in a node
scheduling method, Liu et al proposed a scheduling scheme named RSGC (randomized scheduling scheme
with guaranteed connectivity) for WSNs in [6], which takes into consideration the maintenance of both
coverage ratio and connectivity for each group. Their scheme works under the following conditions:
(1) No location information is provided; (2) the radio transmission range and sensing range are indepen-
dent; (3) there are no extra routing protocols for WSNs; (4) all computations are distributed; (5) there
is only a roughly synchronized clock. Based on these above assumptions, the algorithm RSGC proceeds
in the following steps.

Step 1: Select a subset randomly. Initially, each sensor node generates a random number i between 0
to k − 1 and assigns itself to subset i.

Step 2: Propagate minimum hop count. This step starts from the sink node. First, the sink node
broadcasts a HOP advertisement message to its neighboring nodes, which contains its minimum hop
count to the Sink, its node ID and its subset ID. Then, after receiving a HOP advertisement message,
each node will put the message in its buffer first, and then deferring the transmission of the HOP message
for a back-off time, finally, it will re-broadcast the HOP message with the minimum hop count to the
sink only, and of course, the hop count value in the HOP message will be increased by 1 before re-
broadcasting. With this method, the broadcasts of HOP message with a non-minimal hop count to the
sink will be suppressed if the HOP message with the actual minimal hop count arrives before the back-off
time expires. And obviously, the number of broadcasts for each node depends on the length of back-off
time.

Step 3: Exchange information with local neighbors. Each sensor node broadcasts its minimum hop
count to the sink, its node ID, its subset ID, the node IDs of its upstream nodes and their subset IDs to
its neighboring nodes. Here, the upstream nodes are defined as the nodes from which the current node
receives its minimum hop count to the Sink. Each node records and maintains all the information it
receives from its neighbors.
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Step 4: Enforce the extra-on rule. Based on an extra-on rule and information obtained from step 3,
each node decides the extra time slots it has to remain active to ensure global connectivity for each group,
and updates its working schedule accordingly. Then the updated working schedule will be broadcasted
to its neighboring nodes. Here, the extra-on rule is defined as: If a sensor node A has a downstream node
B, which is active in time slot i, and if none of B’s upstream nodes is active in that time slot, then A

shall work in time slot i also. So A is required to work in some extra time slots, e.g., time slot i in this
case.

Step 5: Work according to the new working schedule.
The main purpose of this paper is to give a new scheduling scheme under the same conditions of

reference [6], but the performance of the new scheme will be improved significantly.

3 Models and definitions

In this paper, we consider stationary sensor networks in a two-dimensional field and assume that sensor
nodes are randomly and independently deployed in the field.

Next, we assume that a sensor’s sensing range, denoted by rs, is defined as the range beyond which the
sensor’s sensing ability can be neglected. Furthermore, without losing generality, we assume that sensors’
communication range rc is larger than or equal to rs, which is usually true in practice [16].

We do not assume accurate global time synchronization, which is an extremely hard task for large-scale
sensor networks. Instead, our scheduling algorithm permits slight time asynchrony without performance
degradation.

Finally, we assume all nodes are encoded from 00 · · · 001
︸ ︷︷ ︸

n

to 11 · · · 111
︸ ︷︷ ︸

n

according to the coding method

of n-dimensional Hyper-cubes [17] before deployment, and the sink is encoded as 00 · · · 000
︸ ︷︷ ︸

n

especially.

So, after deployment, each node will have a unique ID randomly chosen from {00 · · ·001
︸ ︷︷ ︸

n

, . . . , 11 · · ·111
︸ ︷︷ ︸

n

}

beforehand, and the Sink will have an ID as 00 · · · 000
︸ ︷︷ ︸

n

.

Next, we give some definitions that will be used in this paper as follows

Definition 1. For any two sensor nodes p1 and p2, if the distance between them is less than or equals
to the communication range rc, then the two nodes are called neighboring nodes.

Definition 2. For any sensor node p1 in an m-covered and connected sensor network, supposing
that p2, . . ., pt are all its neighboring nodes, and for any node pi in {p1, p2, . . . , pt}, supposing that
all its neighboring nodes are pi1, pi2, . . . , piti , and all the different nodes in

⋃t
i=1{pi1, pi2, . . . , piti} are

{p1, p2, . . . , pt, pt+1, . . ., ps}, where s � t, then the node set {p1, p2, . . . , ps} is called the two-hops-cluster
of node p1.

Definition 3. For any node p1, supposing that its two-hops-cluster is C1, if a sub two-hops-cluster
C ⊆ C1 has t elements, then the sub two-hops-cluster C is called a t-cluster.

Definition 4. For any sensor node pi, let pj be a neighboring node of pi. Supposing that the minimum
hops to the Sink from pi, pj are Hi and Hj respectively. If Hi = Hj + 1, then pj is called an upstream
node of pi and pi is called a downstream node of pj . If Hi = Hj , then pj is called a brother node of pi.
If pj > pi, then pj is called an older brother node of pi. Otherwise, pj is called a younger brother node
of pi.

4 Two-hops-cluster based node scheduling algorithm

4.1 GID assignment for nodes in two-hops-clusters

From the assumption that rc � rs, it’s easy to have the following.
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Theorem 1 (Two-hops-cluster). Suppose that a given point p inside a monitored field is covered by t

sensor nodes p1, p2, . . . , pt. Then for any node pi in {p1, p2, . . . , pt}, the node set {p1, p2, . . . , pt} is in its
two-hops-cluster.

Based on the above theorem, we give a distributed GIDs (Group IDs) assignment algorithm for the
sensor nodes in a two-hops-cluster of the m-covered and connected sensor network as follows, where
t � m.

Algorithm 1 (GANC: GID assignment for nodes in a two-hops-cluster). Suppose that the sensor
network is m-covered and connected. For any two-hops-cluster consisting of t (t � m) sensor nodes
p1, p2, . . . , pt with P1, P2, . . . , Pt as their node IDs. Then these nodes can be allocated into k(k � m)
different groups {0, 1, . . . , k − 1} according to the following steps:

Step 1. Without loss of generality, assume that P1 = min{P1, P2, . . . , Pt}. Then p1 declares itself
as the cluster head in the two-hops-cluster {p1, p2, . . . , pt}. Therefore, p1 will collect the GIDs of all its
cluster members in the two-hops-cluster {p1, p2, . . . , pt}. If all nodes have been assigned GIDs already,
then the algorithm is terminated. Otherwise, go to Step 2.

Step 2. Suppose that the first a(a < t) nodes {p1, p2, . . . , pa} in {p1, p2, . . . , pt} have been already as-
signed GIDs {g′1, g′2, . . . , g′a} respectively, and {g1, g2, . . . , gb} are all the different GIDs in {g′1, g′2, . . . , g′a},
where b � a.

Case 1 If b = k, then for each sensor node pj ∈ {pa+1, pa+2, . . . , pt}, p1 selects a GID j ∈ {0, 1, . . . , k−1}
randomly, and assigns GID j to node pj .

Case 2 If b < k, then let U = {0, 1, . . . , k − 1} \ {g1, g2, . . . , gb} = {u0, u1, . . . , uk−b−1}.
Subcase A If t − a � k − b, then p1 selects t − a − k + b different GIDs V = {v0, v1, . . . , vt−a−k+b−1}

from {0, 1, . . . , k − 1} randomly, and distributes U
⋃

V to nodes {pa+1, pa+2, . . . , pt} randomly.
Subcase B If t − a < k − b, then p1 selects t − a different GIDs {v0, v1, . . . , vt−a−1} from U randomly,

and distributes these GIDs to {pa+1, pa+2, . . . , pt} randomly.

4.2 Distributed GIDs assignment scheme for m-covered sensor network

On the basis of Algorithm 1, we present our new distributed GIDs assignment algorithm for nodes in the
whole sensor network as follows:

Algorithm 2 (DGAS: Distributed GIDs assignment scheme). Suppose that an m-covered and con-
nected sensor network has n different sensor nodes, and each node maintains an information table
including IDNN(ID of its neighboring nodes), NNLN (neighboring nodes list of its neighbors), and
IDNN∩NNLN. Then these n sensor nodes can be allocated into k(k � m) different groups {0, 1, . . . , k−1}
in a distributed way according to the following steps:

Step 1. For each node p1, let {p2, p3, . . . , ps} be all its active neighbors, {P1, P2, . . . , Ps}, and let
{N1, N2, . . . , Ns} denote the IDs and NNLN of {p1, p2, . . . , ps} respectively. Then, according to Definition
2, node p1 computes out its two-hops-cluster on the basis of {P1, P2, . . . , Ps} and {N1, N2, . . . , Ns}.
Step 2. Node p1 computes out all the sub t-clusters from its two-hops-cluster, where t � m and each
t-cluster shall include the node p1 as one of its elements.

Step 3. For each t-cluster computed out by the node p1, node p1 assigns GIDs to all the nodes in the
t-cluster according to Algorithm 1.

According to Algorithm 2, it’s easy to prove.

Theorem 2. Supposing that the whole sensor network is m-covered and connected. After executing
Algorithm 2, each node in the sensor network will be assigned a single GID, which belongs to {0, 1, . . . , k−
1}.
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4.3 Distributed maintenance of connectivity for each group

In previous subsections we have given algorithms to evenly allocate the nodes in an m-covered and
connected sensor network into k(k � m) different groups in a distributed way. Next, we will consider the
problem of connectivity maintenance for each group. Based on Definition 4 given in Section 3, we can
present our connectivity maintenance scheme as follows:

Algorithm 3 (CMEG: connectivity maintenance for each group). Suppose that a sensor network is
connected, and each node maintains a list of all its upstream nodes and brother nodes. Then after the
process of GIDs assignment, each node in the sensor network will update its GID List to maintain the
connectivity for each group in the network according to the following steps, where the initial GID List
just contains one GID obtained from Algorithm 2.

Step 1. For a node pi, let Li be its GID list. For any g ∈ Li:

Step 1.1. If there is neither an upstream node nor a brother node having g in its GID List, then
pi selects one of its upstream nodes, pj , which has the shortest GID List (Of course, here we can also
consider the surplus energy level of these nodes simultaneously), and sends an AGAC (appended GID
application for connectivity) message to pj .

Step 1.2. If there are no upstream nodes but there are brother nodes, which have g in their GID lists,
then pi selects one of its brother nodes, pj, which has the shortest GID List (Of course, here we can also
consider the surplus energy level of these nodes simultaneously), and sends an AGAC (appended GID
application for connectivity) message to pj .

Step 2. After the GIDs assignment, each node in the sensor network maintains a back-off timer.

Step 2.1. If the node pj received AGAC messages from one of its downstream nodes or younger
brother nodes pi before time out, then it will update its GID List according to the AGAC messages.

Step 2.2. If the node pj has received AGAC messages from one of its older brother nodes pi before
time out, and pj finds out that it has no upstream nodes having g in their GID Lists, then it will select
one of its upstream nodes, px, which has the shortest GID list (Of course, here we can also consider the
surplus energy level of these nodes simultaneously), and sends an AGAC (appended GID application for
connectivity) message to px.

Step 2.3. After time out, it will broadcast its updated GID List to all its neighboring nodes.
It’s easy to prove that Algorithm 3 has the following useful result:

Theorem 3. Suppose that the whole sensor network is connected. Then after executing Algorithm 3,
each node in the whole sensor network will have a path with the minimum hops to the Sink and there is
at least one same GID in all the nodes in the path at the same time.

4.4 Connectivity and coverage maintenance scheduling algorithm

Now we are in a position to give our new connectivity and coverage maintenance scheduling algorithm.

Algorithm 4 (THCNS: two-hops-cluster based node scheduling). Suppose that a sensor network is
m-covered and connected. Then all nodes in the sensor network can be scheduled into k different groups
{0, 1, . . . , k − 1}, k � m, according to the following steps:

Phase (1) GIDs assignment phase.

Step 1. Each sensor node pi maintains an information table ITi which includes information IDNN
(ID of its neighboring nodes), NNLN (neighboring nodes List of its neighbors), IUN (identification of
upstream node), TSHS (the shortest hops to the sink), and the parameter k. Initially, ITi is an empty
table.

The sink broadcasts a Hello message with the parameter k. Each node that received this message will
record k and set TSHS at 1.
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Step 2. Each node with non-empty TSHS broadcasts a Hello message including its ID, k and TSHS.
For a node pi, if it receives a message including the TSHSj and parameter k from node pj , then it

compares the TSHSj with the TSHSi recorded in its ITi. If the TSHSi is empty, then it records the ID
of pj (in IUN), the TSHS (= TSHSj+1) and parameter k into ITi. If the TSHSi is not empty, then it
checks whether there is TSHSi= TSHSj +1, and the node ID of pj will be recorded in IUN if the equation
holds true (Here, we assume that the TSHS included in the message that arrived at pi first will not be
bigger than that arrived later), and of course, pi will also updates IDNN in ITi when it receives these
messages.

Step 3. Each node generates and broadcasts a message including ID and IDNN. Through information
exchanges among neighboring nodes, each node confirms its active neighboring nodes, and forms its
NNLN in the information table.

Step 4. Run Algorithm 2 to assign GIDs.

Phase (2) Connectivity maintenance phase.

Step 5. Run Algorithm 3 to maintain connectivity for all groups.

Phase (3) Group working phase.

Step 6. All groups work in turn at their given time slots. At the time slot t, if t ≡ g mod k, then all
nodes in group g will keep active, while other nodes will hibernate.

5 Performance analysis and evaluation

5.1 Theoretical analysis

Lemma 1. Suppose k different colours are used to fill t(k � t) spots randomly. Then the probability
that these spots have j(j � k) different colours is

1
kt

j−1
∑

i=0

(−1)i

(

k

j

)(

j

i

)

(j − i)t.

Proof. There are in total kt different ways to use k colours to fill t spots. On the other hand, it is
well-known that the number of onto functions from t elements to j elements is

j−1
∑

i=0

(−1)i

(

j

i

)

(j − i)t

and there are
(
k
j

)

different ways to choose j colours from k colours. So the conclusion follows.
Define

P (t, k, j) =
1
kt

j−1
∑

i=0

(−1)i

(

k

j

)(

j

i

)

(j − i)t. (1)

Then it’s easy to have the following

Lemma 2.
min{k,t}
∑

j=1

P (t, k, j) = 1.

Using the second kind Stirling number:

S(n, j) =
1
j!

j−1
∑

i=0

(−1)i

(

j

i

)

(j − i)n,
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we can write

P (t, k, j) =
j!
kt

(

k

j

)

S(t, j).

Theorem 4. Suppose that the sensor network is m-covered and connected, and Algorithm GANC has
been used to allocate the nodes into k (k � m) different groups. If a given point p in the sensory field is
covered by t(t � m) sensor nodes, then the probability that there are at least k different nodes having
different GIDs in the t sensor nodes can be estimated as

PTHCNS =

⎧

⎪
⎪
⎨

⎪
⎪
⎩

1, If t2 � k;

1
kt1

min{k,t1}
∑

j=(k−t2)

j−1
∑

i=0

(−1)i

(

k

j

)(

j

i

)

(j − i)t1 , If t2 < k.

Here t1 + t2 = t, and t1 is the number of sensor nodes that have been assigned GIDs before applying
Algorithm GANC in the t-cluster consisting of these t sensor nodes.

Proof Since the point p is covered by t sensor nodes, these t nodes form a t-cluster according to Theorem
1. When Algorithm 1 is applied to this t-cluster, the cluster head will assign group IDs to these nodes.
Let t1 denote the number of sensor nodes that have been assigned GIDs before. If t2 � k, then according
to Algorithm 1, the cluster head will select k different sensor nodes randomly from these t2 sensor nodes
that have not been assigned GIDs before, and assign {0, 1, . . . , k− 1} randomly to these k nodes. So, the
possibility that there exist at least k sensor nodes with different GIDs among these t sensor nodes will
be 1 in this case.

When t2 < k, by Lemma 2, the probability that these t1 sensor nodes having been assigned GIDs
before will have j different GIDs can be computed as

1
kt1

·
j−1
∑

i=0

(−1)i

(

k

j

)(

j

i

)

(j − i)t1 .

Let

P (t1, k, j) =
1

kt1

j−1
∑

i=0

(−1)i

(

k

j

)(

j

i

)

(j − i)t1 ,

Then the probability that there exist k sensor nodes with different GIDs among these t sensor nodes can
be estimated as

∑min{k,t1}
j=(k−t2) P (t1, k, j), since all these t2 nodes that have not been assigned GIDs before

will be assigned different GIDs according to step 2 of Algorithm 1.
In the algorithm RSGC proposed by [6], each sensor node will choose a random number from {0, 1, . . . ,

k − 1} as its GID. For any t-cluster (t � k) in the m-covered and connected sensor network, let PRSGC

denote the probability that there are k different GIDs in this t-cluster after executing the algorithm
RSGC. Then by using the following formula about Stirling number:

S(n + 1, j) = S(n, j − 1) + jS(n, j), (2)

we have

Theorem 5. Suppose that the sensor network is m-covered and connected, and all the nodes need to
be allocated into k(k � m) different groups {0, 1, . . . , k − 1}, Then the new node scheduling algorithm
THCNS has better performance of coverage maintenance for each group of sensor nodes than the RSGC
scheme. Moreover, we have

PTHCNS−PRSGC =

⎧

⎪
⎪
⎪
⎪
⎨

⎪
⎪
⎪
⎪
⎩

k−1
∑

j=1

P (t, k, j), if t2 � k;

t2−1
∑

i=0

1
kt−i

(

(k − i − 1)(k − i − 1)!
(

k

k − i − 1

)

S(t − i − 1, k − i − 1)), otherwise.
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Figure 1 Comparison between THCNS and the randomized scheduling scheme RSGC. (a) t = 10 and k = 6; (b) t = 15

and k = 8.

In order to illustrate the results of Theorem 5, Figure 1 shows the actual degree of the improvement of
THCNS, where we suppose that a given point p is covered by t different sensor nodes and all the nodes
in the whole sensor network need to be allocated into k different groups.

As is evident in Figure 1, the performance of coverage maintenance of THCNS is much better than that
of the RSGC, and furthermore, the coverage ratio of the THCNS can reach 100 percent in some cases,
but that of the RSGC is very low (about 20 to 30 percent) and cannot reach 100 percent whatsoever.

Next, we will furthermore evaluate the system communication overhead of our scheduling scheme
THCNS in terms of the average number of broadcasts needed by sensor nodes.

Step 1. No broadcast is needed for sensor nodes except sink in this step.

Step 2. All sensor nodes need 1 round of information exchange with all its neighbors confirming its
active neighboring nodes in this step.

Step 3. If a node pi receives a new message including the TSHS and parameter k from its neighbors
for the first time, then, it needs to exchange 1 round of information with all its active neighboring nodes.

Step 4. By Algorithm 2 and Algorithm 1, we can know that, each node needs only to communicate
with its cluster head. So, 1 round of broadcast is needed in this step.

Step 5. By Algorithm-3, we can know that, each node need to know the GIDs list of its upstream
nodes. So, 1 round of broadcast of GIDs List is needed in this step.

Step 6. No broadcast is needed in this step.
Therefore, there are totally 4 rounds of broadcast needed in our node scheduling algorithm THCNS,

which are distributed in the step 2, step 3, step 4, and step 5 respectively.
And additionally, we will also evaluate the system storage overhead of our scheduling algorithm THCNS

as follows:
(1) Firstly, we can know that each node needs to maintain an information table IT consisting of

following information: IDNN, NNLN, IUNN, TSHS, and the parameter k. For any given node in the
whole sensory field, let Nmax denote the maximum number of neighboring nodes, Hmax denote the
maximum hops to the sink, and N denote the number of sensor nodes in the whole sensor network. Since
we encode the nodes according to the n-dimensional Hypercubes, then it is obvious that the length of
ID of each node is log N . So, the storage overhead of the information table IT will be no more than
[Nmax · log N + N2

max · log N + log Hmax + log k].
(2) Secondly, each node needs to store the GID List after the GIDs assignment. It is easy to know

that the storage overhead of GID List will be no more than [k · log k]. Since there are k � m, and
m � Nmax < N , then, we can estimate the storage overhead of THCNS to be O(N2

max · log N).

5.2 Experimental evaluation

In order to evaluate the practical performance of the algorithm THCNS, we designed a simulation platform
implemented in Java, and compared THCNS with RSGC using the following indexes:
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Figure 2 Coverage ratio between THCNS and the randomized scheduling scheme RSGC. (a) Network density vs coverage

ratio; (b) k vs coverage ratio.

Figure 3 Network lifetime between THCNS and the randomized scheduling scheme RSGC. (a) Network density vs network

lifetime; (b) k vs network lifetime.

(1) Coverage ratio for comparing the coverage intensity of the two algorithms in different network
density and k (the given number of groups).

(2) Lifecycle of the network for comparing the network lifetime of the two algorithms in different
network density and k (the given number of groups). Here, for any group, if all the nodes in a group are
not connected any more or the ratio of dead nodes in a group is above 5%, then we regard the group as
a dead group.

According to the above two indexes, the simulation results are shown in Figure 2 and Figure 3 respec-
tively. Especially, in Figure 3, only the energy consumptions of working phase are taken into account,
and the computation energy consumptions are omitted.

Figure 2(a) illustrates the comparisons of “network density vs coverage ratio” between the two algo-
rithms THCNS and RSGC when k = 5. Since the sensing range turns to be larger, any given point in the
sensory field can be covered by more sensor nodes, which means that the density of the sensor network
is getting higher. So, as shown in Figure 2(a), the coverage ratio of THCNS is much better than that of
RSGC.

Figure 2(b) illustrates the comparisons of “k vs coverage ratio” between the two algorithms THCNS
and RSGC when rs = 30. As is obvious in Figure 2(b), when the group number k becomes larger, the
coverage ratio of RSGC has a drastic drop, but the coverage ratio of THCNS is still relatively high.

Figure 3(a) illustrates the comparisons of “network density vs network lifetime” between the two
algorithms THCNS and RSGC when k = 5, from which, it is easy to see that the algorithm THCNS can
achieve much longer network lifetime than RSGC in different network densities.

Figure 3(b) illustrates the comparisons of “k vs Network Lifetime” between the two algorithms THCNS
and RSGC when rs = 30, which also demonstrates that the algorithm THCNS can achieve much longer
network lifetime than the algorithm RSGC.

6 Conclusions

Coverage ratio and connectivity preserving methods for densely deployed sensor networks have been
reported by many papers, but in all these traditional researches, the location information of sensor nodes
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is required, or coverage ratio cannot be guaranteed for each group nor can connectivity be preserved in
group-based node scheduling. In this paper, a new distributed node scheduling algorithm is designed,
which can allocate all the nodes in the m-covered and connected sensor network into k(k � m) different
groups {0, 1, . . . , k−1} without requiring location information, and at the same time, it can guarantee that
each group will be still connected and can maintain high coverage ratio also. Analytical and simulation
results demonstrate the effectiveness of our joint scheduling method.
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