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Abstract Tissue P systems are distributed parallel and non-deterministic computing models in the framework

of membrane computing, which are inspired by intercellular communication and cooperation between neurons.

Recently, cell separation is introduced into tissue P systems, which enables systems to generate an exponential

workspace in a polynomial time. In this work, the computational power of tissue P systems with cell separation

is investigated. Specifically, a uniform family of tissue P systems with cell separation is constructed for efficiently

solving a well-known NP-complete problem, the partition problem.

Keywords membrane computing, tissue P system, cell separation, partition problem

Citation Zhang X Y, Wang S, Niu Y Y, et al. Tissue P systems with cell separation: attacking the partition

problem. Sci China Inf Sci, 2011, 54: 293–304, doi: 10.1007/s11432-010-4162-y

1 Introduction

Membrane computing is one of the recent branches of natural computing, which is inspired by the
structure and the function of a single living cell, as well as from the organization of cells in tissues,
organs, and other higher order structures. The devices in membrane computing, called P systems,
provide distributed parallel and non-deterministic computing models. The field of membrane computing
developed very rapidly (already in 2003, ISI considered membrane computing as a “fast emerging research
area in computer science”, see http://esi-topics.com). Please refer to the handbook of membrane compu-
ting [1] for general information in this area, and to the membrane computing web site [2] for the up-to-date
information.

Since the first P system was introduced in [3], many different variants of P systems have been proposed.
Tissue P systems are a class of variants of P systems, which are inspired by intercellular communication
and cooperation between neurons [4]. In a tissue P system, membranes are placed in the nodes of a
graph. The net of membranes (abstracted from cells) deals with symbols and communicates symbols
along channels specified in advance. The communication among cells is based on symport/antiport
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rules [5]. Symport rules move objects across a membrane together in one direction, whereas antiport
rules move objects across a membrane in opposite directions.

There exist several tissue-like P systems (see, e.g., [6–11]). An interesting variant of tissue P systems,
called tissue P systems with cell division, was presented in [12] (and studied in depth in [13]). This
computing model is endowed with the ability of getting new cells based on the mitosis or cellular division,
thus having the ability of generating an exponential amount of workspace in a polynomial time. In the
last years, the computational efficiency of tissue P systems with cell division has been widely investigated
for solving computationally hard problems. The first attempt in this topic was done in [12], where it was
shown that SAT problem could be efficiently solved by tissue P systems with cell division in a polynomial
time. Since then, tissue P systems with cell division were also considered to solve other NP-complete
problems: 3-coloring [14] (further studied in [15]), subset sum [16], vertex cover [17], partition problem
[18], and so on. In all these works, the tissue P systems with cell division constructed for solving NP-
complete problems are uniform, by which efficient solutions can be obtained in a polynomial time or even
in a linear time.

Recently, a new variant of tissue P systems, called tissue P systems with cell separation, was proposed
in [19]. Although this class of tissue P systems also has the ability of getting new cells, it is quite different
from the class of tissue P systems with cell division. In a tissue P system with cell division, when cell
division is used to generate an exponential workspace in a polynomial time, there is an advantage: all
the other objects in a cell are duplicated except for the object that activates the cell division operation.
But cell separation does not have such duplication function. This “disadvantage” of cell separation leads
to a significant difference in specific techniques for designing P systems to solve NP-complete problems.
It was shown that a polynomial-time solution for the SAT problem can be obtained by a uniform family
of tissue P systems with cell separation [19]. In this work, a uniform family of tissue P systems with
cell separation is constructed for efficiently solving a well-known NP-complete problem: the partition
problem. In the literature, some uniform solutions to this problem were reported in the framework of
P systems with active membranes or tissue-like P systems with cell division. However, this is the first
solution to the partition problem in the framework of tissue-like P systems with cell separation.

The paper is organized as follows. In section 2, some preliminaries are recalled. The formal definition
of tissue P systems with cell separation is given in section 3. In section 4, recognizer tissue P systems with
cell separation are briefly described. A polynomial-time solution to the partition problem is presented in
section 5, including a short overview of the computation and of the necessary resources. In section 6, the
main results and some discussion are presented.

2 Preliminaries

An alphabet Σ is a non-empty set, whose elements are called symbols. An ordered sequence of symbols
is a string. The number of symbols in a string u is the length of the string, and it is denoted by |u|. As
usual, the empty string (with length 0) will be denoted by λ. The set of strings of length n built with
symbols from the alphabet Σ is denoted by Σn and Σ∗ = ∪n�0Σ

n. A language over Σ is a subset of Σ∗.
A multiset m over a set A is a pair (A, f) where f : A → N is a mapping. If m = (A, f) is a multiset,

then its support is defined as supp(m) = {x ∈ A | f(x) > 0} and its size is defined as
∑

x∈A f(x). A
multiset is empty (respectively, finite) if its support is the empty set (respectively, finite).

If m = (A, f) is a finite multiset over A, and supp(m) = {a1, . . . , ak}, then it will be denoted by
m = {{af(a1)

1 , . . . , a
f(ak)
k }}; that is, superscripts indicate the multiplicity of each element. If f(x) = 0 for

any x ∈ A, then this element is omitted. If m1 = (A, f) and m2 = (A, g) are multisets over A, then the
union of m1 and m2 is defined as function m1m2 = (A, h), where h = f + g.

3 Tissue P systems with cell separation

Readers are assumed to be familiar with the basic notions and notations of P systems (see, e.g., [20]).
Let us directly discuss tissue P systems.
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In the tissue P systems given in [4, 21], the membrane structure does not change along the computation.
Based on the cell-like P systems with membrane separation [22], a new class of P systems, called tissue
P systems with cell separation, was recently presented in [19]. Tissue P systems with cell separation are
inspired by the biological fact: alive tissues are not static network of cells, since new cells are generated
by membrane fission in a natural way.

The main features of tissue P systems with cell separation, from the computational point of view, are
that cells are not polarized (the opposite holds in the cell-like P systems with active membranes, see
[20]); the cells obtained by separation have the same labels as the original cell. If a cell is separated,
its interaction with other cells or with the environment is blocked during the separation process. This
means that while a cell is separating it closes its communication channels.

Formally, a tissue P system with cell separation of degree g � 1 is a construct

Π = (Γ, O1, O2, w1, . . . , wq, E ,R, i0),

where
1. Γ is an alphabet whose elements are called objects, Γ = O1 ∪ O2, O1, O2 �= ∅, O1 ∩ O2 = ∅;
2. w1, . . . , wq are strings over Γ , representing the multisets of objects placed in the q cells of the system

at the beginning of the computation;
3. E ⊆ Γ is an alphabet representing the set of objects in the environment with arbitrary copies of

each;
4. R is a finite set of rules of the following forms:
(a) (i, u/v, j), for i, j ∈ {0, 1, 2, . . . , q}, i �= j, u, v ∈ Γ ∗; communication rules: 1, 2, · · · , q identify the

cells of the system, 0 is the environment; when applying a rule (i, u/v, j), the objects of the multiset
represented by u are sent from region i to region j and simultaneously the objects of the multiset v are
sent from region j to region i (|u| + |v| is the length of the communication rule (i, u/v, j));

(b) [a]i → [O1]i[O2]i, where i ∈ {1, 2, . . . , q}, a ∈ Γ and i �= i0; separation rules: with the presence of
an object a, the cell is separated into two cells with the same label; at the same time, the object a is
consumed; the objects from O1 are placed in the first cell, those from O2 are placed in the second cell;
the output cell i0 cannot be divided;

5. the output region i0 is the environment.

The rules of a system like the ones above are used in the non-deterministic maximally parallel manner,
as is customary in membrane computing. During each step, all cells which can evolve must evolve in a
maximally parallel way (in each step the system applies a multiset of rules which is maximal: no further
rule can be added). This way of applying rules has only one restriction: when a cell is separated, the
separation rule is the only one which is applied to that cell during that step; the objects inside that cell
do not evolve by means of communication rules. The new cells can participate in the interaction with
other cells or the environment by means of communication rules in the next step—providing that they
are not separated once again. Their labels precisely identify the rules which can be applied to them.

The configuration of a tissue P system with cell separation is described by the multisets of objects over
Γ associated with all the cells present in the system and the multiset of objects over Γ −E associated with
environment. Thus, the initial configuration of the system Π is the tuple (w1, w2, . . . , wq; ∅). Using the
rules as described above, one can define transitions among configurations. Any sequence of transitions
starting from the initial configuration is called a computation. A computation halts if it reaches a
configuration where no rule can be used. Only halting computations give a result, and the result is
encoded by the multiset of objects over Γ−E appearing in the environment i0 in the halting configuration.

4 Recognizer tissue P systems with cell separation

NP-completeness has usually been studied in the framework of decision problems, that is, pairs (IX , θX)
where IX is a language over an alphabet (whose elements are called instances) and θX is a total Boolean
function over IX .
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In order to study the computational efficiency, the notions from classical computational complexity
theory are adapted for membrane computing. A class of cell-like P systems was introduced in [23]:
recognizer P systems. For tissue P systems, with the same idea as for recognizer cell-like P systems,
recognizer tissue P systems are introduced in [12].

A recognizer tissue P system with cell separation of degree q � 1 is a tuple

Π = (Γ, O1, O2, Σ, w1, . . . , wq, E ,R, iin, i0),

where
• (Γ, O1, O2, w1, . . . , wq, E ,R, io) is a tissue P system with cell separation of degree q � 1 (as defined

in the previous section).
• The working alphabet Γ has two distinguished objects “yes” and “no”, at least one copy of them

present in some initial multisets w1, . . . , wq, but none of them present in E .
• Σ is an (input) alphabet strictly contained in Γ .
• iin ∈ {1, . . . , q} is the input cell.
• The output region i0 is the environment.
• All computations halt.
• If C is a computation of Π, then either object “yes” or object “no” (but not both) must have been

released into the environment, and only at the last step of the computation.
The computations of the system Π with input w ∈ Σ∗ start from a configuration of the form

(w1, w2, . . . , wiinw, . . . , wq; ∅). That is, the computations start after adding the multiset w to the content
of the input cell iin. A computation C is said to be an accepting one (respectively, rejecting one) if the
object “yes” (respectively, “no”) appears in the environment associated with the corresponding halting
configuration of C.

Definition 4.1. A decision problem X = (IX , θX) is solvable in a polynomial time by a family Π =
{Π(n) | n ∈ N} of recognizer tissue P systems with cell separation if the following conditions hold:

• The family Π is polynomially uniform via Turing machines. That is, there exists a deterministic
Turing machine working in a polynomial time which constructs the system Π(n) from n ∈ N.

• There exists a pair (cod, s) of polynomial-time computable functions over IX such that:
– for each instance u ∈ IX , s(u) is a natural number and cod(u) is an input multiset of the system

Π(s(u));
– the family Π is polynomially bounded with regard to (X, cod, s); that is, there exists a polynomial

function p such that for each u ∈ IX every computation of Π(s(u)) with input cod(u) is halting and it
performs at most p(|u|) steps;

– the family Π is sound with regard to (X, cod, s); that is, for each u ∈ IX , if there exists an accepting
computation of Π(s(u)) with input cod(u), then θX(u) = 1;

– the family Π is complete with regard to (X, cod, s); that is, for each u ∈ IX , if θX(u) = 1, then every
computation of Π(s(u)) with input cod(u) is an accepting one.

We denote by PMCTS the set of all decision problems which can be solved by means of recognizer
tissue P systems with cell separation in polynomial time.

5 A solution for the partition problem

In this section, a solution to the partition problem is presented. Let us recall that a partition of a set V

is a family of non-empty pairwise disjoint subsets of V such that the union of the subsets of the family is
equal to V . The partition problem (PART, for short) can be stated as follows: let V be a finite set and
w be a weight function on V , w : V → N (that is, an additive function), determine whether or not there
exists a partition {V1, V2} of V such that w(V1) = w(V2). This is a well-known NP-complete problem
[24].

The solution proposed follows a brute force approach in the framework of recognizer tissue P systems
with cell separation. This process consists of the following stages:
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• Generation stage: All the possible subsets of V are generated, each subset is represented by a cell.
• Pre-checking stage: The weight of each subset of V is calculated.
• Checking stage: Each subset of V is checked to determine whether there exists one subset such that

its weight equals to the weight of its complementary set.
• Output stage: The system sends to the environment the right answer according to the results of the

previous stage.
In what follows the instance of PART u = (V, w) will be considered, where V = {v1, v2, . . . , vn}

and w is defined as wi = w(vi) for each i ∈ {1, 2, . . . , n}. Such instance will also be represented by
u = (n, (w1, w2, . . . , wn)). We denote that m = w1 + w2 + . . . + wn.

The following polynomial encoding (cod, s) will be considered: for each instance u = (n, (w1, . . . , wn)),
s(u) is defined as s(u) = 〈n, w1 + · · · + wn〉 and cod(u) is defined as cod(u) = kw1+1

1 vw1
1 · · · kwn+1

n vwn
n ,

where 〈x, y〉 = ((x + y)(x + y + 1)/2)+ x is a polynomial-time computable pair function between N
2 and

N.
For given n, m ∈ N, a family of recognizer tissue P systems with cell separation Π = {Π(i) | i ∈ N}

will be constructed such that each system Π(i) will solve all instances of PART with the size parameters
n and m, where i = 〈n, m〉, provided that the appropriate input multisets are given.

For each n, m ∈ N,

Π(〈n, m〉) = (Γ (〈n, m〉), Σ(〈n, m〉), w1, w2,R(〈n, m〉), E(〈n, m〉), iin, i0),

with the following components:
• Γ (〈n, m〉) = O1 ∪ O2,

O1 = {ki, k̄i, vi, Āi, Bi, zi, B
′′
i , D2,i, c1,i, c2,i | 1 � i � n}

∪{Ai | −2 � i � n}
∪{a1,i, b1,i, hi, B̄i | 1 � i � n − 1}
∪{d2,i | 2 � i � n − 2}
∪{Bi,j , Ai,j | 1 � i � n, 1 � j � �lgm�+ 1}
∪{ai,j,k, bi,j,k | 1 � i � n, 1 � j � m + n, 1 � k � n}
∪{a2,i, b2,i | 2 � i � n − 1}
∪{di,j,k | 1 � i � n, 1 � j � m + n, 1 � k � n − 1}
∪{D1,i,j | 1 � i � n, 1 � j � m + n}
∪{ai | 1 � i � 3n + �lgn�+ �lgm�+ 16}
∪{Hi | 1 � i � �lgn�+ �lgm�+ 4}
∪{d1,i, ei, li | 1 � i � n − 2}
∪{di | 1 � i � �lgn� + 1}
∪{gi | −2 � i � n − 1}
∪{Gi | 1 � i � �lgn�+ 1}
∪{c3,i | 2 � i � n + 1}
∪{a−2,1, a−1,1, a0,1, c−2,1, c−1,1, c0,1, z, y, s, c, c3n, b, p, q}
∪{D1, E1, F1, F2, T, Y, N, yes, no},

O2 = {Ā′
i, z

′
i, v

′
i, B̄

′
i | 1 � i � n} ∪ {y′, z′} ∪ {B′

i | 1 � i � n − 1}.

• Σ(〈n, m〉) = {ki, vi | 1 � i � n}.
• w1 = {{a1, a−2,1, g−2, c−2,1, b, yes, no}} ∪ {{ai,j,1, D1,i,j | 1 � i � n, 1 � j � m + n}}.
• w2 = {{A−2, Ā1, . . . , Ān}}.
• E(〈n, m〉) = Γ (〈n, m〉) − {yes, no}.
• iin = 2 is the input cell.
• i0 = 0 is the output region.
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• R(〈n, k〉) is the set of rules:
(1) Separation rule:

r1 ≡ [s]2 → [O1]2[O2]2.
(2) Communication rules:

r2 ≡ (1, a−2,1/a−1,1, 0);
r3 ≡ (1, a−1,1/a0,1, 0);
r4 ≡ (1, a0,1/a1,1, 0);
r5,i ≡ (1, a1,i/b1,i, 0) for 1 � i � n − 1;
r6,i ≡ (1, b1,i/c2d2

1,ie
2
i , 0) for 1 � i � n − 2;

r7 ≡ (1, b1,n−1/c2,0);
r8,i ≡ (1, d1,i/a1,i+1, 0) for 1 � i � n − 2;
r9,i ≡ (1, ei/a2,i+1, 0) for 1 � i � n − 2;
r10,i ≡ (1, a2,i/b2,i, 0) for 2 � i � n − 1;
r11,i ≡ (1, b2,i/c2d2

2,i, 0) for 2 � i � n − 2;
r12 ≡ (1, b2,n−1/c2, 0);
r13,i ≡ (1, d2,i/a2,i+1, 0) for 2 � i � n − 2;
r14 ≡ (1, g−2/g−1, 0);
r15 ≡ (1, g−1/g0, 0);
r16 ≡ (1, g0/g1, 0);
r17,i ≡ (1, gi/hi, 0) for 1 � i � n − 1;
r18,i ≡ (1, hi/l2i A

2
i+1, 0) for 1 � i � n − 2;

r19 ≡ (1, hn−1/A
2
n, 0);

r20,i ≡ (1, li/gi+1, 0) for 1 � i � n − 2;
r21 ≡ (2, A−2/A−1, 0);
r22 ≡ (2, A−1/A0, 0);
r23 ≡ (2, A0/A1, 0);
r24,i ≡ (2, Ai/BiB̄

′
izz′yy′s, 0) for 1 � i � n − 1;

r25 ≡ (2, An/BnB̄′
nyy′s, 0);

r26,i ≡ (2, cBi/zz′BiB
′
i, 0) for 1 � i � n − 1;

r27,i ≡ (2, cB′
i/zz′BiB

′
i, 0) for 1 � i � n − 1;

r28,i ≡ (2, cB̄i/zz′B̄iB̄
′
i, 0) for 1 � i � n − 1;

r29,i ≡ (2, cB̄′
i/zz′B̄iB̄

′
i, 0) for 1 � i � n − 1;

r30 ≡ (1, c/z, 2);
r31 ≡ (1, c/z′, 2);
r32,i ≡ (1, Ai/y, 2) for 2 � i � n;
r33,i ≡ (1, Ai/y′, 2) for 2 � i � n;
r34 ≡ (1, y/λ, 0);
r35 ≡ (1, y′/λ, 0);
r36 ≡ (1, z/λ, 0);
r37 ≡ (1, z′/λ, 0);
r38,i,j,k ≡ (1, ai,j,k/bi,j,k, 0) for 1 � i � n, 1 � j � m + n, 1 � k � n;
r39,i,j,k ≡ (1, bi,j,kki/d2

i,j,kk2
i k̄i, 0) for 1 � i � n, 1 � j � m + n, 1 � k � n − 1;

r40,i,j ≡ (1, bi,j,nki/k̄i, 0) for 1 � i � n, 1 � j � m + n;
r41,i,j,k ≡ (1, di,j,k/ai,j,k+1, 0) for 1 � i � n, 1 � j � m + n, 1 � k � n − 1;
r42,i,j ≡ (1, D1,i,j/ki, 2) for 1 � i � n, 1 � j � m + n;
r43,i,j ≡ (2, D1,i,j/D2,i, 0) for 1 � i � n, 1 � j � m + n;
r44,i ≡ (2, D2,i/k̄i, 1) for 1 � i � n;
r45,i ≡ (1, D2,i/λ, 0) for 1 � i � n;
r46,i ≡ (2, k̄iĀi/ziz

′
iĀiĀ

′
i, 0) for 1 � i � n;

r47,i ≡ (2, k̄iĀ
′
i/ziz

′
iĀiĀ

′
i, 0) for 1 � i � n;

r48,i ≡ (2, k̄ivi/ziz
′
iviv

′
i, 0) for 1 � i � n;
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r49,i ≡ (2, k̄iv
′
i/ziz

′
iviv

′
i, 0) for 1 � i � n;

r50,i ≡ (1, k̄i/zi, 2) for 1 � i � n;
r51,i ≡ (1, k̄i/z′i, 2) for 1 � i � n;
r52,i ≡ (1, zi/λ, 0) for 1 � i � n;
r53,i ≡ (1, z′i/λ, 0) for 1 � i � n;
r54,i ≡ (1, ai/ai+1, 0) for i = 1, . . . , 3n + 3 + �lgn�+ �lgm�+ 12;
r55 ≡ (1, c−2,1/c−1,1, 0);
r56 ≡ (1, c−1,1/c0,1, 0);
r57 ≡ (1, c0,1/c1,1, 0);
r58,i ≡ (1, c1,i/c2,i, 0) for 1 � i � n;
r59,i ≡ (1, c2,i/c2

3,i+1, 0) for 1 � i � n;
r60,i ≡ (1, c3,i/c1,i, 0) for 2 � i � n;
r61 ≡ (1, c3,n+1/cn+1, 0);
r62 ≡ (1, cn+1/y, 2);
r63 ≡ (1, cn+1/y′, 2);
r64 ≡ (2, cn+1/D1G1, 0);
r65,i ≡ (2, Gi/G2

i+1, 0) for i = 1, 2, . . . , �lgn�;
r66 ≡ (2, D1/d1H1, 0);
r67,i ≡ (2, di/d2

i+1, 0) for i = 1, . . . , �lgn�;
r68,i ≡ (2, Hi/Hi+1, 0) for i = 1, 2, . . . , �lgn�+ �lgm�+ 3;
r69,i ≡ (2, G�lgn�+1Bi/B′′

i , 0) for 1 � i � n;
r70,i ≡ (2, G�lgn�+1B

′
i/B′′

i , 0) for 1 � i � n;
r71,i ≡ (2, B′′

i Āi/Bi,1, 0) for 1 � i � n;
r72,i ≡ (2, B′′

i Ā′
i/Bi,1, 0) for 1 � i � n;

r73,i ≡ (2, d�lgn�+2Āi/Ai,1, 0) for 1 � i � n;
r74,i ≡ (2, d�lgn�+2Ā

′
i/Ai,1, 0) for 1 � i � n;

r75,i,j ≡ (2, Bi,j/B2
i,j+1, 0) for i = 1, 2, . . . , n, j = 1, 2, . . . , �lgm�;

r76,i,j ≡ (2, Ai,j/A
2
i,j+1, 0) for i = 1, 2, . . . , n, j = 1, 2, . . . , �lgm�;

r77,i ≡ (2, Bi,�lgm�+1vi/p, 0) for 1 � i � n;
r78,i ≡ (2, Bi,�lgm�+1v

′
i/p, 0) for 1 � i � n;

r79,i ≡ (2, Ai,�lgm�+1vi/q, 0) for 1 � i � n;
r80,i ≡ (2, Ai,�lgm�+1v

′
i/q, 0) for 1 � i � n;

r81 ≡ (2, pq/λ, 0);
r82 ≡ (2, H�lgn�+�lgm�+4/E1F1, 0);
r83 ≡ (2, E1p/λ, 0);
r84 ≡ (2, E1q/λ, 0);
r85 ≡ (2, F1/F2, 0);
r86 ≡ (2, E1F2/T, 0);
r87 ≡ (2, T/λ, 1);
r88 ≡ (1, bT/Y, 0);
r89 ≡ (1, Y yes/λ, 0);
r90 ≡ (1, a3n+3+��lgn�+�lgm�+13b/N, 0);
r91 ≡ (1, no N/λ, 0).

5.1 An overview of the computation

A family of recognizer tissue P systems with cell separation is constructed as above. Let u = (V, w) be an
instance of PART, where V = {v1, v2, . . . , vn} and w is defined as wi = w(vi), for each i ∈ {1, 2, . . . , n}.
A size mapping on the set of instances is defined as s(u) = 〈n, m〉, where m = w1 + w2 + · · · + wn. The
encoding of the instance is the multiset cod(u) = kw1+1

1 vw1
1 . . . kwn+1

n vwn
n .

Now, we informally describe how the recognizer tissue P system with cell separation Π(s(u)) with input
cod(u) works.
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Let us start with the generation stage. This stage has several parallel processes, which are described
in several items.

1) In the cells with label 2, with the presence of k̄i, by the rules r46,i – r49,i, the objects k̄iĀi, k̄iĀ
′
i,

k̄ivi, k̄iv
′
i introduce the objects ziz

′
iĀiĀ

′
i, ziz

′
iĀiĀ

′
i, ziz

′
iviv

′
i, ziz

′
iviv

′
i, respectively. In the next step, the

objects with prime and the objects without prime are separated into the new daughter cells with label
2. The idea is that k̄i is used to duplicate Āi and vi (in the sense ignoring the prime), so that one copy
of each of them will appear in each cell with label 2. The objects zi and z′i in the cells with label 2 are
exchanged with the object k̄i in the cell with label 1 by the rules r50,i and r51,i. In this way, the cycle of
duplication-separation can be iterated.

2) In parallel with the above duplication-separation process, the object c is used to duplicate the
objects Bi, B′

i, B̄i, B̄′
i by the rules r26,i–r29,i. The rules r30 and r31 take care of introducing the object

c from the cell with label 1 to the cells with label 2.
3) In the initial configuration of the system, the cell with label 2 contains an object A−2. After three

steps, the object A−2 evolves to object A1 (Ai, 1 � i � n, are used to generate all possible 2n subsets
of V and each possible subset corresponds to a cell with label 2, thus generating 2n cells with label 2 in
total). The objects B1, B̄′

1, z, z′, y, y′ and s are brought into the cell with label 2, in exchange with A1,
by the rule r24,1. If the object B1 or B′

1 occurs in one cell with label 2, then its corresponding subset
contains the element v1; if the object B̄1 or B̄′

1 occurs in one cell with label 2, then its corresponding
subset does not contain the element v1 (in general, Bi, B′

i, B̄i and B̄′
i are used to indicate the element

vi). In the next step, they are separated into the new cells with label 2 by the separation rule, because
B1, B̄1 ∈ O1 and B′

1, B̄
′
1 ∈ O2. The object s is used to activate the separation rule r1, and is consumed

during the application of separation rule. The objects y and y′ are used to introduce A2 from the cell
with label 1, thus the process for the case of the element v2 can continue. In this way, after 3n + 2 steps
2n cells with label 2 can be generated, and each cell contains one of the 2n possible subsets of V .

4) In parallel with the operations in the cells with label 2, each object a1,i+1 from the cell with label 1
is exchanged with one copy of object b1,i+1 from the environment at the step 3i+4 (0 � i � n−2) by the
rule r5,i (after the first three steps, object a−2,1 evolves to a1,1). In the next step, each object b1,i+1 is
exchanged with two copies of objects c, d1,i+1 and ei+1 by the rule r6,i+1. At step 3i+ 6 (0 � i � n− 2),
each object d1,i+1 is exchanged with one copy of object a1,i+2 by the rule r8,i+1, and each object ei is
exchanged with one copy of object a2,i+2 by the rule r9,i+1. In the next step, by using the rules r5,i+2 and
r10,i+2, each object a1,i+2 is exchanged with one copy of object b1,i+2 and each object a2,i+2 is exchanged
with one copy of object b2,i+2. At step 3(i + 1) + 5, each object b1,i+2 is exchanged with two copies of
objects c, d1,i+2 and ei+2 by using the rule r6,i+2. At the same time, each object b2,i+2 is exchanged with
two copies of objects c and d2,i+2 by using the rule r11,i+2. In particular, at step 3n − 1, each object
b1,n−1 is exchanged with only two copies of object c by the rule r7 and each object b2,n−1 is exchanged
with only two copies of object c by the rule r12. After step 3n − 1, there is no object a1,i appearing in
the cell with label 1, and the group of rules r5,i – r9,i will not be used again. This is also the case for
object a2,i and the group of rules r10,i – r13,i will not be used again. Note that the subscript i of object
a1,i grows by one in every three steps until it becomes the value n − 1, and the number of copies of a1,i

is doubled in every three steps. This is also the case for object a2,i. At step 3i + 5 (0 � i � n − 2), the
cell with label 1 has (i + 1) · 2i+1 copies of object c (the cell with label 1 contains (n − 1) · 2n−1 copies
of object c at step 3n − 1). At the same time, there are 2i+1 cells with label 2, and each cell with label
2 totally contains i + 1 copies of object z or z′. Due to the maximality of the parallelism of using the
rules, each cell with label 2 gets exactly i + 1 copies of c from the cell with label 1 by the rules r30 and
r31. The object c in the cells with label 2 is used for duplication as described above.

5) The object ai,j,k in the cell with label 1 has a similar role to object a1,i in the cell with label 1,
which introduces appropriate copies of object k̄i for the duplication of objects Āi, Ā′

i, vi, and v′i by the
rules r46,i – r49,i. To this aim, by using the rule r42,i,j , all the objects ki (1 � i � n) which are used
in the encoding of the instance are introduced in the cell with label 1 from the cell with label 2. After
this operation, it is possible that there still exist objects D1,i,j (1 � i � n, 1 � j � m + n) in the cell
with label 1, but they will not be used again, because there is no object ki appearing in the cells with
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label 2 (object k̄i is used to duplicate Āi, Ā′
i, vi and v′i). Similarly, in every three steps, each object ki

is exchanged with two copies of ki and one copy of k̄i by using the rules r38,i,j,k – r41,i,j,k. All copies
of object ki stay in the cell with label 1 and they are used to continue to generate k̄i, each object k̄i is
introduced into the cells with label 2 to duplicate Āi, Ā′

i, vi, and v′i by the rules r50,i and r51,i. Note
that at step 3j + 5 (0 � j � n − 2), there are (wi + 1) · 2j+1 copies of object k̄i, which ensures that
each cell with label 2 gets exactly wi + 1 copies of object k̄i by the maximality of the parallelism of using
the rules. This process can continue until all 2n cells with label 2 are generated and each of them gets
one copy of Āi, as well as wi copies of vi, for all i ∈ {1, 2, . . . , n} (ignoring the prime). After the last
duplication finishes (at step 3n + 1), object zi or zi will not be removed from each cell with label 2, by
exchanging with k̄i. Because these objects will not used anymore, in what follows they are ignored when
the computation is discussed.

6) After the first three steps, the object g−2 evolves to g1 in the cell with label 1. Starting from the
subscript i = 1, each object gi+1 in the cell with label 1 is exchanged with one copy of hi+1 from the
environment at step 3i + 4 by the rule r17,i+1, 0 � i � n − 2. In the next step, each object hi+1 is
exchanged with two copies of objects li+1 and Ai+2 by the rule r18,i+1. At step 3i + 6 (0 � i � n − 2),
each object li+1 is exchanged with two copies of gi+2, thus the process can be iterated until the subscript
i of gi becomes n − 1. Specially, at step 3n − 2, each object gn−1 is exchanged with one copy of hn−1

by the rule r17,i. At step 3n − 1, each object hn−1 is exchanged with only two copies of An. After step
3n − 1, there is no object gi in the cell with label 1, and the group of rules r17,i – r20,i will not be used
again. At step 3i + 5 (0 � i � n − 2), the cell with label 1 contains 2i+1 copies of Ai+2, and there are
2i+1 cells with label 2, each of them contains one copy of object y or y′. Due to the maximality of the
parallelism of using the rules, each cell with label 2 gets exactly one copy of Ai+2 from the cell with label
1 by the rule r32,i or r33,i. In this way, the system can continue to generate the possible cases of element
vi+2.

7) The counter ai in the cell with label 1 grows its subscript by the rule r54,i. Hence, when the process
of generating all the possible subsets of V finishes at step 3n + 2, the counter ai evolves to a3n+3. It will
continue to grow its subscript until it evolves to a3n+3+�lgn�+�lgm�+13 , which together with b will be used
to introduce the object N in the cell with label 1, then bring object “no” to the environment, if this will
be the case, in the end of the computation. Object cn+1 is used to generate the objects which are useful
in the following stages. After the first three steps, the object c−2,1 evolves to c1,1 by the rules r55 − r57.
Starting from the subscript i = 1, in every three steps each object c1,i is exchanged with two copies of
object c3,i+1 by using the rules r58,i – r60,i. Hence, after step 3n + 2, the cell with label 1 contains 2n

copies of c3,n+1. In the next step, each object c3,n+1 is exchanged with one copy of cn+1. This means
that at step 3n + 4 each cell with label 2 gets one copy of cn+1 (at this step the system has 2n cells with
label 2).

8) The objects zi, z′i, y, y′, z and z′ in the cell with label 1 are removed by the rules r34–r37 and r52,i–
r53,i. (Actually, if the objects zi, z′i, y, y′, z and z′ stay in the cell with label 1, they do not influence the
work of the system.)

In this way, after the (3n + 4)-step the generation stage finishes and the pre-checking stage starts. At
this moment, the cell with label 1 contains one copy of objects a3n+5, b, “yes” and “no” (there are other
objects in the cell with label 1, but they are not used again, so they can be ignored), and there are 2n

cells with label 2, each of them corresponding to a possible subset of V which is represented by objects
Bi or B′

i (1 � i � n), and also containing one copy of object cn+1, as well as the encoding of the instance.
Actually, the cells with label 2 do not contain all the objects of the encoding of the instance. It contains
wi copies of object vi or v′i, and one copy of object Āi or Ā′

i for each i ∈ {1, 2, . . . , n}. If the prime and
the object ki are ignored, then they are the encoding of the instance. Note that at step (3n + 4) each
cell with label 2 contains wi copies of object zi or z′i instead of k̄i, 1 � i � n.

At step 3n + 5, in each cell with label 2 the object cn+1 is exchanged with one copy of D1 and G1 by
the rule r64, thus the counter Gi is introduced in the cell. Object D1 is exchanged with the counters di

and Hi at step 3n + 6 by the rule r66. From step 3n + 6 to step 3n + 5 + �lgn�, the counter Gi is doubled
in each step by the rule r64,i until at least n copies of object G�lgn�+1 are produced. In the next step,
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the object Bi or B′
i in each cell with label 2 is exchanged with object B′′

i from the environment (by using
the rules r69,i and r70,i). At step 3n + 7 + �lgn�, each pair of objects B′′

i and Āi (or Ā′
i) that appear in

the cells with label 2 is exchanged with one copy of object Bi1 by applying the rule r71,i or r72,i.
In parallel with the previous operations, the counter Hi grows its subscript until the subscript becomes

the value �lgn�+ �lgm�+4 by the rule r68,i. This operation is done from step 3n+7 to step 3n+ �lgn�+
�lgm� + 9 in all cells with label 2. Moreover, from step 3n + 7 to step 3n + 6 + �lgn� the counter di

is doubled in each step by the rule r67,i until at least n copies of object d�lgn�+1 are produced. Thus,
when the above process finishes, each cell with label 2 contains at least n copies of object d�lgn�+1. The
appearance of object d�lgn�+1 triggers the rules r73,i and r74,i, hence all the remaining objects Āi or Ā′

i

in the cells with label 2 are exchanged with one copy of objects Ai,1, 1 � i � n.
In this way, each cell with label 2 contains a pair of complementary subsets, encoded by objects Bi,1

and Ai,1, respectively. Because there are 2n cells with label 2 at this moment, all possible partitions of
V are generated.

From step 3n + 8 + �lgn� to step 3n + 7 + �lgn�+ �lgm�, by using the rules r75,i,j and r76,i,j , in every
step the subscripts of objects Bi,1 and Ai,1 increase by one, at the same time their numbers are doubled.
Thus, at step 3n + 7 + �lgn� + �lgm�, there are at least m copies of objects Bi,�lgm�+1 and Ai,�lgm�+1

(1 � i � n), where m = w1 + . . . + wn represents the total weight of the set V .
In order to obtain the weight of the subsets, each pair of objects Bi,�lgn�+1 and vi (or v′i) in the cells

with label 2 is exchanged with one copy of object p by using the rule r77,i (or r78,i). Thus, in a cell with
label 2 the weight of its corresponding subset is the total number of object p. Simultaneously, each pair
of objects Ai,�lgn�+1 and vi (or v′i) in the cells with label 2 is exchanged with one copy of object q by
using the rule r79,i (or r80,i), and the total number of object q represents the weight of its complementary
subset.

The checking stage starts from the step 3n + 9 + �lgn�+ �lgm�, where the rule r81 is used to remove
as many pairs of objects p and q as possible from each cell with label 2. Therefore, if a cell with label
2 contains a pair of subsets which have the same weight (that is, m/2, where m is the weight of the set
V ), all the objects p and q will be removed in this cell. Otherwise, at least one object p or q will remain
in this cell.

The output stage starts at the step 3n + 10 + �lgn� + �lgm�. At this step, the object H�lgn�+�lgm�+4

is exchanged with one copy of objects E1 and F1 according to the rule r82. From this step, there are two
possible situations:

1) Affirmative answer: If there exists a pair of complementary subsets of V in a cell with label 2 such
that they have the same weight m/2, then the corresponding cell does not contain any object p or q at
step 3n+10+ �lgn�+ �lgm�. Therefore, in the next step, the rules r83 and r84 are not applicable in that
cell; however, the rule r85 can be applied, by which the object F1 evolves to F2. The object F2 together
with object E1 introduces object T at step 3n + 12 + �lgn�+ �lgm�, and the object T will enter into the
cell with label 1 at step 3n + 13 + �lgn�+ �lgm�. In the next step, object T together with object b (this
object is in the cell with label 1 from the beginning of the computation) introduces object Y . Because
the cell with label 1 also contains the object “yes” initially, object “yes” together with object Y will be
moved to the environment by the rule r89. This is done at the step 3n + 15 + �lgn� + �lgm� and the
computation halts at this step. In this case, the computation gives an affirmative answer.

2) Negative answer: If there does not exist a pair of complementary subsets of V such that their weights
are both equal to m/2, then all the 2n cells with label 2 contain at least one object p or q, but not both
of them. Thus, the object E1 is removed from all the cells with label 2 together with one copy of p or q at
step 3n + 11 + �lgn�+ �lgm� by using the rule r83 or r84. At the same time, the object F1 evolves to F2

by using the rule r85. In this way, after the step 3n + 13 + �lgn�+ �lgm� the object b remains in the cell
with label 1. In the next two steps, only the rule r54,i can be applied; the subscript of object ai increases
by one in every step, thus it eventually evolves to a3n+16+�lgn�+�lgm� . At step 3n + 16 + �lgn�+ �lgm�,
the object a3n+16+�lgn�+�lgm� together with object b introduces object N into the cell with label 1 by the
rule r90, which is sent to the environment together with the object no at step 3n + 17 + �lgn� + �lgm�
by the rule r91. The computation ends with a negative answer.
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5.2 Necessary resources

We will show that the family Π = {Π(〈n, m〉) | n, m ∈ N} defined above is polynomially uniform by
Turing machines. To this aim, it will be proved that Π(〈n, m〉) is built in polynomial time with respect
to the size parameters n and m of instances of PART.

It is easy to check that the rules of a system Π(〈n, m〉) of the family are defined recursively from the
values n and m, and the necessary resources for building an element of the family are of a polynomial
order, as shown below:

• Size of the alphabet: 3n3 + 3n2m + 4�lgn�+ (n + 2)�lgm�+ 38n + 28 ∈ O(n2 · max{n, m}).
• Initial number of cells: 2 ∈ O(1).
• Initial number of objects: 2n2 + 2nm + n + 8 ∈ O(n · max{n, m}).
• Number of rules: 3n3+3n2m+n2+mn+2n�lgm�+4�lgn�+2�lgm�+42n+28 ∈ O(n2 ·max{n, m}).
• Maximal length of a rule: 8 ∈ O(1).
Therefore, a deterministic Turing machine can build Π(〈n, m〉) in polynomial time with respect to n

and m.

5.3 Main results

From the discussion in the previous sections and according to the definition of solvability given in section
4, the following result holds.

Theorem 5.1. PART∈ PMCTS .

Corollary 5.2. NP ∪ co − NP ⊆ PMCTS .

Proof. It suffices to make the following observations: the PART problem is NP-complete, PART∈
PMCTS and this complexity class is closed under polynomial-time reduction and under complement.

6 Discussion

P systems are introduced as parallel computing models, which are inspired by biological systems. The
efficiency of P systems for solving computationally hard problems has been widely investigated. As we
know, all NP problems can be reduced to an NP-complete problem in a polynomial time. In principle,
if a family of P systems can efficiently solve an NP-complete problem, then this family of P systems can
also efficiently solve all NP problems. But, until now, it remains open how a family of P systems can be
designed to efficiently compute the reduction from an NP problem to an NP-complete problem. In this
work, a uniform family of P systems with cell separation is directly constructed for efficiently solving the
NP-complete problem PART.

Before the above open problem for computing the reduction process by P systems is solved, it is still
interesting to give efficient solutions to computationally hard problems in the framework of tissue P
systems with cell separation, such as the vertex cover problem, the clique problem, the Hamiltonian path
problem.

In the definition of tissue P systems with cell separation given in this work, it is supposed that there
are arbitrary copies of objects in the environment. From the practical point of view, it is reasonable to
have an upper bound on the number of objects in the environment. It remains open whether tissue P
systems with finite number of objects in the environment can efficiently solve NP-complete problems.

Membrane creation is another way to generate exponential workspace in a polynomial time and it is
already shown that cell-like P systems with membrane creation can efficiently solve computationally hard
problems [25]. It is interesting to introduce membrane creation into tissue P systems and investigate the
computational power of tissue P systems with cell creation rules.
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21 Mart́ın Vide C, Pazos J, Păun Gh, et al. A new class of symbolic abstract neural nets: tissue P systems. Lect Notes

Comput Sci, 2002, 2387: 573–679

22 Pan L, Ishdorj T-O. P systems with active membranes and separation rules. J Univer Comput Sci, 2004, 10: 630–649
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