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Rotor balancing is essential to rotor dynamic analysis. To make the balancing process convenient and costless, a balancing
method using unsupervised deep Lagrangian network without weight trail is proposed. In the proposed network, a Lagrangian
layer is applied to the network to introduce the physical prior knowledge. Compared to traditional balancing method, trail weight
process is not necessary. Meanwhile, parameter sharing mechanics in baseline design or Lagrangian layer are applied to identify
the unbalanced force without labeled data. Both numerical case study and corresponding experiment are conducted to validate
the method. Both experimental and numerical results find that the proposed rotor balancing approach gives reasonable and
comparative results with the considerations of both cost and accuracy. Compared with the baseline, to which no physical prior
is applied, the balancing method with Lagrangian mechanism involved could achieve better performance. This proposed rotor
dynamic balancing method gives out an alternative approach of rotor balancing methods.
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1 Introduction

As the imbalance mass distribution is inevitable, the imbal-
ance introduced vibration always observed in rotating ma-
chinery. The vibration usually leads to catastrophic failure
[1,2]. To suppress the vibration amplitude, balancing process
is conducted before the implementation. Especially, all rotors
will experience factory balancing [3], on-site balancing [4]
and online balancing [5]. Cost and accuracy are considered
as key points in the overall evaluation of rotor dynamic bal-
ancing method. The modal balancing method (MBM) [6, 7]
and the influence coefficient method (ICM) [8, 9] are usually
adopted in industrial applications. Both of them have advan-
tages and disadvantages, which are described in ref. [10].

To achieve better balancing performance, rotor dynamic
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balancing methods have been developed in recent years from
variety of aspects. Untaroiu et al. [11] solved the influence
coefficient balancing equations, which were considered with
constraints of the residual vibrations and correction weights
in inequality forms by the numerical algorithms developed
in convex optimization theory to identify the suitable trail
weights. Wang [12] formulated the flexible rotor balanc-
ing problem based on the influence coefficient method with
holo-spectrum technique as a mini-max optimisation prob-
lem. Messager and Pyrz [13] dealt with the optimization
problem of the rotor balancing by two-plane dynamical bal-
ancing. Kang et al. [14] simulated the flexible rotor dynam-
ical balancing problem by finite element method to simulate
the flexibility of balancing. In their work, various sensors
and planes are arranged to achieve better performance. Li
et al. [15] considered the high-speed flexible rotor balanc-
ing as an optimization problem and solved it by optimiza-
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tion theory. Zhang et al. [16, 17] identified imbalance of a
dual-rotor system by correlation methods with whole beat or
non-whole beat. Tresser et al. [18] proposed a balancing
method which could balance the rotor with high-speed work-
ing conditions only by its low-speed signals. Khulief et al.
[19] combined two classical balancing methods of the influ-
ence coefficient method and modal balancing techniques to
balance the flexible rotor. Deepthikumar et al. [20] used fi-
nite element modeling method to establish the rotor model
and a polynomial curve of eccentricity distribution to iden-
tify the imbalance. Villafane Saldarriaga et al. [21] proposed
a methodology which used experiment results to identify a
matrix relating unbalance forces to measured displacements.
Han [22] gave out a new generalized modal balancing method
for non-isotropic rotors.

With the help of the finite element simulation, Li et al. [23]
proposed a novel modal balancing technique which could cal-
culate the trail weight numerically. Thus, their balancing
methods did not need trial weight process any more. Yue
et al. [24] investigated on the complex structure rotor. In
their studies, the residual imbalance from different correction
planes was estimated and the effects were compared. With the
help of the transient responses of the rotor system, Zhao et al.
[10] proposed a novel balancing method with only transient
signals. Li et al. [25] proposed a field dynamical balancing
method with the help of disturbance observers. Zheng and
Wang [26] presented a high-precision field dynamical balanc-
ing method by regular control.

Meanwhile, deep learning technologies have developed
fast in recent years and have been applied to many enginer-
ing fields [27,28]. One of their applications is to tackle input
identification problems by learning a inverse mapping func-
tion by measured data [29–33]. To the rotor balancing prob-
lem, the training of the inverse function could be conducted
from the same data usually used for normal balancing pro-
cess. For example, Zhang et al. [34,35] investigated the rotor
dynamics and fault diagnosis of the rotor system successfully
by deep learning technologies. Ding et al. [36] monitored
the bearing working conditions of an aero-engine by sparsity-
assisted intelligence. Then same group proposed an inter-
pretable fault diagnosis deep network which could be against
noise attack [37]. Thus, we try to establish a deep neutral
network based on balancing method with deep-learning tech-
nologies.

The rest of the our work is organized as follows. In Sect.
2, the fundamental of the prime originality of the proposed
method is introduced. Sect. 3 shows the proposed network
in detail. Numerical validation and experimental validation
are undertaken in Sects. 4 and 5 separately. The paper is
concluded finally.

2 Preliminary-Lagrangian network

In dynamics theories, a mapping function f can be used ei-
ther to predict the evolution of the state variables in forward
way or identify the input τ by its inverse form f −1,

f (q, q̇, τ) = q̈,

f −1(q, q̇, q̈) = τ,
(1)

where q is the generalized coordinate displacement vector. q̇
and q̈ are corresponding generalized velocity and accelera-
tion vectors. Various formalism that could derive the equa-
tions described by eq. (1) has been developed. The most
prominent are Newtonian-, Hamiltonian-, and Lagrangian-
mechanics [38].

When Lagrangian-mechanics is applied, choosing La-
grangian function L f to be

L f = T f − V f , (2)

where T f refers to the kinetic energy of the system repre-
sented by mapping function f and V f the corresponding po-
tential energy of the same system. Based on the Lagrangian
theory, the Euler-Lagrange equation with non-conservative
forces can be obtained.

d
dt
∂L f

∂q̇i
−
∂L f

∂qi
= τ, (3)

where τ is the general force.
The kinetic energy T f could be computed by generalized

coordinates as T f = 1/2 · q̇T ·H(q) · q̇, where H(q) represents
general mass matrix. Substituting eq. (2) into eq. (3) yields

H(q) · q̈ + Ḣ(q) · q̇ − 1
2
·
(
∂

∂q
(q̇T · H(q) · q̇)

)T

+
dV
dq
= τ. (4)

Further, a lower triangular matrix L(q) can be used to repre-
sent H(q) = L(q) · L(q)T to ensure the positive definiteness
of H(q).

3 Proposal of the method

3.1 Deep Lagrangian network for rotor balancing

Starting from eq. (1), if neutral networks are applied to the
mechanical system, the forward mapping and inverse map-
ping can be learned by measured or observed data,

f̂ = f̂ (q, q̇, τ;α),

f̂ −1 = f̂ −1(q, q̇, q̈;β),
(5)

where α and β refer to the trainable variables of the map-
ping function. The network learns the inverse mapping f −1

from generalized coordinate displacement, velocity and ac-
celeration (q, q̇, q̈) to the general force τ. More in detail, the
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trainable parameters are updated by minimizing the errors be-
tween the real values of (q, q̇, q̈, τ) and the predicted values.

To the rotor balancing problem, our aim is to identify the
general forces through the measured state variables, such as
displacements and velocities. These data can be measured by
enlarging the sample frequency or sample time in one test run
of the rotor. In other words, only by one run of the rotor sys-
tem, enough data for identification problem can be obtained,
by which the network can be trained and then predicts the
trail weight. Thus, in the proposed method, no more weight
trail process is needed.

The baseline to solve this problem is training the trainable
parameters by minimizing the ℓi norm of the predictions of
eq. (1) and measured force τ.

β∗ = arg min
β
ℓi( f̂ −1(q, q̇, q̈;β), τ). (6)

Further, considering the basic physical knowledge and im-
proving the performance, an additional layer of Lagrangian
can be applied, whose structure is given in Figure 1.

As Figure 1(a) illustrates, the joint configurations are used
to train layers of the basic network (BN). Then the La-
grangian layer adds physical prior knowledge to the whole
network and gets the output tensor of general forces. The
basic network, whose structure is given in Figure 1(b) and
described by

ai =Wi · hi−1 + bi,

hi = gi(ai),
∂hi

∂hi−1
= diag(g′i(ai)) ·Wi,

computes L(q) and ∂L
∂q simultaneously and analytically by ap-

plying the chain rule of

∂L
∂q
=
∂L
∂hi−1

· ∂hi

∂hi−2
· · · ∂h1

∂q
. (7)

With the introduction of the Lagrangian layer, L(q) and
V(q) are represented by the network instead of the general
forces. Therefore, the estimations of L(q) and V f (q) are

L̂(q) = L̂(q; θ),

V̂(q) = V̂(q;ψ),

and the optimization problem is described by

(θ∗,ψ∗) = arg min
θ,ψ
ℓi( f̂ −1(q, q̇, q̈; θ,ψ), τ) (8)

with

f̂ −1(q, q̇, q̈; θ,ψ) =Ĥ(q) · q̈ + d
dt

Ĥ(q) · q̇

− 1
2
·
(
∂

∂q
(q̇T · Ĥ(q) · q̇)

)T

+
dV̂
dq
.

3.2 Introducing of the forward model

Another benefit to introduce the Lagrangian layer is that one
can combine the forward model loss to the inverse model
loss. Because only L(q) and V f (q) are represented by the net-
works, the forward model can be constructed by Lagrangian
equation as

Ĥ−1(q)·
[
τ− d

dt
Ĥ(q)·q+ 1

2

(
∂

∂q
(q̇T · Ĥ(q)· q̂)

)]T
− ∂V̂
∂q
= q̈. (9)

When introducing the forward loss, the combination loss
function can be structured, e.g.,

(θ∗,ψ∗) = arg min
θ,ψ

(ℓi( f̂ −1(q, q̇, q̈; θ,ψ), τ)

+ ℓi( f̂ (q, q̇, τ; θ,ψ), q̈)). (10)

3.3 Unsupervised mechanism for unbalanced force

If the unbalanced forces were learned supervisedly, several
runs of a standard rotor system with pre-set imbalance dis-
tributions have to be undertaken. However, it is not a good
choice to do so, considering the cost and condition. There-
fore, in this section, an unsupervised mechanism for unbal-
anced force is introduced in the whole network to learn the
inverse mapping without labeled unbalanced forces.

In rotor balancing problem, the general force mainly in-
cludes two parts. One is the unbalanced force and the other is
the bearing force. If we could measure these forces, the mea-
sured forces can be used as label data to help in training the
network. Unfortunately, the unbalanced force could not be
measured. At the same time, the bearing forces are not easy
to measure either. But, the bearing forces can be estimated
indirectly through the Newton law.

τsmi = miai − Fi, (11)

where mi refers to the equivalent mass of the support struc-
ture. ai is the acceleration of the support and Fi the corre-
sponding force got by dynamical force sensor. So supports’
information is necessary for this proposed method. Based on
these, the whole scheme for baseline is shown in Figure 2.

In real practise, eddy current sensors are always used to
measure the vibration of the shaft at certain points. Thus, in
order to get corresponding velocity and acceleration, a pre-
processing module is applied to the whole network to derive
the measured displacement in Figure 2. The neutral network
module could have arbitrary type, only increasing the com-
plexity of the network and changing the shape of the data set.
The three 1-dimensional convolutional layers are applied to
separate bearing force vector τs with unbalanced force vec-
tor τu. In this way, τs is involved in training process as it
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Figure 1 (Color online) The overview of the Lagrangian deep network (LDN). (a) The structure of whole LDN and (b) the structure of basic network (BN).
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Figure 2 (Color online) The overview of the unsupervised network in baseline design, where Conv“X”-“N” refers to a convolutional layer having “N” filters
with size of 1 × “X”.

is used to solve the optimization problem described by slight
modification of eq. (6) to

β∗ = arg min
β

L(( f̂ −1(q, q̇, q̈;β))s, τsm), (12)

where L is an arbitrary type loss function, say, mean square
error. τu is considered to be the prediction of the unbalanced
force. In other words, τu is learned unsupervisedly. This
structure are described in detail in ref. [39].

When LDN is applied, the whole scheme can be changed
into Figure 3. In Figure 3, the LDN module changes

the data shape from three times dimension of the general
displacements to two times number of the state variables.
With the introduction of the Lagrangian layer, no additional
convolutionals are needed to separate the bearing force τs

and the immeasurable unbalanced force τu. Following the
same rule of the baseline, τs is involved in the optimiza-
tion problem, and τu refers to the unbalanced force. All
the trainable parameters of the network are updated by back
propagation mechanism. Then the inverse mapping f −1 is
learned.

In this scheme, the optimization problem is described by a
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Figure 3 (Color online) Overview of the unsupervised network with the application of the Lagrangian layer.

modification of eq. (8) to

(θ∗,ψ∗) = arg min
θ,ψ
ℓi( f̂ −1(q, q̇, q̈; θ,ψ)s, τsm) (13)

without forward loss or eq. (10) to

(θ∗,ψ∗) =arg min
θ,ψ

(ℓi( f̂ −1(q, q̇, q̈; θ,ψ)s, τsm)

+ℓi( f̂ (q, q̇, τ̂; θ,ψ), q̈)) (14)

with forward loss involved.

4 Numerical validation

4.1 Modeling

In numerical study, a four discs rotor with pre-set imbalance
model is adopted to validate the proposed approach in numer-
ical way. Figure 4 gives out the schematic graph of the rotor,
which consists of four discs and two ball bearings.

Considering gyroscopic effect and general forces, the gov-
erning equations of the rotor structure described in Figure 4
is established by following the Newton law.

M · q̈ + (C + Ω · G) · q̇ + K · q + Fn = Fu + Fg, (15)

where q refers to the displacement coordinate vector, includ-
ing the displacements of four discs, which are numbered from
(#2 to #5) and two ball bearings, which are numbered as #1
and #6 along the x-axis and y-axis, respectively. M, C, G
and K are corresponding mass, damping, gyro and stiffness
matrices. Fn refers to the bearing force, Fu refers to the un-
balanced force and Fg gravity. Ω is the rotating speed.

In numerical simulation, the deep groove bearing force
model is adopted [40]. In the model, the bearing force of
the right end is Fbx1

Fby1

 = Cb

Nb∑
i=1

(δ1iH [δ1i])3/2

 cos θ1i

sin θ1i

 , (16)

where δ1i = x1 cos θi + y1 sin θi − δ0. θi is the position of i-
th ball. Cb is the Hertz contact stiffness. H[·] is Heaviside
function and δ0 is the radial clearance.

Accordingly, the left end force can be expressed as Fbx2

Fby2

 = Cb

Nb∑
i=1

(δ2iH [δ2i])3/2

 cos θ2i

sin θ2i,

 , (17)

where δ2i = x6 cos θi + y6 sin θi − δ0.
Figures 5–7 give the responses of the vertical responses,

horizontal responses and forces of the numerical simulation
results of the system described by eq. (15). These data will
be then used as training data to train the proposed network in
numerical sense.

4.2 Identification of the trail weight and response pre-
diction of the system

In numerical validation, the training dataset is the simulation
responses of the rotor model described by eq. (15). The eq.
(15) is integrated by Runge-Kutta method. In the calcula-
tion, the initial values are zeros. The responses of the state
variables which include displacement and velocity are got by
directly integration, while the accelerations are got by solving
the eq. (15) algebraically.

The simulation time span is 20 s, with time interval of
0.001 s. The length of the data set is fixed to 20000. In this
example, the length of sample is set to 1. Inputting the joint
configurations (q, q̇, q̈), by optimizing the loss function of the
τs-dimensional outputs and the measured τsm, the trainable
parameters can be updated. Adam optimizer, mean square
error of τsm and τs and mini-batch of 128 are applied.

The predictions of the unbalanced forces are given in Fig-
ure 8. The corresponding identification results are listed in
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Figure 4 (Color online) Schematic diagram of the rotor.
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Figure 5 (Color online) Vertical responses of (a) node 1, (b) node 2, (c) node 3, (d) node 4, (e) node 5 and (f) node 6.

Table 1. The pre-set values are randomly chosen in this sim-
ulation, which are also listed in Table 1.

Based on the identification results listed in Table 1, the ro-
tor system with pre-set imbalance is balanced. The balancing
results are shown in Figures 9 and 10. In Figure 9, the red
lines give the responses of nodes of #1 to #6 in vertical di-
rection with pre-set imbalance. The black broken lines are

Table 1 The identification results in numerical way

Pre-set value Identification value

Amplitude on correction plane one 1.1 1.0902

Phase on plane one π/2 1.8236

Amplitude on correction plane two 1.1 1.1037

Phase on plane two π/3 1.3392

the response curves when the rotor is balanced by the identi-
fication value of imbalance listed in Table 1. Comparing the
amplitudes of the responses curves before and after balanc-
ing, it is noting that the balancing effect is reasonable as the
amplitudes of the responses reduce significantly. In Figure
10, the comparison results are given in horizontal direction.
It can be found that the results in horizontal direction follow
the same trends as those in vertical direction but with the bal-
ancing effects not as good as those in vertical direction.

5 Experimental analysis

5.1 Set up of experimental rig

In order to study this problem in practical way, an experi-
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Figure 6 (Color online) Horizontal responses of (a) node 1, (b) node 2, (c) node 3, (d) node 4, (e) node 5 and (f) node 6.
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Figure 7 (Color online) Forces of (a) bearing 1 in vertical direction, (b) bearing 1 in horizontal direction, (c) bearing 2 in vertical direction and (d) bearing 2
in horizontal direction.

mental rig is established. The overview of the set up rig is
sketched in Figure 11. The rotor rig is composed of a rotor
base, a speed-regulating motor, two bearing supports, an elas-
tic coupling, a rotor shaft, four rotor discs, six eddy current
sensors, two dynamic force sensors, a photoelectric test sen-
sor and a signal amplification and a storage module. The fun-
damental part of the rig is a single rotor with four discs and

two ball-bearing supports. The rotor is driven by a speed-
regulating motor with maximum power of 148 W. The mo-
tor driver rectifies the 220 V AC power supply and outputs a
PWM signal to drive the rotor. Connected with a elastic cou-
pling, the rotor rotating speed can be adjusted from 0 to 2000
r/min. The rotor is supported by two ball bearings, which
mounted elastically on the base. The distance between two
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Figure 8 The predictions of the unbalanced forces and their identifications. (a) Correction plane 1 and (b) correction plane 2.
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Figure 9 Balancing results of (a) node 1, (b) node 2, (c) node 3, (d) node 4, (e) node 5 and (f) node 6 in vertical direction.

bearings is 375 mm. Between them, four discs are installed
equidistantly. Each disc has a diameter of 50 mm and a thick-
ness of 16 mm. From right to left in front view of the rig
(Figure 11(b)), two bearings and four discs are numbered by
#1 to #6 successively.

Six eddy current sensors are installed near each numbered
nodes separately through brackets to collect displacement
signals of the horizontal vibration of the chosen nodes. Two
dynamic force sensors are amounted at #1 node and #6 node
to measure the forces, which will be used to estimate the hor-
izontal components of bearing forces. A photoelectric sensor
is installed on the side of the coupling through a bracket and
a piece of reflective paper is attached to the coupling. The
photoelectric sensor generates a pulse with the rotating fre-
quency. This pulse signal serves as a reference for the ro-

tating speed and initial vibration phase. A signal collection
equipment with type of DH5922N is used to amplify, rectify
and store the measured signals. The sampling frequency is set
to 500 Hz. The sensors used to measure the data are shown
in Figure 12.

5.2 Experimental data preparing

The frequency of vibration caused by imbalance distribution
equals to the rotating speed. Thus, the raw measured re-
sponses need pre-processing before being used for balancing
process. The working frequency is set to 1500 r/min. Thus,
a band-pass filter from 5 to 30 Hz is applied to the measured
response. Then the base frequency component is filtered for
balancing.
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Figure 10 Balancing results of (a) node 1, (b) node 2, (c) node 3, (d) node 4, (e) node 5 and (f) node 6 in horizontal direction.

(a)

(b)

(c)

Figure 11 Overview of the experimental rig from (a) top direction, (b) front direction and (c) side directions.

5.3 Compared approach

In this subsection, two approaches are applied to identify the
equivalent imbalance masses on selected correction planes.
The first one is the baseline, i.e., only unsupervised mecha-
nism is applied to the whole network and no Lagrangian layer

is applied. For the second approach, the unsupervised deep
learning balancing method is adopted. In both approaches,
#2 and #5 discs are selected as correction planes. The radium
of balancing groove is 40 mm on each disc.

For unsupervised deep learning method, not only the pre-
processed raw signals measured from #1 to #6 nodes, but also
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(a) (b)

Eddy current sensor

Force sensor

Figure 12 (Color online) Instruction of the sensors implemented in the experimental rig. (a) Eddy current sensor and (b) dynamic force sensor.

the forces measured by dynamic force sensors are used for
training the network. The displacements are measured di-
rectly. The velocities and accelerations are got by deriving
the displacement numerically. The bearing forces can be es-
timated by solving eq. (11) with the reference of measured
force signals algebraically.

The raw data are collected within a time period of 15 s
with sampling frequency of 500 Hz. The length of each sam-
ple is set to 1, which means the size of the training data is
7500. Then, the joint configurations (q, q̇, q̈) from the train-
ing dataset will be input to the network described in Figure
3(b). The joint optimization function described by eq. (14) is
used for training process. The mean square error is adopted
for calculating the loss. Meanwhile, mini-batch with size of
128 and Adam optimizer are applied in the training of the
network. After 2000 epochs, the predictions of the unbal-
anced forces are fitted for balancing the rotor. The results
by unsupervised deep learning (UDL) and unsupervised deep
Lagrangian network (UDLN) are listed in Table 2.

With the identification results of the amplitudes and the
phases of the unbalanced forces by UDL and UDLN, the
experimental rotor structure can be balanced. The perfor-
mance after balancing is illustrated by Figure 13. In Fig-
ure 13, light blue lines indicate the responses of unbalanced

Table 2 The identification results of the imbalance mass distribution

UDL UDLN

Correction mass at plane 1 8.42 g 7.37 g

Correction phase at plane 1 285.2◦ 267.0◦

Correction mass at plane 2 6.3 g 4.17 g

Correction phase plane 2 156.4◦ 303.3◦

rotor system after pre-processing. The black broken lines
give the responses of the balanced rotor after balancing by
results from UDL. The red curves are the responses of the
rotor balanced by UDLN. From the comparisons, we could
find that both UDL and UDLN can balance the rotor and the
amplitude of the the responses reduce significantly after bal-
ancing. With these two methods compared, the results by
UDLN are better than UDL.

6 Conclusions

A deep Lagrangian learning based rotor dynamical balancing
method is proposed in this work. With joint configurations of
the general state variables and accelerations in just one run of
the system, the proposed method balances the rotor structure.
That means the proposed method realizes the balancing pro-
cess without weight trails. A particular Lagrangian layer is
applied to the architecture of the proposed network to intro-
duce prior physical knowledge of the mechanical system to
understand the essential better. Meanwhile, the unsupervised
mechanism is introduced in the network to learn unbalanced
force without the help of labeled data. Both the numerical and
experimental studies are conducted to prove the validation of
the proposed method. The balancing results of the simulation
and experiment prove that the proposed method is reasonable
and comparative (costless and better performance).

Meanwhile, it is worth noting that in the architecture of the
proposed network, almost all parameters could be adjusted
and optimized, which leaves us an optimization problem for
further development of the balancing performance. And the
sample data size can also be enlarged, so that more historic
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Figure 13 Balancing effects: (a) on node #1, (b) on node #2, (c) on node #3, (d) on node #4, (e) on node #5, (f) on node #6.

information can be involved. All these perspectives deserve
further study.
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