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Sentiment analysis is one of the most popular research areas in natural language processing. It is extremely useful in many appli-
cations, such as social media monitoring and e-commerce. Recent application of deep learning based methods has dramatically
changed the research strategies and improved the performance of many traditional sentiment analysis tasks, such as sentiment
classification and aspect based sentiment analysis. Moreover, it also pushed the boundary of various sentiment analysis task,
including sentiment classification of different text granularities and in different application scenarios, implicit sentiment analysis,
multimodal sentiment analysis and generation of sentiment-bearing text. In this paper, we give a brief introduction to the recent
advance of the deep learning-based methods in these sentiment analysis tasks, including summarizing the approaches and ana-
lyzing the dataset. This survey can be well suited for the researchers studying in this field as well as the researchers entering the
field.
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1 Introduction

Sentiment floods our everyday life: people tweet and express
opinions on their daily life and hot topics, consumer read
product review before shopping and write reviews after ex-
periencing product or service, retailer and manufactures im-
prove their products or service through surveying and ana-
lyzing people’s opinions, etc. Thus, mining the sentiment
exists in these user-generated contents has been a hot re-
search topic in natural language processing, data mining, web
mining and social media analysis, drawing growing attention
from both research and industry communities during the past
two decades.

Before the era of deep learning, machine learning based
methods with rich hand-craft features dominate the field of
natural language processing as well as sentiment analysis.

*Corresponding author (email: yyzhao@ir.hit.edu.cn)

Since the past decades, neural network-based feature extrac-
tors [1,2] have become predominant for their superior ability
in automatically extracting meaningful and abstract semantic
features for sentiment analysis, which take place of previous
sparse and high-dimensional feature engineering based meth-
ods. In this paper, we introduce common and practical struc-
tures used for deep learning-based sentiment analysis tasks
as well as specialty of sentiment analysis problems in recent
advance of this field.

Twenty years ago, the first sentiment analysis task was to
determine whether a word is positive or negative. And this
simple task started the intense research of sentiment analysis.
There are so many researches and applications in this field,
and in this paper we focus on the most fundamental tasks
such as sentiment classification and aspect based sentiment
analysis, and some recently promising tasks such as implicit
sentiment analysis, multimodal sentiment analysis and senti-
ment generation, which are listed in Figure 1. We will give a
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Figure 1 (Color online) The framework of sentiment analysis.

discussion about these tasks.

(1) Sentiment classification is a typical kind of classifica-
tion task. According to different text granularities, we can
obtain two general tasks, coarse-grained and emotion classi-
fication. Since the deep learning techniques can dramatically
improve the classification problems, the deep learning mod-
els especially the recent BERT [3] can be helpful for both
coarse-grained and emotion classification, even if we do not
use other sentiment features. Therefore, in this filed, we can
shift our attentions to the meaningful cross-domain and cross-
lingual tasks, due to the fact that some domains or some lan-
guages do not have enough labeled data.

(2) Aspect based sentiment analysis (ABSA) aims to
change an unstructured piece of review into a structured
form. It includes many fundamental tasks, such as aspect
extraction, polarity word extraction, aspect- polarity term co-
extraction. Besides, it also includes an aspect-based senti-
ment classification (ASC) task, which is used to determine
the sentiment polarity of a sentence towards an aspect. ABSA
tasks along with sentiment classification are very useful and
can be widely used in many different applications. We can
explore many extensions of ABSA tasks, and stance detec-
tion is a typical one.

(3) Implicit sentiment mainly refers to a review without
obvious polarity words. These implicit sentiment reviews are
difficult to be processed. For instance, “There is a layer of
dust on the table” expresses a negative sentiment towards the
sanitary condition in a hotel review. This is a very promis-
ing research point, since solving this problem can further im-
prove the performances of sentiment classification and the
ABSA. We summarize that implicit sentiment analysis in-
cludes two parts: fact oriented and rhetoric oriented. There
are many interesting ideas for both parts.

(4) Multimodal sentiment analysis (MSA) aims to analyz-

ing the sentiment using multiple modalities. Multimodality
is a brand new way to analyze sentiments. Sentiment, es-
pecially emotion is very rich, some of them cannot be re-
flected from just one modality. Besides the text, the com-
monly used modalities are acoustic and visual. Recently, a
number of multimodal corpora are emerged, and it can pro-
mote the development of multimodal sentiment analysis. And
the achievements from MSA can improve the traditional sen-
timent analysis.

(5) Sentimental text generation aims to generate a new text
with sentiment according to different application scenarios.
In this field, dialogue based sentiment content generation is
an important task, since in dialogue system especially talking
to a chatting robot, we need to identify the person’s emo-
tion and generate the response with proper emotion. Besides,
there are other sentiment generation tasks, such as sentiment
summary, and text sentiment transfer. In general, sentiment
generation is tightly linked to specific applications.

As the research field of sentiment analysis is inextricably
bound to psychological sciences that attempt to understand
human emotions, deep understanding of sentiments may need
with more brain-inspired and psychologically motivated rea-
soning methods [4].

In the following, we will describe the above five sentiment
analysis tasks at different granularity and different applica-
tion scenarios. We mainly discuss how to use the neural net-
works, summarizing the models and providing the datasets.
We finally conclude this paper and discuss future directions.

2 Sentiment classification

Task definition Sentiment classification is one of the fun-
damental tasks in sentiment analysis, which focuses on clas-
sifying the sentiment orientation of a given text sequence
(Figure 2). A text sequence could be a short phrase, a sen-
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Figure 2 (Color online) A general architecture of sentiment classification model.

tence, or a long document. Such variance in text length re-
sults in different complexity of semantic composition. Be-
sides, the output label could be one of sentiment labels (posi-
tive, negative, neutral), star ratings or emotion labels (happy,
sad, angry, surprise, etc.).

2.1 Sentiment classification of different granularities

2.1.1 Sentence-level sentiment classification

Sentence-level sentiment classification studies classifying the
polarity of a given sentence. For instance in Table 1, a classi-
fier should classify the second sentence as negative for it ex-
pressing an overall negative opinion. Roughly, existing mod-
els can be divided into the following categories.

NN w/o attention Kim [5] leveraged convolutional neu-
ral network to model sentence with convolution and pooling
operations. Wang [6] proposed a disconnected recurrent neu-
ral network which limited the information flow to fixed steps
in vanilla RNN.

NN with attention Lin et al. [7] applied self-attention
during sentence modeling. Wang et al. [8] adopted capsule
network based method where a positive and a negative cap-
sule were employed to capture corresponding sentiment fea-
tures.

NN with external resources Many external resources,
which include sentiment lexicons, POS tagging tools, syntac-
tic and dependency parsing tools, SenticNet, etc., can usually

Table 1 Examples of sentiment classification

Text Sentiment

This cake tasted pretty good. Positive

The movie is quite boring. Negative

provide complementary information for sentiment classifica-
tion. As sentiment lexicons contain general and accurate sen-
timent scores for sentiment words, Teng et al. [9] combined
them with context-sensitive weights to decide final sentiment
score. Different from this, Tay et al. [10] treated sentiment
lexicons as a word-level prior and utilize attention mecha-
nism over positive and negative lexicons to improve senti-
ment feature extraction. Socher et al. [11] applied recursive
auto-encoder and recursive neural tensor network on top of
a parsing tree. Tai et al. [12] and Zhu et al. [13] extended
the basic LSTM with tree topology. Qian et al. [14] used
linguistic rules like negation and intensification to regularize
the hidden feature of a LSTM network. Zhang et al. [15]
designed an information distilled LSTM (ID-LSTM) which
delete unnecessary words and a hierarchical structure LSTM
(HS-LSTM) which learned to compose words into phrases
with deep reinforcement learning based method.

2.1.2 Document-level sentiment classifications

Similar to sentence-level sentiment classification, document-
level sentiment classification focuses on identifying the sen-
timent polarity of a given document. While it is hard for
RNN-based sequence models to learn long range semantic
dependency in long documents, most existing work adopts a
hierarchical structure: first model word-to-sentence compo-
sition and then sentence-to-document composition.

Hierarchical modeling Tang et al. [16] proposed
GRNN with hierarchical composition structure, which first
modeled each sentence with a CNN or LSTM and then fed
these sentence representations into a bi-directional gated neu-
ral network. To better capture the most salient semantics in
both word-to-sentence and sentence-to-document composi-
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tion phases, Yang et al. [17] utilized a hierarchical attention
structure.

Incorporate user and product information While
many documents come from product reviews, the user pref-
erence and product detail information are ignored if only us-
ing the above mentioned methods. To this end, Tang et al.
[18] proposed to use user and product matrix to encode their
information respectively. They first captured user-text and
product-text representations through matrix product. Then
they linearly concatenated two representations and apply a
“tanh” non-linearity, a convolution and pooling operation to
get the final sentence feature capturing user and product in-
formation. Chen et al. [19] replaced user and product ma-
trix with user and product vectors respectively. Then they
used concatenated vectors to attend the text from both word
and sentence level. Dou [20] attacked the problem using a
deep memory network where reviews of the same product
and of same user are stored in the memory and a multi-hop
attention was applied over the constructed memory. Wu et
al. [21] extended Chen et al. [19] by introducing two extra
loss for user-weighted document representation and product-
weighted document representation respectively.

Apart from RNN-based models, recent application of
graph neural networks has also improved the performance
of sentiment classifiers. Yao, Mao and Luo [22] proposed
a text graph convolutional network to joint learn embeddings
for both words and documents which outperforms state-of-
the-art methods without any external word embeddings and
knowledge.
Discussion Though previous work achieved great results
on benchmark datasets, most of them focused on designing
architecture to learn better sentiment semantic representation
from text alone. Some used external features like dependency
parsing and lexicons that provided supplementary informa-
tion to original text. Recent advances in deep contextual-
ized word representations and language models have provide
better use of context modeling of large-scale unlabeled data.
We hope to see successful application of sentiment-specific
pre-trained language models just like sentiment-specific word

embeddings (SSWE [23]).

2.2 Sentiment classification with domain transfer

Due to the discrepancy existing among different domains,
sentiment classifier that trained one domain may not perform
ideally on new domains, thus requesting more sophisticate
methods to bridge such feature gap among domains. To solve
this problem, two tasks are well-studied, which are cross-
domain and multi-domain sentiment classification. Cross-
domain sentiment classification focuses on learning a trans-
ferable feature extractor without using target domain data or
only using limited amount of target domain data, while multi-
domain sentiment classification task aims to develop a model
that is trained using data from multiple domains to achieve
best average performance on all these domains. In Figure 3,
we give an example of cross domain sentiment classification
from electronic domain to kitchen domain.

2.2.1 Cross-domain sentiment classification

Adversarial shared-private network Li et al. [24] in-
troduced an end-to-end adversarial memory network (AMN)
to learn domain-invariant pivot sentiment features through
multi-hop attention over memory network.

New pivots Yu and Jiang [25] proposed to use auxil-
iary tasks of whether an input sentence contains a positive
or negative domain independent sentiment words to learn ro-
bust sentence embeddings across domains. Furthermore, Li
et al. [26] took detecting domain-specific sentiment words as
another auxiliary task and proposed a hierarchical attention
transfer network (HATN), which facilitated automatic extrac-
tion of pivots and non-pivots compared to previous work.
Zhang et al. [27] proposed an interactive attention trans-
fer network (IATN) that incorporated additional information
from shared aspects as pivots for domain transfer.

2.2.2 Multi-domain sentiment classification

Multi-domain sentiment classification task is useful for the

... ...

Figure 3 (Color online) A example of cross domain sentiment classification: from electronic domain to kitchen domain.
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scenario where we have many different domains while each
domain only has limited amount of labeling data. For multi-
domain sentiment classification task, existing methods can be
divided into several groups.

Shared-private network One major line is to exploit
the shared-private framework, where domain-agnostic fea-
tures are captured at the shared networks (usually stacked
BLSTMs) and domain-specific representations by feature ex-
tractor of each domain. Most model simply combine these
two parts and feed them into a shared sentiment classifier for
final sentiment labels.

Adversarial shared-private model Liu et al. [28]
found that shared representations acquired from simple pa-
rameter sharing may contain domain-specific feature which
could contaminate performance. They applied adversarial
domain classification into the shared part to force the learn-
ing of domain-agnostic sentiment features. Chen and Cardie
[29] extended this framework with theoretical justifications.

Domain attention-based Another line of work [30–32]
implicitly utilized such share-private ideas where they first
learn domain-specific query vectors and then used these to
compose domain-specific representation by attending the out-
puts from shared sentence encoder. Liu et al. [30] used
domain descriptor to attend the general sentence representa-
tions and enhanced that representation with external domain
knowledge memory. Zheng et al. [31] first used a sentence
encoder with domain classifier on top to extract domain spe-
cific query vector and then used that vector to attend outputs
of the other encoder. Similar to this, Cai and Wan [32] treated
the domain-specific query vector as domain embeddings and
added that to input of every word in the other encoder.

Discussion Existing work has tried various methods to
learn domain-invariant representations for domain-transfer
tasks for cross-domain sentiment classification and extra
domain-aware sentence representation for multi-domain sen-
timent classification. For future work, we would recommend
the application of concatenating both general pre-trained lan-
guage models and light-weighted revised domain-specific
pre-trained language models.

2.3 Sentiment classification with language transfer

As deep learning based methods rely heavily on annotated
data and sentiment resources differs among languages, it is
necessary to adapt sentiment resources in resource-rich lan-
guages to resource-poor (compared to English) languages.
Thus, the task of cross-lingual sentiment classification tack-
les the problems of learning a sentiment classifier that works
well on target language without any labeled data of that lan-
guage. Similarly, multi-lingual sentiment classification fo-
cuses on building a sentiment classifier that works well on

average in all the languages of interest.
Zhou et al. [33] first translated training data into target

language and then developed a hierarchical attention based
BLSTM model for joint training on the source language data
and corresponding translated data. In this way, they learned
a robust sentiment classifier for the target language, which
was verified on a benchmark dataset using English as the
source language and Chinese as the target language. Chen et
al. [34] proposed adversarial deep averaging networks where
they applied an adversarial language discriminator to push
the shared deep averaging network based feature extractor
to learn language-independent sentiment feature. The model
was trained using the labeled data from source language and
unlabeled data from both languages, which greatly outper-
formed a strong pipeline method based on Google Transla-
tion.

Different from previous work that only has one source lan-
guage to transfer, Chen et al. [35] studied the problem of
cross-lingual sentiment classification using multiple sources.
Apart from learning language-invariant sentiment features,
they also exploited the Mixture-of-Expert structure to learn
specific features shared by certain languages. Akhtar et al.
[36] leveraged bilingual word embeddings learned through a
parallel corpus and achieved good performance in both cross-
lingual and multi-lingual settings.

Discussion Similar to domain transfer problems in senti-
ment classification, it would be interesting to see better lever-
age of text encoders earned from large-scale unlabeled cor-
pus for each language to find more robust pivots for language
transfer tasks in sentiment analysis.

2.4 Emotion classification

To depict a person’s diverse emotion state on social media,
the task of emotion classification is introduced. This task is
generally considered as a multi-label classification problem
where a classifier need to tag a text snippet with multiple la-
bels, e.g., “happy”, “sad”, “anger”, “disgust”, “surprise” or
“fear”. As each sentence may contain one or more emotions,
the multi-label emotion classification task is either tackled as
several binary classification problems or solved by selecting
labels with probabilities over a preset threshold [37].

Felbo et al. [38] proposed an attention-based BLSTM
model and Kim et al. [39] develop an attention-based CNN
model for emotional classification. Abdul-Mageed and Un-
gar [40] improved the performance of emotion classification
by building a very large dataset for fine-grained emotions for
training deep learning models. Wang et al. [41] explored
the problem of code-switch emotion classification, where the
input text may contain multiple languages. They design a
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bilingual attention network (BAN) model to select informa-
tive words both mono-lingually and bilingually to generate
document representations and combine these feature vectors
for final emotion prediction.

2.5 Datasets and evaluation metrics

We summarize the benchmark datasets for coarse-grained
sentiment classification in Table 2. On most of the above
datasets, models are evaluated using classification accuracy.
For Tang2015, MAE and RSME are also calculated.

• MR [42] This dataset is introduced in 2002 and has
been widely adopted since then. It is constructed from IMDB
reviews with apparent ratings, which are transformed into
three categories: positive, negative and neutral.
• CR [43] This dataset is collected by Hu and Liu [43]

in 2004 with product reviews of camera, dvd, mp3 and cell
phone.
• SST [11] This dataset contains 215154 phrases with

fine-grained sentiment labels in the parse trees of 11855 sen-
tences in movie reviews. It is usually used for binary or five-
way sentiment evaluation.
• Twitter [44] This dataset is used in one of the shared

tasks of SemEval2017 Task 4 Subtask A. It is used for ternary
sentiment classification on Twitter.
• IMDB [45] This dataset is also extracted from IMDB

website. It is a binary sentiment classification dataset con-
sisting of 50000 balanced positive and negative reviews.
• Yelp [46] This dataset is obtained from Yelp Dataset

Challenge in 2015. Both binary and five-way classification
tasks are provided.
• Tang2015 [18] This dataset differs from previous

dataset in that it has additional provided the user who wrote
the text and the product the text is written for. Reviews came
from IMDB and Yelp.

Table 2 Statistics of several sentiment classification datasets

Task Granularity Dataset Domain Size

Sentiment

Sentence

MR Product review 2k

CR Movie 3k

SST-2 Movie 11k

SST-5 Movie 94k

Twitter Twitter 10k

Document

IMDB Movie 50k

Yelp-2 Yelp review 500k

Yelp-5 Yelp review 3k

Tang2015 Yelp, IMDB 394k

Document, Sentence MTL Product, movie 32k

Document Amazon Product 8k

Emotion Sentence NT News title 1.2k

• Amazon [47] This dataset comes from Amazon prod-
uct reviews of Book, DVD, Kitchen and Electronic domains.
It is one of the most widely used MDTC datasets. It was
already preprocessed into bag of features.
• MTL [28] This dataset is proposed for multi-domain

sentiment classification and contains data from 16 domains,
14 of which are Amazon product reviews and 2 from movie
reviews.
• NT [48] This dataset is extracted from news websites

and newspapers and titles of news are labeled with predefined
six emotion categories.

3 Fine-grained sentiment analysis

Apart from the overall sentiment orientation of a given text,
knowing who or what the opinion is targeted at and what ex-
pressions people use to describe their opinions are even more
crucial for real word applications. The task of fine-grained
sentiment analysis involves a number of above mentioned
tasks, which are the identification of opinion targets or aspect
terms (ATE), the extraction of opinion expressions and the
classification of targeted or aspect based sentiment (ASC).
Here, an aspect is an attribute of a target entity, e.g., the key-
board of a laptop. For some dataset, there exists an aspect
category classification task (ACC) where a text need to be
examined of whether talking about a pre-defined aspect cat-
egory. Correspondingly, ACC is usually follwed by a aspect
category based sentiment classification (ACSC). Figure 4 il-
lustrate an example of aspect based sentiment analysis task.

For the following subsections, we mainly describe related
work on opinion expression extraction, opinion target extrac-
tion and joint tasks of these problems.

3.1 Opinion target/aspect term extraction

Task definition The task of opinion term extraction studies
the extraction of targets or aspect in an opinionated text and
serves as the prerequisite for performing target-based and as-
pect based sentiment classification. For example, in Figure
4, an opinion term extractor need to identify both food and
service.

Existing work can be summarized according to their model
structures and adopted resources as follows.

Figure 4 (Color online) An example of fine-grained sentiment analysis.
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NN with novel structures Liu et al. [49] first investi-
gated RNN based model with different types of embedding
on aspect term extraction and outperforms feature-rich CRF-
based models. Li et al. [50] leveraged aspect-aware sentence
summarization and coordinate structure and tagging schema
constraints on aspect detection to better extract aspect terms.
Ma et al. [51] considered aspect term extraction task as a
sequence-to-sequence (seq2seq) learning task and incorpo-
rate corresponding word representation and position-aware
attention during label decoding. Liao et al. [52] studied an
unsupervised aspect extraction method which leverage both
sentence-level and word-level context. Through investigating
the word distribution in sentence-level and word-level con-
text, they find that aspect-words and non-aspect-words do ex-
hibit different context.

NN with domain knowledge Domain-specific knowl-
edge exists both in annotated data and large scale unanno-
tated data. To leverage knowledge of aspect term extraction
over existing annotated domains, Shu et al. [53] built a life-
long learning CRF model which continues to improve with
experience in its application. Since word embedding trained
on domain-specific corpus implicitly push words with simi-
lar context as aspect term words into neighboring semantic
space, Xu et al. [54] proposed a simple CNN based model
that combines both general purpose embeddings and domain-
specific embeddings, which achieves superior performance
without using any additional supervision.

NN with external resources Apart from domain-
specific resources, domain-invariant resources including de-
pendency parsing results, general word embeddings and sen-
timent lexicons are often used for aspect extraction. Yin et
al. [55] encoded dependency path relationship with a RNN
and combine that with linear context of each word as feature
fed into CRF model for aspect term labeling. He et al. [56]
proposed an unsupervised attention-based aspect extraction
(ABAE) model where they use word embeddings to discover
coherent aspects and apply attention to deemphasize irrele-
vant words. Karamanolakis et al. [57] explored the task of
aspect detection on product review data with a weakly su-
pervised model based on teacher-student schema, which out-
performs previous weakly supervised models not effectively
leveraging seed words.

Furthermore, some work studies the problem of cross-
lingual aspect extraction where alignment of aspect terms in
different languages are learned. Wang and Pan [58] devel-
oped a transition-based cross-lingual aspect extraction model
that leverages invariant configurations in a transition sys-
tem for transfer. Jebbara and Cimiano [59] leveraged multi-
lingual word embeddings to conduct zero-shot cross-lingual
opinion target extraction.

3.2 Opinion expression extraction

Task definition The task of opinion expression extraction
is to identify the span of text that expresses subject opinion
in a sentence or document. Typically, the task is tackled as
a sequence labeling problem using BIO tagging schema. For
the example in Figure 4, good and dreadful are opinion words
that reveal customer’s opinions.

Irsoy and Cardie [60] applied a deep bidirectional RNN for
opinion expression detection, outperforming shallow RNN
and CRF baselines.

3.3 Aspect-based sentiment classification

Instead of given an overall polarity label towards the sen-
tence, aspect-level sentiment analysis [61, 62] tried to infer
the sentiment orientation of the whole sentence towards a
given target entity, an aspect of that entity (i.e., aspect term)
or an aspect category, thus the task is usually considered as
a fined-grained classification task in terms of its granularity.
We usually refer to it as aspect-based sentiment analysis. An
aspect term can be an attribute of entity, e.g, the keyboard of a
laptop while an aspect category are pre-defined by users, e.g,
atmosphere or service of a restaurant. Take the review in Fig-
ure 4 as example, the sentence expresses a positive sentiment
towards food while a negative one towards service. Different
targets have different opinion context and it is hard to accu-
rately capture the surrounding context for a given sentence.
Therefore, sophisticate structures are required to capture the
semantic relatedness between a given sentence and each of
its target. As most existing work in aspect-based sentiment
classification and target-based sentiment classification shares
similar structures, here we use “target-” and “aspect-” inter-
changeably for simplicity.

In the following, we assume that targets or aspects have
been given along with the input sentence. Most related work
falls into the following categories.

NN for target-aware sentence representation Tang et
al. [63] proposed a Target-dependent LSTM (TD-LSTM)
and a Target-connection LSTM (TC-LSTM) to model target-
aware sentence representation. In TD-LSTM, Tang et al.
used forward and backward LSTM towards the position of
a target. In TC-LSTM, they added the averaged target repre-
sentation to each input of TD-LSTM. Tang et al. [64] utilized
a deep memory network based model to capture aspect-aware
sentence representation with multiple hops of attention pro-
cess. Their model outperforms LSTM structures in terms of
both performance and speed by a large margin. Chen et al.
[65] went one step further. They employed a separate RNN
instead of a linear transformation to link multiple attention
computation layers and leverage the power of such non-linear
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feature extraction to get better performance on a variety of
datasets. Wang et al. [66] employed a attention-based LSTM
for aspect-category sentiment classification. They concate-
nated word embedding and aspect category embedding to
form the new input for the network, which took advantage of
aspect information and better modeled the inter-dependency
between words and the input aspect. Then the hidden layer
outputs of BLSTM network were aggregated using attention
mechanism with respect to the input target.

Vo and Zhang [67] tackled target-dependent twitter sen-
timent classification using automatic features including
sentiment-specific embeddings, neural pooling operations
and sentiment lexicons. Liu and Zhang [68] also split the
input text into left and right context with respect to a given
target. However, different from Tang et al. [63], they applied
attention mechanism instead of simple LSTM to better ex-
tract target-aware context from left and right side. Wang and
Lu [69] investigated a segmentation-based attention model
which leverage the power of CRF in discovering latent opin-
ion words. By modeling such correlation between the given
aspect and extracted latent opinion words, their model exhib-
ited great performance gain as well as interpretable opinion
expressions for the polarity prediction.

NN with target-sentence co-attention Ma et al. [70]
proposed an interactive attention network (IAN) that em-
ployed both aspect-to-sentence and sentence-to-aspect atten-
tion to capture the most salient feature from both the aspect
and the sentence. They took the concatenation of aspect-
aware sentence representation and sentence-aware aspect rep-
resentation for final sentiment classification. More recently,
due to the superior capability of pre-trained language model
BERT in modeling relationships between sentence pairs, Sun
et al. [71] inflated (aspect, sentence) pairs into sentence pairs,
which is the same format as BERT’s next sentence prediction
(NSP) pret-training task. The performance of such transfor-
mation outperformed previous attention-based models by a
large margin.

NN with structure information. Dong et al. [72] pro-
posed adaptive recursive neural network (AdaRNN) where
the sentiment of context towards the target propagates over
a dependency tree and the feature vector from the root node
were used for final sentiment prediction. He et al. [73] im-
proved previous method by better modeling of target rep-
resentation and incorporating dependency parse tree into to
aspect-to-sentence attention process. Specifically, they used
an auto-encoder for ensuring the quality of aspect embed-
dings and measure the importance of each opinion word in
the context by its distance from the aspect in the dependency
path. Ruders et al. [74] proposed a hierarchical attention
based BLSTM model and demonstrated its effectiveness of

modeling the implicit rhetoric structure among sentences in a
document.

NN with explicit multi-aspect modeling While previ-
ous work deals with aspect terms in a sentence separately,
Hazarika et al. [75] and Majumder et al. [76] noticed that
it would be helpful to mine the relationship among different
aspects in the same sentence. Hazarika et al. first modeled
the (aspect, sentence) pair with a structure similar to ATAE
of Wang et al. [66] and then fed all the aspect-aware sentence
representations to another LSTM by the order of their corre-
sponding aspect in the sentence, which indeed outperformed
original ATAE model that did not capture such inter-aspect
relationships. Compared with Hazarika et al., Majumder et
al. applied an extra memory network based structure on top
to strengthen its ability of extracting more abstract aspect-
aware sentence representations.

NN with external resources Ma et al. [77] proposed
an extension of LSTM, termed Sentic LSTM to integrate
commonsense knowledge into recurrent encoder and employ
a hierarchical attention mechanism consisting of a target-
level attention and a sentence level attention. In their Sen-
tic LSTM, they select a set of knowledge concept candidates
to serve as complementary information to the text sequence
and encode these candidates into the revised LSTM. As an-
notating aspect-level data are difficult and expensive, exist-
ing aspect-level sentiment classification datasets are usually
small, which may hinder the training and application of neu-
ral models. Since it is relatively easy to get sentiment polarity
label of document and sentences, He et al. [78] exploited
document-level data into attention-based LSTM networks
through multi-task learning or pre-training feature extractor
on document-level sentiment classification data. Chen and
Qian [79] proposed TransCap which leverages Capsule Net-
work to transfer sentiment knowledge from document-level
labeled data to aspect-level sentiment classification. Similar,
Li et al. [80] noticed that even inside aspect-level sentiment
classification, it is relative more easy to access aspect cate-
gory based classification data than aspect term based data, as
aspect category is a set of user pre-defined labels while aspect
terms vary a lot from each other. To this end, they proposed
a multi-granularity alignment network (MGAN) to leverage
knowledge from rich-resource aspect category based classi-
fication data to low-resource aspect term based classification
data through a coarse2fine attention structure.

3.4 Joint tasks

3.4.1 Joint extraction of aspect and opinion term

NN with aspect-opinion interaction Wang et al. [81] pro-
posed a joint model based on recursive neural networks and
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CRF to explicitly co-extract aspect terms and opinion words
under a unified tagging framework, which prove the effec-
tiveness of exploiting connection between aspect term and
opinion expressions. Li and Lam [82] employed two LSTMs
with extended memory to extract aspect and opinion terms
via memory interaction. They also add another sentimental
LSTM to enhance the performance of extraction. Wang et al.
[83] offered a coupled multi-layer attention network (CMLA)
for joint extraction of aspect terms and opinion words. In
each layer, they applied a couple of attention, one for aspect
term and the other for opinion word extraction, with tensor
operations to exploit relationships between two tasks.

Besides, some work also explores this joint task in cross-
domain setting. For instance, Wang and Pan [84] proposed
a recursive neural structural correspondence network (RN-
SCN) which use syntactic relations as invariant pivot infor-
mation for domain transfer. Wang and Pan [85] also proposed
an interactive memory network, which apply local attention
within each domain and global attention between source and
target domains, to capture intra-correlation among opinion
or aspect words themselves as well as interactions between
opinion and aspect words.

3.4.2 Joint extraction of aspect and its sentiment

As this joint task involves both classification and labeling
problem, current work usually copes with it using sequence
labeling based methods under unified tagging schema.

Joint tagging Luo et al. [86] proposed a novel Dual
crOss-sharEd RNN framework (DOER) to solve the joint task
of aspect term extraction and aspect-based sentiment analy-
sis, where both tasks are seen as sequence labeling tasks and
a cross-shared unit is utilized to explicitly model the inter-
action between two tasks. Similar to DOER, He et al. [87]
proposed an interactive multi-task learning network (IMN) to
solve these joint task by introducing an auxiliary classifica-
tion task at document level. The interactions among different
tasks were iteratively passed to each task through a set of
shared latent variables. Peng et al. [88] proposed the task
of extract aspect sentiment triplet (targeted aspect, polarity,
opinion terms). They solved it in a two step manner: (1) first
identified the aspect boundary and classify its sentiment us-
ing a unified tagging schema, (2) then paired up the tuples
with results from first step.

Besides, Li et al. [89] explored the joint task of aspect term
extraction and polarity classification under cross-domain set-
tings. Instead of using the common shared syntactic relation-
ship as a bridge for domain transfer, they proposed a Selective
Adversarial Learning (SAL) method to dynamically learn an
alignment weight for each word.

3.5 Stance detection

Task definition Similar to aspect-level sentiment classifi-
cation, the goal of stance detection is to determine the attitude
of a give text towards a certain entity or claim.

However, different from aspect-level sentiment classifica-
tion, in stance detection the entity may not appear in the
text which makes it even more difficult. Currently, there are
many well-established stance detection datasets constructed
from social media data, e.g., SemEval2016 [90] from English
tweets and NLPCC2016 [91] from Chinese microblogs.

Augenstein et al. [92] proposed a bi-directional condi-
tional encoding method where they use cell output of target
BLSTM to initiate the cell state of text BLSTM. By train-
ing on the combination of data regarding to different topics,
their model significantly outperformed individual classifiers
of previous work on tweet dataset. Du et al. [93] built a
target-augmented attention layer to force the model concen-
trate on most salient features relating to target from the give
text. Yuan et al. [94] explored the problem of answer stance
detection in community question answering platforms where
a model needs to decide whether an answer holds a support
or against attitude towards the entity or claim mentioned in
the question. They employed a recurrent conditional atten-
tion to depict the interaction between question and answer
iteratively.

3.6 Datasets and evaluation metrics

Here we introduce datasets for the above mentioned fine-
grained sentiment analysis tasks, which mostly come from
shared tasks on product reviews and social media data. For
classification-based tasks, accuracy is adopted as evaluation
metric. For extraction-based tasks, F1 score is used for model
comparison.

• SemEval2014 Task4 [61] This dataset introduces an-
notated data from laptop and restaurant domains. There are
two subtasks on laptop domain including aspect term extrac-
tion and aspect-based sentiment classification. For restaurant
domain, extra tasks of aspect category detection and aspect
category polarity classification are provided.
• SemEval2015 Task12 [62] This dataset is a continu-

ation of SemEval2014 Task4 (Table 3), where a new hotel
review corpus is used as out-of-domain ABSA. The restau-
rant dataset here is usually used by combining with that from
SemEval2014.
• SemEval2016 Task5 [95] This dataset extends the

SemEval2014 and SemEval2015 tasks with more domains
and languages, where 19 training and 20 testing datasets for
8 languages and 7 domains are provided. Here, 25 were for
sentence-level and 14 for text-level ABSA.
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Table 3 Statistics of fine-grained sentiment analysis dataset

Name Domain Size Task

SemEval2014 Task 4 Laptop 3.8k ATE, ASC

SemEval2014 Task 4 Restaurant 3.8k ATE, ASC, ACC, ACSC

SemEval2015 Task 12 Restaurant 1.3k ATE, ASC, ACC, ACSC

SemEval2016 Task 5 Product review 70k Multi-lingual and Multi-domain ASC

Twitter Twitter 6.9k ASC

SentiHood CQA 5.2k TABSA

SemEval2016 Task6 Twitter 4.8k Stance Detection

NLPCC2016 Task4 Weibo 5.2k Stance Detection

• Twitter [72] This dataset is collected by using key
words (such as “bill gates”, “taylor swift”, “xbox”, “windows
7”, “google”) to query the Twitter API. It is randomly sam-
pled and balanced.
• Sentihood [96] This dataset is extracted from a QA

platform and is supposed to be far less constrained compared
with data from review specific platforms. This dataset differs
from SemEval2014 in that here different aspects of several
entities may be discussed in the same unit of text.
• SemEval2016 Task6 [90] This dataset comes from

Twitter platform. The key difference between this dataset and
previous datasets is that target of interest may or may not be
referred to in the tweet, and it may or may not be the target of
opinion. The data contains five different targets (“Atheism”,
“Climate Change is a Real Concern”, “Feminist Movement”,
“Hillary Clinton”, and “Legalization of Abortion”).
• NLPCC2016 [91] This dataset provides a Chinese

microblog version of SemEval2016 Task6, where 40000 mi-
croblogs of targets of “iPhone SE”, “Set off firecrackers in the
Spring Festival”, “Russia’s anti terrorist operations in Syria”,
“Two child policy”, and “Prohibition of motorcycles and re-
strictions on electric vehicles in Shenzhen” are labeled for
Task A. Besides, 2000 unlabeled microblogs for “Genetically
modified food” and “The Nuclear Test in DPRK” are used as
training data for Task B.

3.7 Discussion

For the past several years, the central research topics in fine-
grained sentiment analysis have shifted from single extrac-
tion or classification task to jointly solving them together in
an end to end fashion, while aspect-based sentiment clas-
sification still attracts lots of attention. Methods evolve
from modeling the target-dependent sentence representation
to leverage external resources like dependency parsing tree
and sentiment lexicons. Recent emergence of deep contex-
tualized word embeddings and pre-trained language mod-
els have introduced better methodology for utilizing large-
scale unlabeled domain corpus. Besides, transfer learning

models become more popular for ongoing need of reducing
labors in annotation, which includes transfer knowledge from
source domain(s) to target domain, from resource-rich tasks
to resource-poor tasks and from high-resource languages to
low-resource languages.

For future work, we would like to see better utilization
of pre-trained languages on specific domains with sentiment-
specific regularizations and large-scale structure information
for knowledge base when the distribution in training and test
data mismatch.

4 Implicit sentiment analysis

The task implicit sentiment analysis arises when no explicit
sentiment words exist in a given opinionated text.

There are mainly two types of implicit sentimental texts:
one is fact oriented and the other is rhetoric oriented. Fact
orient texts with implicit sentiment refer to those texts de-
scribing factual information but containing sentiment polar-
ity beneath the surface. Apart from acquiring the overall
polarity, knowing what (affective events) causes the feelings
and how they are expressed (implicit opinion expressions) are
also very important for understanding of human’s mental be-
haviors. Thus, we first introduce several work on implicit
sentiment classification and fine-grained mining of this kind
of texts. The other type is rhetoric oriented which includes
sarcasm detection, irony classification, metaphor understand-
ing, humor detection and etc. In this work, we will focus on
sarcasm detection and humor detection.

4.1 Implicit sentiment classification

Task definition Given a text sequence without explicit sen-
timent words from sentiment lexicons, implicit sentiment
classification aims at classify it into positive, neutral or neg-
ative. For example, in the hotel review “There is a layer of
dust on the table”, the author expressed a negative opinion as
the table is dirty while it should be clean.

The task is relative difficult due to the lack of explicit opin-
ion words. Some existing work leverages the co-occurrence
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between implicit and explicit opinion elements. Liao et al.
[97] constructed a small factual implicit sentiment corpus and
proposed a multilevel semantic fused model that incorporates
syntax structure. Wei et al. [98] proposed a multi-polarity at-
tention model which employs orthogonal regularization for
attention on sentiment-bearing phrases like “falling down”
and “missing the deadline”, according to their polarity col-
lected in a sentiment dictionary knowledge.

4.2 Fine-grained implicit sentiment analysis

Task definition Similarly, the task of fine-grained implicit
sentiment analysis studies the identification of implicit opin-
ion elements, which involves implicit aspect detection, im-
plicit opinion expression extraction, and aspect-based senti-
ment classification.

Chen and Chen [99] investigated the problem of implicit
aspect term and opinion word extraction and found that 34%
of segmented reviews do not contain any opinion words and
aspect terms. They extracted implicit aspect and opinion
words based on co-occurrence with explicit aspects and opin-
ion words. As no aspect terms exist in such texts, they classi-
fied these texts in hotel domain into 10 pre-defined categories
and determine corresponding polarity using Bag-of-Words
and CNN based models. Moreover, Li et al. [100] attempted
to extract verb-expressions that imply negative opinions with
Markov network and linguistic features.

Instead of extracting aspects from text in specific hotel do-
main, affective events requiring word knowledge are also pre-
liminarily studied. An affective event is a desirable or un-
desirable event that usually implicitly binds with certain po-
larity, e.g., “going on vacation” is typically considered posi-
tive, while “being rushed to the hospital” is often negative.
Ding and Riloff [101] explored the problem of extracting
such events from personal blogs. They first novelly initiated
weights in the event graph using sentiment score from a so-
phisticated sentiment classifier with rich features. Then they
applied a label propagation algorithm to the graph and fetch
those event node with sentiment. They [102] further explored
the human need behind these implicit affective events.

Discussion Most of current research work on fine-
grained implicit sentiment analysis is limited to opinion el-
ement extraction in specific domains, e.g., hotel reviews and
co-occurrence information are not well-leveraged using sim-
ple statistical linking methods. Future work may utilize such
co-occurrence information with sophisticated deep contex-
tualized language models. Besides, benchmark datasets for
both domain-specific and open-domain scenarios should be
proposed to facilitate future research.

4.3 Sarcasm detection

Task definition Given a sentence, the goal is to predict
this sentence as sarcastic or non-sarcastic. For example, “I
absolutely love to be ignored!” is classified a sarcastic sen-
tence as it describes a conflict feeling of “love” and “ig-
nored”.

Methods There are mainly two lines of work conducted
on sarcasm detection. One line of methods is to solve it as
a common classification task. These methods focus on de-
signing more effective model architectures and incorporat-
ing more helpful information like context. Traditional ap-
proaches [103] extract hand-crafted features and use machine
learning models as their classifiers. Zhang et al. [104] sug-
gested a deep neural network model for extracting local and
global features automatically. The other line of methods con-
siders the characteristic of sarcasm detection task and at-
tempts to model the incongruity and contrast which both are
obvious clues for detecting sarcasm. Riloff et al. [105] con-
sidered sarcasm as contrast between a positive sentiment and
a negative situation and the proposed model labels a text as
sarcastic if it contains a positive sentiment phrase in close
proximity to a negative situation phrase. Tay et al. [106]
proposed an intra-attention recurrent network for modeling
incongruity.

A lot of researches have been conducted on sarcasm de-
tection. However, there is a long way to enable the models to
comprehend the sarcasm in daily conversations like humans
since we understand the sarcasm not only depending on text
information but also visual and acoustic information such as
the facial expressions. Therefore, future work could explore
how to detect sarcasm in multimodal contexts.

Datasets Riloff et al. [105] collected 1600 tweets with a
sarcasm hashtag (#sarcasm or #sarcastic), and 1600 tweets
without these sarcasm hashtags from Twitter. And then they
manually labeled these tweets as sarcastic and non-sarcastic.
Finally, they obtained 742 sarcastic tweets and 2458 non-
sarcastic tweets.

Oraby et al . [107] created a dataset manually which is
a subset of Internet Argument Corpus (IAC) from online fo-
rums. The dataset consists of 4700 sarcastic posts and 4700
non-sarcastic posts.

Khodak et al. [108] created the Self-Annotated Reddit
Corpus (SARC), a large dataset for sarcasm research. The
comments ending with the marker “/s” in dataset were la-
beled automatically as sarcastic without checking. Then 1.3
million out of 533 million comments were labeled as sarcas-
tic.

The statistics of above datasets are listed in Table 4.
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Table 4 The statistics of sarcasm detection datasets

Dataset Sarcastic Total

Twitter 0.7k 3.2k

IAC 4.7k 9.4k

SARC 1.3M 553M

4.4 Humor detection

Task definition Given a sentence, the goal is to predict
it as humorous or non-humorous. Take a humorous exam-
ple, “The one who invented the door knocker got a No Bell
prize”. Understanding this example needs external knowl-
edge, which makes this task very challenging.
Methods Humor has been studied for a long time. People
are attempting to figure out what would be considered hu-
morous and how to detect humor automatically. Yang et al.
[109] investigated the semantic structure behind humor and
proposed a method for extracting the humor anchors, the se-
mantic units that enable humor, for better understanding hu-
mor. Ahuja et al. [110] focused on predicting the types of
the humor and collected many datasets of jokes. Specifically,
one of the datasets is topic detection dataset which is used for
detecting the topics of the jokes. And they conducted a lot of
experiments on these datasets using Logistic Regression and
SVM. Chen et al. [111] suggested a model based on CNN
and demonstrated the effectiveness of deep learning model
for humor detection. Weller et al. [112] used BERT model
for detecting humor and gained better results.

Many work focuses on dataset construction, only a few
researchers pay attention to models. Future work could pro-
pose more effective models considering the characteristic of
humor.
Datasets Yang et al. [109] extended two public datasets,
the Pun of the Day dataset and the 16000 One-Liner dataset,
for researching humor detection. The extended Pun of
the Day dataset consists of 2423 humorous and 2403 non-
humorous sentences. The extended 16000 One-Liner dataset
contains 16000 humorous and 16002 non-humorous sen-
tences.

Chen et al. [111] collected the Short Jokes dataset, which
consists of 231657 humorous sentences and 231657 non-
humorous sentences. The humorous sentences were collected
from an open database on a Kaggle project and the non-
humorous were collected from the WMT162 English news
crawl.

Zhang et al. [113] created a Chinese dataset for the analy-
sis of humor. This dataset contains 9123 manually annotated
jokes. The annotation information includes the place where
the jokes occur, the category of humor, and the degree of hu-
mor.

The statistics of above datasets are listed in Table 5.

5 Multi-modal sentiment analysis

Sentiment analysis is widely used for mining people’s opin-
ions from massive texts on the internet like product re-
views. However, more and more online websites allow
users to upload videos and images for expressing themselves,
which makes the methods only focusing on texts insufficient.
Hence, a lot of research works have been proposed for under-
standing the sentiment in multimodal data. These works not
only provide the evidences for that using multimodal data can
achieve better performance but also exploit how to make use
of multimodal data effectively, which is still a crucial prob-
lem to be solved in multimodal sentiment analysis. In this
section, we will introduce the related work by task.

There are lots of proposed tasks. We mainly introduces
two typical tasks, which are related to sentiment analysis in
NLP and have been researched more widely. One is target-
oriented multimodal sentiment classification, which can be
seen as an extension of aspect-based sentiment classification
task. This task aims to identify sentiment polarities over each
opinion target in an input sample which contains a sentence
and an associated image. The input modalities to be handled
are visual (images), and text (words). The other is multi-
modal sentiment classification, which is similar to sentiment
classification in text. The task aims to understand the senti-
ment expressed by the speakers in videos. The input modali-
ties are visual (video frames), acoustic (audio), and text (spo-
ken words).

5.1 Target-oriented multimodal sentiment classification

Task definition Given a sample c, it contains a sentence
S and an associated image I, as well as an target T (a sub-
sequence of words in S ). The goal is to predict the sentiment
polarity y of the sample c toward the target T . y can be either
positive, negative, or neural. An example is shown in Figure
5. The given targets and corresponding sentiment polarities
are highlighted.
Methods The framework of methods for target-oriented
multimodal sentiment classification is illustrated in Figure 6.
First, the encoder components are used for extracting

Table 5 The statistics of humor detection datasets

Dataset Humorous Total Language

Pun of the Day 2423 4826 English

16000 One-Liner 16000 32002 English

Short Jokes 231657 463314 English

Chinese Jokes 9123 9123 Chinese
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Figure 5 (Color online) An example of target-oriented multimodal senti-
ment classification.

Text encoder

Target encoder

Visual encoder

Feature fusion

Image

Sentence words

Target words

Classification

Figure 6 The framework of methods for target-oriented multimodal senti-
ment classification.

features. Then, the target information is leveraged to refine
the visual and textual features. Finally, multimodal features
are fused for classification. Yu et al. [114] focused on
refining visual features by the given target information and
proposed the target-oriented multimodal BERT(TomBERT)
motivated by this observation that the associated image in a
sample can highlight the focused target and reflect a user’s
sentiment over the focused target. Specifically, TomBERT
first learned target-dependent image features and then fused
it with text features using transformer model. However,
TomBERT ignored the interaction between the target and the
sentence. Xu et al . [115] suggested the multi-interactive
memory network (MIMN) which includes two interactive
memory networks to supervise the textual and visual informa-
tion with the given target. Both works demonstrate that effec-
tive incorporation of image information can help the models
to achieve better performance.

This fresh task has gained attention recently and there are
many problems need to be explored. One problem is how
to take the advantage of target information. Future works
could draw inspiration from related works in aspect-based
sentiment analysis to address it.
Datasets Yu et al. [114] built the datasets based on the
two publicly available multimodal datasets TWITTER-15
and TWITTER-17 for investigating this task. They annotated

the sentiment label towards each target in each tweet. The
statistics of the datasets are listed in Table 6.

5.2 Multimodal sentiment classification

Task definition Given an utterance u, it consists of three
modalities: text (spoken words), visual (video frames),
acoustic (audio). The goal is to predict the sentiment or emo-
tion label y. An utterance example is shown in Figure 7. This
utterance conveys negative sentiment by sarcasm.
Methods The framework of methods for multimodal senti-
ment classification is illustrated in Figure 8. The encoders
are first used for extracting multimodal features from raw
data. And then the features are fused for classification. Most
works focus on how to fuse multimodal features effectively
for taking full advantage of multimodal data. Zadeh et al.
[116] proposed the tensor fusion network (TFN), which used
three-fold Cartesian product to fuse the trimodal utterance-
level features. TFN used three subnetworks to learn differ-
ent modal features and then fused them to obtain the final

Table 6 The statistics of TWITTER-15 and TWITTER-17 datasets

Dataset Train Dev Test

TWITTER-15 3179 1122 1037

TWITTER-17 3562 1176 1234

Figure 7 (Color online) An utterance example which conveys negative
sentiment.
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Figure 8 The framework of methods for multimodal sentiment classifica-
tion.
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representation of the utterances.
However, there are two limitations for TFN. One is the

exponentially increasing computational complexity, as the
outer product operation results in high dimensional represen-
tations. To address this problem, Liu et al. [117] suggested
the low-rank multimodal fusion (LMF) model, which used
low-rank tensors to perform multimodal fusion for reducing
computational complexity.

The other is fusing features in utterance-level loses lots of
local information which is contained in the word-level fea-
tures. Chen et al. [118] proposed the gated multimodal em-
bedding LSTM with temporal attention (GME-LSTM(A)) to
tackle this problem. GME-LSTM(A) used gate mechanism
to refine the multimodal features and fused them in word-
level. Zadeh et al. [119] designed the memory fusion network
(MFN) which captured the interactions across both different
modalities and time. Inspired by the discoveries of cogni-
tive neuroscience, Liang et al. [120] proposed the recurrent
multistage fusion network (RMFN) which decomposed the
fusion problem into multiple stages. At each recursive stage,
RMFN selected a subset of multimodal signals from the sig-
nals set in a given timestep and fused with previous fusion
representations. Above works all attempt to solve this prob-
lem, how to fuse multimodal features effectively, which re-
mains to be explored.

A lot of models have been proposed for fusing the mul-
timodal features effectively. However, the encoder compo-
nents are not studied enough. Most of existing works use
the tools to extract multimodal features and train their own
projection layers and fusion layers without finetuning the en-
coders, which makes the encoders could not extract good
enough features for sentiment classification. Therefore, be-
sides the study of fusing multimodal features, future works
could pay more attention to encoders.
Datasets ICT YouTube opinion dataset (ICT-Youtube)
[121] is a collection of opinion videos collected from
YouTube. It consists of 47 videos of people expressing their
opinions about a variety of topics. Each video is labeled with
sentiment label (negative, neural, positive).

Institute for Creative Technologies’ Multi-Modal Movie
Opinion (ICT-MMMO) [122] is the dataset of multimodal
sentiment classification which contains 370 multimodal re-
view videos. For each video, there is one person expressing

his/her opinions. The creators labeled the video utterances
with sentiment labels (strongly negative, weakly negative,
neural, weakly positive, strongly positive).

CMU multimodal opinion-level sentiment intensity
(CMU-MOSI) is created by Zadeh et al. [123] for inves-
tigating multimodal sentiment classification. They collected
the 93 videos from the YouTube website. The length of the
videos varies from 2–5 min. These videos were then split into
2199 short video clips. They labeled these video clips with
sentiment labels (highly negative, negative, weakly negative,
neutral, weakly positive, positive, highly positive).

CMU multimodal opinion sentiment and emotion intensity
(CMU-MOSEI) [124] is the largest dataset of sentiment anal-
ysis and emotion recognition recently. it consists of 23453
annotated video utterances from 1000 distinct speakers and
250 topics. Each utterance is annotated with sentiment labels
(highly negative, negative, weakly negative, neutral, weakly
positive, positive, highly positive) and emotion labels ( hap-
piness, sadness, anger, fear, disgust, surprise ).

The statistics of above datasets are listed in Table 7. We
can see that the size of the created dataset is increasingly large
and the annotation information is more and more rich.

6 Sentimental text generation

As emotional intelligence in NLP consist of both the under-
standing of sentiment in text and the generation of text with
sentiment, we discuss various tasks involved in sentimental
text generation in this section.

6.1 Affective dialogue system

In dialogue systems, the emotional communication between
humans and machines is an important issue. The machine
needs to detect the user’s emotions to achieve an understand-
ing of the emotions, and the machine also needs to incorpo-
rate the appropriate emotions into the response to achieve the
expression of emotions. The dialogue system with excellent
emotional ability can fully sense the emotional state of the
user, realize emotional comfort to the user by replying, and
improve the user experience.

There are mainly two tasks. One is Emotion Recogni-
tion in Conversation, and the other is Emotional Conversation

Table 7 The statistics of multimodal sentiment classification datasets

Dataset Utterances Sentiment Lable Emotion Lable Source

ICT-Youtube 47 X Youtube

ICT-MMMO 370 X Youtube, ExpoTV

CMU-MOSI 2199 X Youtube

CMU-MOSEI 23453 X X Youtube
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Figure 9 A general architecture of emotional chatbots.

Generation. These two tasks and an extra emotional decision
module can be organized into a complete emotional chatbot
in a pipeline manner as shown in Figure 9. In this section, we
introduce these two tasks in detail.

6.1.1 Emotion recognition in conversation

Task definition Emotion recognition in conversation is a
classification task that aims to detect emotions of the utter-
ances in a conversation. The input of the task is a continuous
dialogue, and the output is the emotions of all utterances in
the dialogue. Figure 10 demonstrates a sample conversation
from the IEMOCAP dataset.

Because there are many specific factors in conversation,
the emotion detection in utterances is different from that in
independent sentences, it requires a comprehensive consider-
ation of the background, context, and speaker information in
the dialogue, these are unique challenges of the task.

Emotion Recognition in Conversation can be used in vari-
ous conversation scenes, such as sentiment analysis of com-
ments in social media, emotion detection of customers in ar-
tificial services. In addition, Emotion Recognition in Con-
versation can also be applied to chatbots to analyze the
user’s emotions in real time, that is helpful for implement-
ing emotion-driven response generation.

What's happened?

You didn't even hear?

Umm.

God I’ve told this story so
many times. Umm.

You don’t have to if you don’t 
want to.

I just ... I  just basically lost
someone
to me.

And I’ve kind of been dealing
with all of the ... the stuff, you
know the hospital and people
work because ...

I'm sorry to hear that.

Person A Person B

[neutral]

[neutral]

[sad]

[sad]

[sad]

[sad]

[sad]

[sad]

Figure 10 (Color online) An example conversation with annotated labels
from the IEMOCAP dataset.

Methods We divide related works into two categories:
context-dependent models and speaker-dependent models.

Context-dependent models Dialogue context can pro-
vide more information for the emotion detection in utter-
ances. Poria et al. [125] proposed the Contextual LSTM
model (C-LSTM), which used LSTM model to capture
contextual features. Jiao et al. [126] suggested the hier-
archical gated recurrent units (HiGRU), which introduced
a word-level GRU and an utterance-level GRU with self-
attention and features fusion. Zhong et al. [127] proposed
the knowledge-enriched transformer model (KET) to exploit
external commonsense knowledge and designed a new graph
attention mechanism in the model.

Speaker-dependent models In addition to caring about
the context of the conversation, the state of the speakers
and the inter-speaker dependency relations also need to be
considered. Hazarika et al. [128] proposed the conversa-
tional memory network (CMN). CMN used different GRUs
for both parties in the conversation to capture contextual
features, and then fused the current utterance representa-
tion with contextual features using memory networks, that
was finally used for sentiment classification. Hazarika et
al. [129] proposed the interactive conversational memory net-
work (ICON). ICON is similar to CMN, but the main differ-
ence is that ICON introduced a Dynamic Global Influence
Module (DGIM) for global contextual features fusion.

Although CMN and ICON considered the influence of dif-
ferent speakers, but which speaker the current utterance be-
longs to is unknown. Majumder et al. [130] proposed the Di-
alogueRNN to tackle this problem, which set separate states
for each speaker and associated states with the speaker’s ut-
terance. DialogueRNN assumed that the emotion of an ut-
terance depends on three factors: the speaker, the context
given by the preceding utterances, the emotion behind the
preceding utterances, and used three GRUs to capture them.
Zhang et al. [131] designed the Conversational GCN (Con-
GCN), which represented each utterance and each speaker as
a node and linked the utterances to the speakers by undirected
edges. Ghosal et al. [132] proposed the dialogue graph con-
volutional network (DialogueGCN), which also used a graph
convolutional neural network to model the conversation. The
graph constructed by DialogueGCN contains only utterance
nodes, but the type of edge is determined based on the speaker
information that associates the utterances with the speakers
indirectly.

This type of method is the mainstream method of emo-
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tion recognition in conversation. The general idea is to con-
sider the impact of the user dimension, such as the state of
the speakers, the inter-speaker dependency relations, and the
emotional continuity. A general architecture is shown in Fig-
ure 11.

In summary, all the studies in this task are mainly veri-
fied on several datasets whose conversations are temporary.
However, the conversations in the real scene are usually con-
tinuous, and the speakers also have long-term state. These
fators are ignored of existing works and further research is
needed.
Datasets We summarize datasets related to Emotion
Recognition in Conversation. The details are presented in
Table 8.

• IEMOCAP [133] This dataset was collected at SAIL
lab at USC. It consists of approximately 12 h of multimodal
conversations data. It is annotated into six emotion categories
and contains 151 dialogues with a total of 7433 utterances.

• SEMAINE [134] SEMAINE database was collected
by Queen’s University Belfast. It contains 959 dialogues in-
volving total 150 participants, and each dialogue is annotated
in five affective dimensions and 27 associated categories. SE-
MAINE was used in part by AVEC 2012 [135] whose dataset
contains 95 dialogues with a total of 5798 utterances and
retains only four affective dimensions. In existing works,
AVEC 2012 dataset is widely used instead of SEMAINE

Table 8 Datasets related to emotion recognition in conversation

Dataset Dialogues Utterances Classes

IEMOCAP 151 7433 6

AVEC 2012 95 5798 -

DailyDialog 12218 103607 7

EmotionLines 2000 29245 7

EmoContext 38421 115263 4

MELD 1433 13708 7

database.

• DailyDialog [136] DailyDialog is a manually labelled
high-quality multi-turn dialogue dataset. It reflects daily
communication way and cover various topics about daily life.
It is annotated into seven emotion categories and contains
12218 dialogues with a total of 103607 utterances.

• EmotionLines [137] This dataset contains conversa-
tions from Friends TV show transcripts and real chatting logs,
each of them contains 1000 dialogues. It is annotated into
seven emotion categories and contains 29245 utterances.

• EmoContext [137] EmoContext consists of conversa-
tions with only the last utterance labeled. It is annotated into
four emotion categories and contains 38421 dialogues with a
total of 115263 utterances.

• MELD [138] MELD contains conversations from
Friends TV show transcripts, which is a multimodal exten-
sion of EmotionLines. It is annotated into seven emotion cat-
egories and contains 1433 dialogues with a total of 13708
utterances.

6.1.2 Emotional conversation generation

Task definition Emotional conversation generation is a
generation task that aims to generate emotional and targeted
responses. For emotion in response to be generated, there are
generally two different views. One is the emotion of the re-
sponse needs to be given, the advantage is that the emotion is
flexible and controllable, and the challenge is that large-scale
emotion annotation dialogue corpus is needed. The other is
the emotion of the response is already implicit in the dia-
logue, the advantage and challenge are the opposite of the
other. Table 9 demonstrates an exmaple for this task with
given emotion.

Emotional conversation generation is mainly used in chat-
bots, which allows chatbots to generate emotional responses

Word-level

encoder

Model-specific 

Utterance-level

module

Speaker

information

… … …

s1

s2

sn

l1

l2

ln

u1

u2

un

Figure 11 The framework of speaker-dependent models for emotion recognition in conversation.
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Table 9 An example for emotional conversation generation with given emotion

Post Emotion Response

Neural Okay, please wait a moment.

Sir, this is the police,
Happy Here you come finally!

please open the door immediately.
Fear No-no-no, no!

Surprise Police? Are there any problems?

Anger Don’t make any noise!

and achieve the expression of emotions.

Methods We divide related works into two categories:
conversation models with given emotion and conversation
models without given emotion.

Conversation models with given emotion Given the
context and emotion information, a response with the spec-
ified emotion can be generated. Zhou et al. [139] proposed
the Emotional chatting machine (ECM), which is the first
work that addresses the emotion factor in large-scale con-
versation generation. ECM introduced three new mecha-
nisms: emotion category embedding, internal memory, and
external memory, that worked together to generate a response
with given emotion. ECM adopted perplexity, emotion accu-
racy and manual evaluation to evaluate the model. Song et
al. [140] proposed an emotional dialogue system (EmoDS),
which added two modules to seq2seq model: lexicon-based
attention mechanism and emotion classification. The lexicon-
based attention mechanism was designed to replace the words
of the response with their synonyms in an emotion lexi-
con, and the emotion classification was used to guide the
response generation process. EmoDS employed embedding
score, BLEU score, distinct, emotion evaluation and human
evaluation to evaluate the model.

This type of method is the mainstream method of Emo-
tional conversation generation. The general approach is to
add some mechanisms to seq2seq model, which make the
generated responses contain emotions. A general architec-
ture is shown in Figure 12. Articles with this type method
include: Colombo et al. [141], Huang et al. [142], Zhong et
al. [143], Zhou et al. [144] and Lubis et al. [145]. In particu-
lar, Zhou et al. [144] used emojis in Twitter data as emotion
annotations, which is the only work using emojis in related
articles.

Conversation models without given emotion Emotion
information is not necessary, this method assumes that the
emotion of the response is inherently determined by the
context. Asghar et al. [146] proposed the affective neu-
ral response generation model, which was based on seq2seq
model. The model used three ways to introduce emotional
factors: affective word embeddings, affect-based objective
functions, and affectively diverse beam search for decod-
ing. This work employed syntactic coherence, naturalness
and emotional appropriateness to evaluate dialogue systems.

In summary, all the studies only consider single-turn con-
versation, but pay no attention to multi-turn conversation. In
addition, the study combined emotion recognition in con-
versation and emotional conversation generation has not ap-
peared yet, which brings difficulties to real applications. In
the future, these issues deserve attention.

Datasets We summarize datasets related to emotional
conversation generation. The details are presented in Ta-
ble 10.

• STC [147] STC contains sina weibo corpus without
emotion annotation, which are collected by Huawei. This
dataset contains 4435959 post-response pairs for training.

• Cornell Movie Dialogs [148] Cornell University col-
lected movie dialogue corpus without emotion annotation and
constructed this dataset. This dataset contains 220579 dia-
logues and 304713 utterances, and involves 9035 characters
from 617 movies.

• OpenSubtitles [149] OpenSubtitles consists of movie
subtitle corpus collected by Open Subtitles Website without
emotion annotation, and the latest version contains 3735070
dialogues. This dataset is usually used after filtering, and mil-
lions of dialogues can be left.

Encoder Decoder

Emotion

Information

Model-specific 

mechanism

Model-specific 
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Context Response

Figure 12 The framework of conversation generation models with given emotion.
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Table 10 Datasets related to emotional conversation generation

Dataset Source Size Annotation

STC Sina Weibo 4.4m No

Cornell Movie Dialogs Movie Dialogue 220k No

OpenSubtitles Movie Subtitle 3.7m No

Twitter Twitter 662k Yes

DailyDialog Daily Life 12.2k Yes

SEMAINE Human-Recorded 0.9k Yes

• Twitter [144] This dataset consists of twitter corpus
with emoji. It contains 662159 post-response pairs and uses
64 common emojis as labels.

• DailyDialog [136] This dataset is detailed in
Sect. 6.1.1.

• SEMAINE [134] This dataset is detailed in
Sect. 6.1.1.

6.2 Other related tasks

There are also some other sentimental text generation-related
tasks.

Opinion summarization Opinion summarization aims
to generate a summary for a given aspect from user opin-
ions, it is useful in situations where there are a large number
of user opinions, such as in social media. Opinion summa-
rization was introduced by Hu and Liu [43] in 2004. In that
work, they decomposed this task to three subtasks: aspect ex-
traction, sentiment prediction and summary generation, and
later studies usually continued this tradition. In the follow-
ing, we introduce some methods based on neural network
for solving this task. Wu et al. [150] proposed two convo-
lutional neural network (CNN) models: cascaded CNN and
multitask CNN, which are designed to tackle aspect mapping
and sentiment classification. Wang et al. [151] suggested an
attention-based neural network model, which gathers infor-
mation from multiple reviews to construct summaries. Ange-
lidis et al. [152] proposed a neural framework required light
supervision, which combines a multi-task training aspect ex-
tractor and a multiple instance learning sentiment predictor.
Huy et al. [153] used aspect similarity recognition (ASR) to
relax the limitation of predefining aspects, which solves the
domain adaptation problem of Opinion Summarization. Zhao
et al. [154] introduced external domain knowledge and pro-
posed the AspMem method, which is used to identify aspects
automatically. In summary, this task is less researched and
has not yet received widespread attention.

Text sentiment transfer Text sentiment transfer studies
on the problem of change the sentiment of text while preserv-
ing the non-sentimental contents. The task is difficult as such
parallel corpus is not easily accessible, so researches gener-

ally revolves around this issue. Shen et al. [155] proposed a
style transfer method, which exploits alignment of latent rep-
resentations. Li et al. [156] proposed a simple “Delete, Re-
trieve, Generate” based method which first deletes distinctive
sentimental words from the original text, then retrieves candi-
date phrases with target polarity and employs a neural model
to improve fluency of combined text and phrases. Yang et
al. [157] replaced the discriminator into a target domain lan-
guage model in GAN-based unsupervised style transfer sys-
tems, which makes the training process more stable. Fu et
al. [158] proposed two seq2seq models for style transfer:
multi-decoder and style-embedding, which use adversarial
networks to learn content and style representations. Prab-
humoye et al. [159] leveraged a machine translation model
to learn the representations of the input sentences, and then
used the adversarial generation method to match the target
style. Xu et al. [160] proposed a cycled reinforcement learn-
ing (CRL) approach to translate the underlying sentiment of
original text. Due to the absence of parallel data, they con-
struct supervision for deleting sentiment words with the help
of attention weights from a attention-based sentiment clas-
sifier. Then a seq2seq model with two decoders for each
sentiment respectively is trained using the deleted sentence
and original sentence. In summary, text sentiment transfer is
a new task appeared in recent years which attracts many re-
searchers. However, there are still many issues to be resolved,
this task will attract more attention in future.

7 Conclusion

In this paper, we give an overview of recent research liter-
ature in deep learning based sentiment analysis. We intro-
duce tasks from coarse-grained sentiment classification tasks
to fine-grained opinion mining, from surface-level detection
to implicit sentiment analysis and from understanding senti-
ment in text to generating text with sentiment.

While tailor-made neural networks with attention struc-
ture and pre-trained language model feature have achieved
great success in traditional sentiment classification and ex-
traction tasks, the problems of domain and language shift
in fine-grained sentiment analysis have not been extensively
studied due the limit amount of annotated data and domains.
Though some work makes initial attempt to leverage knowl-
edge from large-scale unlabeled data, linguistic resources and
knowledge bases, this work has not figure out what really lies
behind this data and what is really needed for specific tasks.
Furthermore, benchmark datasets need to be set up to foster
those research tasks.

For explainable sentiment analysis beyond opinion expres-
sions and emotion causes, some earlier work proposes to ac-
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quire affective events that implicitly carry polarities and clas-
sify these events into categories defined by in-depth human
needs. In the future, we would like to see automatic detection
of those affective events and implicit opinion expression fur-
ther boosting the performance of general sentiment analysis
task.
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