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An appropriate acquisition configuration in terms of signal quality can optimize the acquisition performance. In view of this, a 
new approach of acquisition assisted by the control voltage of automatic gain control (AGC) is proposed. This approach judges 
the signal power according to the AGC control voltage and switches the working modes correspondingly and adaptively. 
Non-coherent accumulation times and the detection threshold are reconfigured according to the working mode. Theoretical 
derivation and verification by simulation in typical situations are provided, and the algorithm is shown to be superior in terms 
of the mean acquisition time, especially in strong signal scenarios compared with the conventional algorithm.  

direct sequence spread spectrum, acquisition, AGC control voltage, carrier-to-noise density ratio estimation, adaptive 
working mode switch 

 

Citation:  Shen Y Y, Wang Y Q, Liu M L, et al. Acquisition algorithm assisted by AGC control voltage for DSSS signals. Sci China Tech Sci, 2015, 58: 
21952206, doi: 10.1007/s11431-015-5962-5  

 

 
 
1  Introduction 

The direct sequence spread spectrum (DSSS) plays an im-
portant role in the fields of telemetry, tracking and com-
mand (TT&C), global navigation satellite system (GNSS) 
[1], civil communication [2–4], and so on, due to its strong 
anti-jamming capacity and superior anti-interception per-
formance [5,6]. The acquisition unit is crucial to the syn-
chronization of a DSSS signal [7], in which signal detection 
is performed and coarse synchronization of Doppler fre-
quency and code phase are obtained by acquisition. Subse-
quently, the tracking unit begins operation on the basis of 
the coarse synchronization results to realize a finer syn-
chronization [8,9]. In addition to the detection and false- 
alarm probabilities (called detection performance hereafter) 
[10,11] and the computation load [12], the mean acquisition 
time (MAT) is an important figure of merit in evaluating the 

detection performance, i.e., performance of the acquisition 
process. Some studies aimed at fast implementation meth-
ods based on alternative transformations or elimination of 
operation redundancies [13,14], whereas others stressed on 
designing of acquisition algorithms [15–17]. This paper has 
the latter focus. 

The design of an acquisition algorithm depends on the 
quality of the received signal. In practice, fluctuation in the 
carrier-to-noise density ratio (CNR) of a received signal 
spans a wide range because of the variance of the transmit 
channel properties and the distance between the transmitter 
and the receiver. As a result, the optimal configuration of an 
acquisition unit in terms of reducing MAT is never constant 
[15]. The conventional acquisition algorithm ignores this 
aspect and typically equipped with a fixed predetermined 
configuration corresponding to a particular CNR, which is 
generally the lower bound of CNR uncertainty range [18]. 
This configuration will result in MAT performance degra-
dation when other potential CNR situations beyond the de-
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sign CNR are encountered. Therefore, it is of practical im-
portance to study algorithms for signal detection that are 
robust against the commonly encountered uncertainties and 
that can work reliably at various practical CNRs. In view of 
this, a large number of related acquisition algorithms have 
been developed, most of which work on the basis of CNR 
estimation of received signal [16,17] and regulation of pa-
rameters, such as the selection of detection threshold [17] 
and correlation time [19]. 

As described in the preceding text, acquisition configura-
tion relies on the CNR of the received signal. For a DSSS 
system, CNR estimators generally rely on the post-correlation 
value of the signal power in their calculations. Some of 
these CNR estimators operate after the signal has already 
been synchronized [16]; therefore, although they have high 
precision, they are not useful for acquisition configuration 
because acquisition has already been completed. Other es-
timators operate during the maximum likelihood search in a 
two-dimensional uncertainty region. These estimators are 
based on two-dimensional correlation results. In view of 
this, to adjust the acquisition configuration, an additional 
prior correlation is needed before conventional acquisition. 
As noted in ref. [17], in the threshold generation mode, 
where the additional prior correlation is carried out, the 
correlation result as a measure of the merit of CNR estima-
tion is used as a reference to adjust the thresholds in the 
following search and verification mode. This method per-
forms well in low CNR scenarios, because the optimized 
threshold greatly reduces the time cost of search mode, 
which not only compensates for the additional time spent on 
the prior correlation but also reduces the total time con-
sumption. In contrast, in high CNR situations, the time cost 
of search mode is commensurate with the additional corre-
lation time, and the time saving from threshold optimization 
cannot compensate for the additional time cost of the prior 
correlation. Therefore, additional prior correlation results in 
MAT performance degradation. Some studies focused di-
rectly on the optimization of acquisition configuration, with 
on attention paid to CNR estimation. For example, an en-
hanced acquisition algorithm equipped with a Tong detector 
was proposed in ref. [19]. To decrease MAT, the algorithm 
places emphasis on optimization of non-coherent accumula-
tion times, along with adaptation of parameters of the Tong 
detector. The mentioned optimization is based on a priori 
knowledge of signal-to-noise ratio (SNR), which is the 
product of CNR and signal bandwidth. Usually, this type of 
algorithms have to rely on assistance from outside profes-
sional equipment with the CNR estimation function. Such 
dependency incurs great limitations on their applications. 

Automatic gain control (AGC) is widely used in DSSS 
receivers. Its control voltage can reflect the power of re-
ceived signal and work as a metric for signal quality. In the 
previous research, AGC as an interference assessment and 
detection tool [20–22] has been already presented. Similarly, 
for near-field TT&C responders and navigation receivers, 

where the target signal is still of large power in the receiver 
end, AGC can also possibly work as a desired signal as-
sessment tool and offer assistance information for acquisi-
tion configuration, although to the authors' knowledge, re-
lated research is not available in the published literatures. 

In view of this, an acquisition algorithm assisted by AGC 
control voltage is proposed in this paper; the algorithm 
judges the signal power according to the AGC control volt-
age and performs an adaptive working mode switch corre-
spondingly, in order to accelerate the acquisition process. 
The correlation time and detection threshold are configured 
for each working mode to improve the MAT performance. 
Even though the proposed algorithm has limited sensitivity 
to mode switching when CNR is low, it performs well in 
high CNR situations because the AGC control voltage is 
more effective in this region. Therefore, combining the 
proposed algorithm and the algorithm proposed in ref. [17] 
can achieve a better performance in both low CNR and high 
CNR scenarios. In addition, as AGC is applied to most re-
ceivers, the proposed algorithm will not noticeably increase 
consumption of the hardware resources or power dissipation 
compared with the algorithms based on the CNR estimation 
utilizing post-correlation results. Therefore, the proposed 
algorithm is extremely suitable for applications such as 
space-borne facilities where it is necessary to reduce MAT 
without an increase in hardware costs because of the re-
strictions on power dissipation and receiver size. 

The remainder of this paper is organized as follows. Sec-
tion 2 describes the principles of AGC and conventional 
acquisition. Section 3 introduces the acquisition algorithm 
assisted by AGC control voltage. In Section 4, expressions 
for the detection performance, MAT, and computational 
complexity of the proposed algorithm are derived. Simula-
tion results of the proposed algorithm are presented in Sec-
tion 5, along with comparisons with the conventional algo-
rithm. Some conclusions are drawn in Section 6. 

2  Principles of AGC and conventional acquisition 

2.1  Principles of AGC 

Owing to the large dynamic range of working distance, 
onboard spread spectrum equipment, such as TT&C re-
sponders and navigation receivers, have a large dynamic 
range of input signal power, which generally exceeds 70 dB 
[23]. In addition, rapid movement of aircraft (>10 km/s) 
results in continuous fluctuation of the input signal power. 
Therefore, AGC is important for onboard equipment to en-
sure a sufficient dynamic range of input baseband signals. 

Figure 1 shows a block diagram of AGC. A signal power 
detector and variable gain amplifier (VGA) are essential 
parts of AGC. The former is responsible for signal power 
monitoring, as its name implies, and also outputs a control 
voltage VGAIN as an indicator of received signal strength. 
VGA is responsible for the regulation of input signal power  
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Figure 1  Block diagram of AGC. 

under the control of the gain factor derived from the control 
voltage. In Figure 1, G denotes the gain factor mentioned 
above, x(i) and y(i) denote the input and output signal se-
quences of the AGC module, respectively. 

2.2  Principles of conventional acquisition 

For digital baseband DSSS signal acquisition, the received 
signal can be represented as [24] 

       [ ] exp 2 ,s s s d ss n P b nT c nT j f nT w n         
(1) 

where Ps is the power of desired signal. [ ]sb nT   and 

[ ]sc nT   denote the data-bit samples and pseudo random 

code sequence, respectively, wherein  is the code delay and 
Ts is the interval of sample time. fd is the frequency offset, 
mainly the Doppler frequency.  is the carrier phase offset. 
The noise sequence denoted as w[n] is complex Gaussian 
distributed, which can be expressed as 2[ ] ~ (0, )w n  . 

The decision variable Λ is obtained by accumulating the 
square modulus of coherent integration results, i.e., 

  
1 2

0

,
M

m

r m




    (2) 

where r[m] is the coherent integration result and M denotes 
the non-coherent accumulation times. The statistic of  is 
central Chi-square distributed with 2M degrees of freedom 
under hypothesis H0; otherwise, under hypothesis H1,  is 
non-central Chi-square distributed with the same degrees of 
freedom [25]. Here, H0 and H1 represent the null and alter-
native hypotheses, respectively. The expressions for the 
false-alarm and detection probabilities on the cell level are 
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    2, 2 , ,d M c np M Q M     (4) 

where  denotes the detection threshold, 2
n  is the noise 

variance after coherent integration, c is the non-centrality 
parameter that represents the SNR of coherent integration 

results, and QM(a,b) is the generalized Marcum-Q function 
[25]. 

3  Principles of AGC and conventional acquisition 

Firstly the architecture of AGC control voltage assisting the 
acquisition algorithm is presented in this section. Subse-
quently, the mutual relationship between AGC control volt-
age and CNR of the input signal, which lays the foundation 
of the proposed algorithm, is analyzed in the form of equa-
tions. Finally, the law of mode switching according to CNR 
estimation obtained from the AGC control voltage is de-
scribed in detail. 

3.1  Architecture of proposed algorithm 

As mentioned before, because AGC control voltage is an 
indicator of CNR, it would be helpful for the design of ac-
quisition unit to consider the correlation time and the detec-
tion threshold. Figure 2 shows a detailed block diagram of 
the proposed algorithm.  

As shown in this figure, the proposed algorithm can be 
divided into four parts, namely, AGC module, CNR estima-
tion module, mode switching module, and conventional 
acquisition unit, whose functions are as follows. 

a) The AGC module monitors the received signal power 
and provides a control voltage to the CNR estimation mod-
ule. It also adjusts the signal power to an appropriate level 
for the following acquisition, tracking, and so on. 

b) The CNR estimation module makes use of the AGC 
control voltage to calculate the CNR of the received signal. 
It works as a bridge between the AGC control voltage and 
the mode switch, and can be pre-calculated instead of at-
tending the implementing in a field-programmable gate ar-
ray (FPGA). 

c) The mode switching module performs the mode 
switching according to the CNR estimation. Using this 
module, the parameters of non-coherent accumulation times 
M and detection threshold are configured and delivered to 
the corresponding modules. 

d) The conventional acquisition unit performs acquisition, 
by exploiting the AGC adjusted signals with the configura-
tion provided by the mode switching module. 

The conventional acquisition unit is the same as that in 
previous research [26], and will not be described in the fol-
lowing sections. Similarly, the AGC module is not de-
scribed because it has also become a well-established prod-
uct [27]. The other two parts of the proposed algorithm, 
which are highlighted with gray in the block diagram, will 
be introduced in detail. 

3.2  CNR estimation 

In the AGC unit, the relationship between the received signal  
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Figure 2  Block diagram of proposed acquisition algorithm assisted by AGC control voltage. 

power P and the control voltage VGAIN can be expressed as 

   ,GAINV f P  (5) 

where P is the summation of noise power Pn and desired 
signal power Ps, ignoring other interferences, i.e.,  

  1010 1 ,s n nP P P P     (6) 

where the input SNR in dB, denoted as , is defined as 

  1010 log .s nP P   (7) 

The specific definition of the function f is provided by 
the datasheet of the AGC device. Clearly, the received sig-
nal power P serves as a link connecting VGAIN and . There-
fore,  and VGAIN can be derived from each other, i.e., 
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In practice, Pn can be evaluated because the configura-
tion of receiver front-end is completely known and the 
fluctuation of noise power is tolerable at extremely high 
SNRs. In this theoretical analysis, for simplicity, only basic 
noise is considered, and the noise introduced by the front- 
end of the receiver is ignored. This simplification will not 
interfere with the expression of the essential thought of the 
proposed algorithm. Thus, the noise power in dBw is 

  dBw 10( ) 10log ,nP TB   (9) 

where the Boltzmann constant denoted as   is 1.38×1023 

J/K. The kelvin temperature T is typically 293 K. B, which 
represents the bandwidth of the DSSS signal is equals to 
approximately 2Rc, where Rc is the code rate. Taking the 
C/A signal in the GPS system as an example, which has a 
code length of 1023 chips and a code rate of 1.023 Mcps [8], 

the noise power is approximately 141dBw, i.e., 10log10 

(1.38×1023×293×2.046×106). 
If  is relatively small, Pn plays an extremely dominant 

role in P, and as a result VGAIN is insensitive and can hardly 
reflect the CNR variation accurately. Therefore, there is a 
lower bound of  at which a reliable  can be derived from 
VGAIN. This lower bound of  is denoted as 0. Then the 
corresponding CNR bound 0 is 

 0 0 10 0 1010log 10log 3.cB f        (10) 

Experientially, estimation of  is reliable if Pn contrib-
utes less than 90 percent of P. Therefore, 0 is approxi-
mately 10 dB, and the corresponding 0 is 7+10log10 fc. 

Numerical results of a specific AGC device, i.e., 
AD8367, are presented in the Appendix A as an intuitive 
interpretation. 

3.3  Mode switching 

Mode switching realizes adaptive accommodation of acqui-
sition configuration to various CNRs. Prolonging the co-
herent integration time Tcoh is not an ideal option for im-
proving the detection performance because of the presence 
of unknown data-bits and residual frequency offset [24]. 
Therefore, only M and  remain as the parameters of interest 
for achieving the desired detection performance. The con-
figuration of M and  are the kernel of mode switching: a 
large M ensures detection performance; however, if CNR is 
sufficiently high to meet the demand of detection perfor-
mance merely with a single-code-period coherent integra-
tion, a large M value is unnecessary and brings negative 
effects on the MAT performance. Therefore, to accelerate 
the acquisition process, M should be minimized on the 
premise that the desired detection performance is achieved. 

Generally, for a desired detection performance of a cer-
tain acquisition algorithm, the lower bound of detection 
SNR in dB, denoted as th, can be obtained, and the corre-
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sponding CNR bound th is 

  1010 log ,th th cohT G M     (11) 

where G(M) represents the SNR improvement caused by M 
times non-coherent accumulation, and ( ) (1) 0G M G  . 

Combining (10) and (11) gives 
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where L=fcTcoh expresses the code length. Eq. (12) shows 
that the minimum CNR interval between 0 derived from 
AGC control voltage and th is mainly determined by L. The 
empirical value of th is less than 16 dB with signal dwell 
detection. Therefore, when L255, which is in line with the 
general TT&C and GNSS applications, 0th is positive. 
This means that the AGC control voltage merely indicates 
the situations where CNR is sufficiently high to achieve the 
desired detection performance by acquisition configuration 
with M=1. Furthermore, in such situations, both the acquisi-
tion complexity and MAT are reduced compared with the 
conventional algorithm. 

Let us assume that ML is the optimal value of M corre-
sponding to the lower bound of potential CNR in practice, 
which is also the constant configuration of conventional 
algorithm. Without loss of generality, f is assumed as an 
increasing function. Then, M of the proposed algorithm is 
ML if VGAIN<Vt, and 1 otherwise. Vt is the threshold of AGC 
control voltage corresponding to 0, i.e., 

     0 1010 log 3 10
0 10 .cT

t n nV g f P P      (13) 

In conclusion, with the assistance of AGC control volt-
age, the proposed algorithm can be divided directly into two 
working modes: a) when 0( )GAINV g   (i.e., in the higher 

CNR mode), the simplest scheme with M=1 and the corre-
sponding =1 is utilized in the acquisition unit; and b) 
when 0( )GAINV g   (i.e., in the lower CNR mode), the 

scheme with M=ML and =L is utilized, which is the same 
as the conventional algorithm.  is obtained at a constant 
false-alarm rate and can be derived according to (14). When 

1M  , the closed form of  is difficult to obtain; therefore, 
a numerical approach is preferred. 

4  Performance analysis 

In this section, the performance of the proposed algorithm is 
analyzed and a comparison between the proposed and the 
conventional algorithms is drawn. The analyses are per-
formed in three aspects: detection performance, MAT per-
formance, and computational complexity. 

4.1  Detection performance 

Detection performance, namely the detection and false- 

alarm probabilities at certain CNRs, is evaluated by mathe-
matical formulas in this subsection. The derivation is de-
veloped under three well-known search strategies: parallel, 
serial, and hybrid search. 

The detection performance of a parallel acquisition algo-
rithm is investigated at first. Let us assume that the number 
of search bins involved in the two-dimensional uncertainty 
region is N; then the expressions of the false-alarm and de-
tection probabilities on the system level are 
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where 
1
( , )Hf M x  is the probability density function of de-

cision variable  in the H1 bin, which can be expressed as 
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where I ( )v   is the vth-order modified Bessel function of 

the first kind [28]. In brief, compared with the conventional 
algorithm [29], the main difference in the detection perfor-
mance occurs in the condition that 0( )GAINV g  . 

The false-alarm probabilities of both serial and hybrid 
search strategies are the same as that of the parallel strategy. 
Their detection probabilities can be derived respectively as 
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and 
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where M=ML and =L if 0( )GAINV g  ; otherwise M=1 

and =1. Cp is the number of parallel correlators, ( )s
DP  and 

( )h
DP  denote the detection probabilities of serial search and 

hybrid search, respectively.  
Clearly, at low CNRs, the proposed algorithm has iden-

tical detection performance to the conventional algorithm 
[29]. At high CNRs, the detection performance of the pro-
posed algorithm is slightly degraded but still very close to 
the performance of the conventional algorithm which will 
be verified by numerical results in Section 5. 

4.2  MAT performance 

As a common metric used to assess the performance of ac-
quisition units, MAT is evaluated in this section. The three 
strategies mentioned in Subsection 4.1 are also considered. 

First, taking parallel search strategy into consideration, 
the MAT of the proposed algorithm is exactly the observa-
tion length MTcoh [30]. MAT is clearly directly proportional 
to the non-coherent times. 

The MATs of the other two search strategies have a sim-
ilar tendency to the MAT of parallel search. The expres-
sions of MAT for serial search strategy and hybrid search 
strategy, denoted as ( )s

proT  and ( )h
proT , respectively, can be 

written as 
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where Kp, called the penalty factor [31], is the ratio between 

time consumption due to false alarm and the single dwell 
time of acquisition. ( ) ( , )h

dP M  is the detection probability 

of parallel search block containing the H1 bin and 
( ) ( , )h
faP M   is the false-alarm probability of parallel search 

blocks containing H0 bins only. The corresponding expres-
sions are 
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As mentioned before, the detection performance of the 
proposed algorithm is very close to the conventional one, 
i.e., 1(1, ) ( , )d d L LP P M  and 1(1, ) ( , )fa fa L LP P M  , when 

0( )GAINV g  . Therefore, in the lower and normal CNR 

conditions, the proposed algorithm has an equal perfor-
mance in terms of MAT compared with the conventional 
algorithm [30] with all of the three search strategies, 
whereas in high CNR conditions where the AGC power 
metric contributes to the acquisition parameter set, the pro-
posed algorithm performs better by M times in terms of 
MAT. 

4.3  Computational complexity and resource utilization 

To fully compare the performance of different acquisition 
algorithms, computational load should be considered. There-
fore, in this subsection the conventional and proposed algo-
rithms are briefly analyzed in terms of computational com-
plexity. Because the circular correlation based on fast Fou-
rier transform (FFT) is extensively used, it is taken as an 
example here to illustrate the computational complexity 
performance. The computational loads are listed in Table 1, 
where Ns represents the number of samples within the dura-
tion of a single coherent integration and Nc and Nfd represent 
the number of bins in the code phase domain and that in the 
Doppler frequency domain respectively. 

According to the bottom row in the table, the numbers of 
multiplication and summation, denoted as mult  and sum , 

can be further summarized as 

Table 1  Computational loads 

Module Multiplication Summation 

DDC 4MNfdNs 2MNfdNs 

FFT-based 
correlation 

MNfd [6Nslog2(Ns)+4Ns] MNfd [9Nslog2(Ns)+2Ns] 

Square modulus 2MNfdNc MNfdNc 

Non-coherent  
accumulation 

0 (M-1) NfdNc 

Maximum choosing 
& decision 

0 NfdNc 

Total 
MNfd [8Ns+6Nslog2(Ns) 

+2Nc] 
MNfd [4Ns+9Nslog2(Ns) 

+(1+1/M)Nc] 
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As Table 1 shows, the computational loads are in propor-
tion to M; therefore, it can be denoted as O(M). Diminishing 
non-coherent accumulation times can reduce the computa-
tional loads, which implies a decreases in both power dissi-
pation and single dwell time. Furthermore, a decrease in the 
single dwell time leads to a decrease in MAT, which agrees 
with the conclusion obtained in the previous subsection. 

Additionally, implementation of the proposed algorithm 
will not incur any noticeable increase in FPGA resource 
utilization compared with the conventional algorithm. In 
practice, the acquisition scheme is designed for not only 
strong signals but also weak and moderate signals; therefore, 
implementation is designed according to the most complex 
situations, i.e., integration of every working mode. Imple-
mentation of the proposed algorithm remains almost the 
same as that of the conventional algorithm, only with an 
additional module to realize mode switching. Because CNR 
estimation derived from the AGC control voltage can be 
pre-calculated, both the detection threshold corresponding 
to the additional working mode and the threshold g(0) con-
trolling the mode switching, can be pre-calculated and pre- 
stored. Therefore, the implementation of this simple control 
logic will not greatly increase resource utilization or im-
plementation complexity. 

5  Numerical results 

The performance of the proposed algorithm was evaluated 
via a series of Monte Carlo simulations, and the results are 
presented in this section. Here, the receiver operating char-
acteristic (ROC) curves, MAT, and computational complex-
ity are considered. Furthermore, the performance of the 
conventional algorithm is analyzed for comparison. Corre-
sponding to the previous section, the parallel and hybrid 
search strategies were simulated; the serial search strategy 
was omitted owing to its extraordinarily high time con-
sumption. The simulations were run with the parameters 
listed in Table 2. The number of bins in the code phase do-
main and that in the Doppler frequency domain were Nc= 
1023 and Nfd=19, respectively. 

5.1  ROC curves 

First, to verify the conclusion drawn in Subsection 4.1, the 
ROC curves with M=ML and M=1 obtained by theoretical  

Table 2  Simulation conditions 

Parameter Value Unit 

Sampling frequency 4.096 MHz 

CNR range under observation 25–65 dBHz 

Lower bound of CNR in practice 37 dBHz 

Modulation BPSK  

PRN number of GPS C/A code 1  

Code rate 1.023 Mcps 

Code length 1023 chip 

Integration period 1 ms 

ML 10  

Uncertainty region of fd 9–+9 kHz 

Search step of fd 1 kHz 

Uncertainty region of  1–1023 chip 

Search step of  1 chip 

Penalty factor Kp 50  

0{ , }th   {46,53} dBHz 

 

calculation according to (14) and (15) are illustrated in Fig-
ure 3(a). Here, parallel search is taken as an example. In this 
figure, M=ML corresponding to the conventional algorithm 
and the lower CNR mode of the proposed algorithm and 
M=1 corresponding to the higher CNR mode of the pro-
posed algorithm are illustrated for comparison. The differ-
ences in detection probabilities are given in (b). The figure 
shows that in the meaningful region, i.e., CNR0, all of the 
differences in detection probabilities between the conven-
tional and proposed algorithms, which correspond to the 
solid line, are less than 1010. The fluctuations are caused by 
the approximate numerical calculation. Therefore, the re-
sults agree well with the conclusion that when CNR0, the 
detection performance of the proposed algorithm is very 
close to that of conventional algorithm. In addition, as men-
tioned before, when CNR<0, the detection probabilities of 
the proposed algorithm are identical to those of the conven-
tional algorithm because of the same configuration being in 
use.  

Additionally, the ROC curves obtained by simulation and 
theoretical calculation are shown for comparison in Figure 4. 
Here, several typical PFA values and a large range of CNR 
values are taken into consideration. As shown in this figure, 
the simulated results for all {PD, PFA} pairs are below 
{5×103, 1×108} trials and they all agree very well with the 
theoretical results obtained from (15) and (18). Therefore, 
the accuracy of the analytical expressions is verified. The 
ROC curves for parallel search in (a) appear identical to 
those for hybrid search in (b), because for low false-alarm 
probability, both ( ) ( )p

DP   and ( ) ( )h
DP   approximate to 

1( , )Hf M x dx




  [29]. In the legend of the figure, “Theo”, 

“Sim”, “Pro” and “Con” are abbreviations for theoretical,  
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Figure 3  Theoretical differences in ROCs between conventional and proposed algorithms. (a) PD curves; (b) PD difference curves. 

 

Figure 4  ROC curves of proposed and conventional algorithms obtained by theoretical calculation and simulations. (a) PD for parallel search; (b) PD for 
hybrid search.  

simulated, proposed, and conventional, respectively.  

5.2  MAT curves 

Theoretical MAT curves for the conventional and proposed 
algorithms were obtained according to the equations derived 
in Subsection 4.2 and are illustrated in Figure 5. Figure 5(a) 
and (b) are MATs in units of Tcoh for parallel search and (c) 
and (d) are MATs for hybrid search. Figure 5(a) and (c) are 

the MAT curves corresponding to a large range of CNR and 
(b) and (d) limit the CNR range to a smaller region of inter-
est, i.e., CNRth. Various false-alarm probability condi-
tions are considered for hybrid search. When CNRth, 
MATs of different false-alarm probability conditions show 
the same tendency and similar values. This result reveals 
that when CNR0, the MAT of conventional algorithm is 
almost ML times the MAT of proposed algorithm, which 
agrees with the analysis in Subsection 4.2. In addition, the 
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results validate the proposed algorithm from the perspective 
of time saving. The MAT in Figure 5(d) is almost five times 
that in (b), which agrees with that ( ) ( ) (2 )h p

pro pro PT T N C  

when ( ) ( , ) 1h
DP M    and 

( ) ( , ) 0h
FAP M   . 

The simulation results of MAT are illustrated in Figure 6 
to verify the theoretical values. For simplicity, only the 
proposed algorithm is analyzed here. The simulated curves 
coincide with the theoretical curves except in the region  

near 0, where there is a slight deviation. The deviation 
arises because the relationship between the actual CNR and 
working mode is not deterministic with one-to-one mapping 
because of the estimation error of CNR introduced by AGC 
module around 0. That is, small proportion of trials with 
CNR<0 work in the high CNR mode, i.e., M=1, and a 
small proportion of trials with CNR>0 work in the M=ML 
mode. However, the simulation results can be concluded to 
be consistent with the theoretical results, because the slight  

 
Figure 5  Theoretical MAT curves of conventional and proposed algorithms. (a) MAT for parallel search; (b) Partial MAT for parallel search; (c) MAT for 
hybrid search; (d) Partial MAT for hybrid search. 

 

Figure 6  Theoretical and simulated MAT curves of the proposed algorithm. (a) MAT for parallel search; (b) Partial MAT for parallel search; (c) MAT for 
hybrid search; (d) Partial MAT for hybrid search. 
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deviation is simply present in a small region and is tolerable.  

5.3  Computational complexity 

By substituting the parameter set of ML, Nc, Nfd, etc. into 
equation (22), the numerical results of computational load 
are listed in Table 3. The decrease in the computational load 
of the proposed algorithm for 0( )GAINV g   is proportion-

al to ML. This result means that, in practice, the proposed 
algorithm gives greater benefits in a larger dynamic range 
of signal power. 

5.4  Performance at different code lengths 

To verify the universality of the proposed algorithm for 
DSSS signals with different code lengths, the C/A code for 
the GLONASS system, whose code length is 511, was se-
lected for simulations. The simulations were carried out at a 
sampling frequency of 2.048 MHz, a code rate of 511 kcps, 
a code length of 511 chips, an uncertainty region of code 
phase of 511 chips, and corresponding 0=50 dBHz. The 
corresponding ROC and MAT curves are illustrated in Fig-
ure 7. Figure 7(a) shows that the proposed algorithm has a 
similar detection performance to the conventional algorithm 
and (b) demonstrates that the MAT of proposed algorithm is 
reduced greatly compared with the conventional algorithm 
when CNR0. Therefore, the simulation results validate  

Table 3  Computational load 

Type Multiplication Summation 

Conventional 2.97×107 4.14×107 

Proposed 
 0GAINV g   2.97×107 4.14×107 

 0GAINV g   2.97×106 4.15×106 

 
the proposed algorithm for a code length other than 1023 
chips. 

6  Conclusions 

In this paper, an acquisition algorithm assisted by AGC 
control voltage has been proposed. The principles and pro-
cedures have been described in detail. The performance of 
the algorithm with respect to the detection and false-alarm 
probabilities, MAT, and computational load has been eval-
uated theoretically and verified by simulations. The results 
show that the proposed algorithm can reduce MAT espe-
cially in strong signal scenarios with neither obvious loss of 
detection performance nor increase in resources utilization. 
In addition, computational load and power dissipation are 
reduced within the effective CNR range. Because AGC is 
widely used in DSSS receivers, this algorithm is quite ap-
plicable in practice, and is extremely suitable for applica-
tions such as space-borne facilities owing to the good per-
formance in power dissipation.  

 
Figure 7  ROC and MAT curves of proposed algorithm for code length of 511. (a) PD curves; (b) MAT curves. 
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Appendix A 

To analyze the mutual relationship between the CNR of 
received signal and the AGC control voltage by using a 
numerical approach, an AD8367 AGC chip, manufactured 
by Analog Devices corporation, is cited an example. The 
control voltage VGAIN can be derived from the equation giv-
en by the datasheet [27], which is 

 dBV rms( ) 54.02 50 ,IN RMS GAINV V     (A1) 

where VIN-RMS is the root-mean-square (rms) voltage of the 
received signal. The received signal can be calculated by 

2
IN RMSP V R , where R represents the input resistance of 

AGC signal power detector module. 
Therefore, the expressions of  and VGAIN can be rewrit-

ten as 
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(A2) 

In addition, the CNR of received signal  can be calcu-
lated by  according to 

 1010 log .B    (A3) 

Thus, the relationship between CNR and VGAIN, which 
lays the foundation of the proposed algorithm, is illustrated 
in Figure A1. 

Here, shorter codes with lengths of 255 and 511 are plot-
ted, accompanied by the typical code length of 1023 for 
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comparison. As shown in Figure A1, when <0, VGAIN is 
insensitive to the CNR variation. This tendency agrees with 
the inherent property of DSSS signals that the desired signal 
power is overwhelmed by noise and occupies a tiny propor-
tions in the combined signal power and its increase cannot 
effect a visible increase in VGAIN in such situations. On the 

other hand, when >0 such as in near-field receiver appli-
cations, the sensitivity of VGAIN to the CNR variation in-
creases. Therefore, a more accurate CNR estimation can be 
obtained with the assistance of AGC control voltage in high 
CNR scenarios. This imposes restrictions on the operating 
space of the proposed algorithm, i.e. >0. 

 

Figure A1  AGC control voltage versus CNR. 


