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A two-dimensional numerical model of vertical jet scour was developed based on the turbulent flow theory and jet scour 
mechanism. In this model, drag force acts as the main reference variable and the critical Shields number acts as the incipient 
motion criteria of sediment. The morphological change in the bed caused by bed-load transport is simulated using the moving 
mesh method and the suspended-load is not considered. An experiment investigating vertical clear water jet scour was con-
ducted in the laboratory, and some effective experimental results, such as flow patterns and distribution characteristics of scour 
pits, were obtained. Numerical simulation of the 2D jet scour was conducted using the same parameters as were used in the 
flume experiment. The evolution process of the jet scour observed in the experiment was simulated by the new model; valida-
tion of the numerical model and the algorithm was conducted. Semi-empirical formulas of the characteristic length of the equi-
librium scour hole were deduced based on the results of the experiment and simulation. 
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1  Introduction 

It is important to investigate the scour caused by down-
stream flow of rivers, because poor scouring design will 
lead to instability of structures constructed in rivers. The 
most serious problem with this phenomenon is local scour-
ing in areas downstream of dams caused by water jets from 
bucket energy dissipation buildings, which is commonly 
known as jet scour. Jet scour is important in engineering of 
desilting facilities, water pipelines, water intake facilities 
and reservoirs. This is because the jets associated with these 
facilities can increase local turbulence intensity and im-
prove the carrying capacity of water, which is useful for 
preventing sediment deposition or removal of sediment 
from the bed. 

Local scour is divided into two categories, clear-water 

scour and live-bed scour. Clear-water scour occurs when the 
sediment concentration of the water is zero, otherwise 
live-bed scour occurs. Jets are classified as follows based on 
their shapes: plane (2D) jet, circular (axial symmetry) jet 
and rectangular (3D) jet [1]. Local jet scour has been exten-
sively researched at home and abroad. Li et al. [2, 3] re-
ported the geometrical similarity of scour holes and built 
empirical equations describing the characteristic length of 
scour holes based on experimental results. Westrich et al. [4] 
studied the scour of a homogeneous sand bed caused by a 
jet. Mih et al. [5] analyzed the factors that affected the scour 
depth and covering thickness, including nozzle diameter, 
outflow velocity, injection angle and scour distance. The 
researches conducted by Aderibigbe and Rajaratnam [6, 7] 
and Rajaratnam and Mazurek [8] showed that the max scour 
depth is dependent on density Froude number Frd, scour 
distance h and nozzle diameter d0. Yüksel et al. [9] investi-
gated the local scour caused by a circular jet around pile 
groups and found that the density Froude number Frd, the 
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clearance ratio a/D and the size of the pile relative to the 
circular water jet diameter D/d0 were the main factors af-
fecting the scour around pile groups. 

In recent years, numerical simulation has been widely 
used in studies of local scour. Based on potential-flow the-
ory, Li et al. [10] proposed a mathematical model and simu-
lated the scour hole around offshore pipelines. This model 
assumes that the shear force at the bed surface is not larger 
than the critical shear force when the scour equilibrium is 
reached, which is different from the traditional sediment 
transport model. Based on these assumptions, the seabed 
topography was calculated. Liang et al. [11] conducted 2D 
numerical simulation of local scour by steady flow in 
offshore pipelines, in which the bed deformation was 
simulated by moving mesh. A sand slide model was also 
developed. Comparison of computational results obtained 
using the Smagorinsky subgrid scale (SGS) model 
and k  turbulence model indicated that the latter was 
more useful. Salaheldin et al. [12] simulated the scour 
around vertical circular piers in clear water using the CFD 
software, FLUENT. Roulund et al. [13] investigated the 
flow field and local scour around the circular pier experi-
mentally and by 3D numerical simulation and described the 
process of scour hole deformation using moving mesh 
technology. Lu et al. [14] simulated local scour around 
submarine pipelines using the renormalized group (RNG) 
turbulence model based on the finite element method and 
unstructured triangle grid system. In Lu’s paper, the incipi-
ent criterion for sediment was the critical shear stress based 
on the Shields parameter. 

Liu et al. [15] simulated the motion of free water surface 
using the VOF method and calculated the water-sediment 
interface using the Lagrangian and moving mesh method, 
and found that the computational results agreed well with 
the experimental ones. Zhao and Cheng [16] solved RANS 
equations by the finite element method, simulated bed de-
formation by the mass conservation method and investi-
gated local scour around a piggyback pipeline. Yüksel et al. 
[17] simulated vertical local scour around a circular pillar 
using a realizable k turbulence model and obtained rea-
sonable computational results. 

In this study, 2D vertical jet scour was simulated based 
on turbulence theory. The RNG turbulence model was em-
ployed and the bed-load sediment was considered using 
sediment transport equations. There are many contributors 
to the transportation of sediment, and there is no perfect 
equation to describe this phenomenon, and the handy em-
pirical equations all have certain application limits. The 
mathematic model proposed by Li and Cheng [18] was ap-
plied, in which sediment particles start to move only when 
the drag forces acting on them exceed a certain value. A 
bed-load sediment transport equation dependent on relative 
water shear stress (Shields number) was derived. In this new 
model, whether the relative shear stress (Shields number) 

reaches the threshold relative shear stress (threshold Shields 
number) or not is considered as the criteria of sediment in-
cipient motion. Deformation of the scour hole is simulated 
by the moving-mesh method, and no traditional empirical 
formula is needed. Based on the numerical simulation and 
experimental study, the flow field characteristics and the 
geometrical similarity of the scour hole were obtained, then 
a semi-empirical formula for the characteristic length of the 
scour hole was built by dimensional analysis. 

2  Hydrodynamic model 

2.1  Flow model 

The governing equations for the plane 2D jet fluid flow are 
the continuity equation and the momentum equation: 
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where ui is the fluid velocity component in i direction, iu  
is the fluctuation of fluid velocity in i direction, P is the 

pressure, ijS  is the mean strain rate tensor, i ju u   is the 

Reynolds stress tensor,  is the fluid density, v is the fluid 
kinetic viscosity, T  is the turbulence viscosity, k is the 

turbulent kinetic energy, and ij  is the Kronecker delta 

( ij =1, i j ; 0ij  , i=j). 

2.2  Turbulence model 

Recently, many improved k models have been proposed 

by scientists and engineers based on the standard k model. 
Yakhot and Orszag [19] developed a high Reynolds number 
k model, named the RNG (renormalization group) k 
model, in which the coefficients were not obtained from 
experimental data, but from theoretical analysis. The RNG 
k model is used more widely than the standard k model, 
especially for measurement of the fluid flow in the low in-
tensity turbulence field and strong shear zone. 

This study uses the RNG k model to simulate the tur-
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bulent flow and the wall function is adopted for the wall. 
The equations for k and  are 
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where k is the turbulent kinetic energy 
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 is the dissipation of turbulent kinetic energy 

 ,i i

k k

u u

x x
 

  


 
 (8)

 
 is the fluid viscosity and T is the turbulent eddy viscos-

ity: 
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ij is the Reynolds stress, and the constants in the RNG k 
model are those defined in Table 1. 

3  Sediment transport model 

3.1  Bed-load model  

In this study, only the bed-load sediment was considered 
and the sediment was uniformly non cohesive. The bed-load 
model used herein was similar to the model described by 
Chen [20]. 
  There are five primary methods available for studying the 
bed-load sediment, flow velocity, drag force, energy bal-
ance, statistical law and sand wave movement [21]. This 
study employed the bed-load sediment transport rate for-
mula dependent on drag force to study the bed-load sedi-                       
ment. This type of formula takes the drag force as the main  

Table 1  Constants in RNG g model 

C C1 C1 k  

0.085 1.42 1.68 0.7179 0.7179 

factor when calculating the bed-load sediment transport rate. 
The sediment transport rate increases with the drag force.  

The drag force  is defined as  

 2 ,U    (11) 

and the critical drag force is 
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The Shields number (relative drag force)  is defined as 
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In eqs. (11)–(14), U  is the friction velocity, cU  is the 

critical friction velocity, s  is the sand density, g is the 

gravity acceleration and d is the mean sediment diameter. 
The sediment transport rate formula described by Enge-

lund and Fredsoe [22] was chosen for the current model: 
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where bq  is the bed-load transport rate in unit time and 

unit width. bu  is the mean transport velocity of bed-load, 

and p is the probability that all particles in a single layer 
will be in motion. As shown in eq. (15), the bed-load trans-
port rate is determined only by bu  and p for particular 

sediment. 
The driving force on a single particle is 
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The driving force is equal to the friction force, so we can 
deduce 
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where DC  is the coefficient of the driving force, and aU  

is the water velocity where bed-load sand is moving. In the 
zone near the bed, a = 6–10. When 0 ,   0.bu   In 

other words, 0  is equivalent to the relative drag force that 

prevents sediment from moving; therefore, 0  is less than 

the critical relative drag force .c  Eq. (20) is then obtained 

by rewriting eq. (19): 
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The drag force is the sum of the critical drag force acting 
on the sandy bed and the drag force acting on the moving 
sediment particles, which is described as follows: 
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where n is the quantity of sediment particles. The relation-
ship between the quantity of sand particles in the unit bed 
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the following expression for p: 
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As mentioned above, bu  and p are the two determined 

factors of the bed-load transport rate .bq  By substituting 

the bu  and p obtained from eqs. (20) and (22) into eq. (15), 

respectively, the formula describing the bed-load sediment 
transport rate is deduced as follows with the dynamic fric-
tion coefficient 0.8   and the constant 9.3a  :  
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which is the bed-load model used in this paper. Eqs. (20), 
(22) and (23) show that for certain sediments, the bed-load 
model is primarily determined by Shields number. The 
scour occurs in beds where the Shields number reaches the 
critical Shields number.  

 In general, the critical Shields number for a horizontal 
bed is taken as 0 0.04,c   while for a sloped bed the criti-

cal Shields parameter is adjusted according to Allen [23] 
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where   is the repose angle of the sediment, and   is 

the slope angle between the sand bed and the flat plane. 
This approach takes both the local slope of the bed and the 
local shear force direction into consideration. Eq. (24) was 
also used by Liang and Cheng [11]. 

3.2  Morphologic model 

Zhao et al. [16] developed a morphologic model in which 
the scour hole profile evolution was simulated by solving 
the mass conservation equation of the sediment: 
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where bY  is the sandy bed level, s  is the porosity of the 

sediment, and q is a sediment transport rate including 
bed-load and suspended-load. Only bed-load was taken into 
consideration in this study; therefore, the q in eq. (25) is 
equal to the qb in eq. (23). To ensure that the bed slope an-
gle in the scouring process does not exceed the repose angle 
of sand, a sand slide model developed by Liang et al. [11] 
was employed in this study. The computational mesh in the 
entire domain updates when a new location of the nodal 
points at the interface is known after each time step of the 
interface elevation change. According to a study conducted 
by Liu et al. [15], the mesh deformation is controlled by the 
following equation:  

 ( ) 0,iS    (26) 

where  is a diffusion coefficient that controls the mesh 
deformation and is set to 1 ,  A  where A is the area of 

the cell required to avoid excessive deformation. For dif-
ferent cells, the coefficient  is different. Si is the displace-
ment of the nodal point in i direction. Because the computa-
tional mesh is constantly updated with the development of 
scouring, the governing equations for fluid and sediment are 
solved on the continuously changing mesh. 

4  Model validation 

4.1  Flume experiment 

The experimental set in this study is shown in Figure 1. The 
glass flume used was 910 mm long, 300 mm wide and 500 
mm high. With the flume bottom elevation as benchmarks, 
the initial bed level was 90 mm and the fluid height was 240 
mm. Upstream and downstream overflow baffles are used to 
keep the water height constant. The water used in this ex-
periment was supplied by a water tank with constant water 
head. Seven experimental series were conducted using a jet 
nozzle width of 02 2.5b   mm and an impinging distance 

of 117h   mm. At the nozzle, the jet velocities were  
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Figure 1  Experimental setup (mm). 

changed by adjusting the flow valve. In this flume experi-
ment, the flow was adjusted from 0–4 m³/h. The sand used 
here was uniformly non cohesive with a density s   

2650 kg/m³, a median size of d = 2 mm and a porosity 
0.5,s   the repose angle of the sediment is = 45°, the 

critical Shields number for a horizontal bed is 0 0.04.c   

4.2  Numerical simulation 

The computational domain was the same as the experimen-
tal setup (see Figure 1). The pressure boundary conditions 
were used for both the upstream and downstream bounda-
ries and the velocity inlet boundary condition was set at the 
jet nozzle, while the moving boundary condition as well as 
a wall function was used at the water-sediment interface. 
The computational domain was discretized with a total of 
48024 non-structured 2D cells. 

4.3  Validation 

4.3.1  Scour development with time  

The dimension of a scour hole in a stable state, such as the 
maximum scour depth and dune height, is always consid-
ered by engineers. To understand the law of jet scour, in-
vestigation of the evolution of the scour hole is important. 
In this experiment, measured values of the scour hole were 
obtained, as well as some photos of the scour hole at differ-
ent times. During the numerical simulation, the moving 
mesh method was employed to model the scour profile 
throughout the evolution process. The evolution of the scour 
hole when the jet nozzle velocity was 1.5 m/s is shown in 
Figure 2. As shown in the figure, the numerical simulation 
results were in good agreement with the experimental re-
sults.  

From t=0 s to t=42 s, the scour hole changed from shal-
low to deep. However, at a certain depth (t=42 s), scouring 
in the vertical direction became slow. After t=42 s, the main 
part of the jet began to oscillate, which caused strong turbu-
lence in the scour hole. 

 

Figure 2  The time evolution of the scour hole of experiment (a) and 
simulation (b). 
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Both the experimental and simulated results suggested 
that the evolution process of the scour hole resulting from 
the 2D submerged jet occurred in three main stages. In the 
first stage, from t=0 s to t=22 s, scour in the vertical direc-
tion developed rapidly and two dunes formed quickly. In the 
second stage, from t=22 s to t=42 s, the vertical scour de-
veloped slowly with the main part of the jet being stable. In 
the last stage, after t=42 s, the main part of the jet started to 
oscillate, the stagnation point started to move and the jet 
scour reached dynamic equilibrium. Because the sand slide 
model was used, the slope of the scour profile did not ex-
ceed the angle repose of sediment under stable or oscillating 
conditions. 

The simulated results show that the stagnation point at 
the bottom of the scour hole was obvious. After the jet im-
pinged the stagnation point at the sand bed, it was divided 
into two parts flowing in opposite directions along the sand 
bed. The streamline then turned sharply at that stagnation 
point. 

4.3.2  Flow characteristics in the scour hole  

The oscillation phenomenon was captured experimentally 
and by simulation. When the scour hole reached the maxi-
mum depth, the jet started to oscillate, resulting in more 
complex flow and sediment movement in the scour hole. In 
this study, three typical flow patterns for the case of 1.5 m/s 
jet velocity at the nozzle outlet were selected to illustrate the 
flow characteristics. When t=39 s, the jet remained stable, 
the scouring reached the maximum depth and the flow field 
and scour hole were symmetrically distributed along the 
centerline of the jet. At t=45 s and t=53 s the oscillation 
moved from one side to the other. 

Based on the theory of impinging jet, the flow field can 
be divided into three areas: the free jet area, impact jet area 
and attached wall jet area (Figure 3). In the free jet area, the 
jet diffuses and the momentum exchanges dramatically with 
the surrounding water. In the impinging jet area, the main 
streamline turns sharply and the flow direction changes 
when the jet reaches that stagnation point, the velocity de-
creases and the dynamic pressure increases. In the attached  

 

Figure 3  Schematic diagram of jet flow. 

wall jet area, the main part of the jet is divided into two 
parts overflowing the dunes outside the scour hole along the 
water-sand interface. 

At t=39 s, the jet was stable and the scour hole and the 
distribution of the hydraulic elements were symmetrical 
(Figures 4–7). There were two symmetrical vortexes in the 
low velocity zones surrounded by the incident flow and the 
reflected flow. The turbulent kinetic energy k and the tur-
bulent dissipation rate  are two important parameters that 
reflect the transfer of energy between the pulsating flow 
field and the time-averaged one. Relatively large values of 
the velocity gradient, the turbulent kinetic energy k and the 
turbulent dissipation rate ε were observed in the main part 
of the jet and the bottom of the scour hole, where the main 
energy exchange between the jet and the water and between 
the water and the sand occurred, as shown in Figures 6  
and 7. 

When the jet started to oscillate from side to side, the 
movements of the water and the sand in the scour hole be-
came complex, and the vortexes, the scour holes and the 
hydraulic elements were no longer symmetrical, but were 
oscillating (see t=45 s and t=53 s in Figures 4–7). 

Based on the above analysis, the flow field of the jet 
scour was different from that of the free submerged jet or 
the impinging jet. The energy exchange primarily occurred 
in the main part of the jet and the scour hole.  

 

Figure 4  Velocity vectors and streamlines. 
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Figure 5  Velocity contours. 

 

Figure 6  Contours of k. 

 

Figure 7  Contours of . 

5  Results and analysis 

5.1  The jet velocity at the nozzle 

In the experiment, five cases corresponding to five different 
jet velocities were considered. The characteristic dimen-
sions of the scour hole were obtained when the jet was sta-
ble. For each case, the characteristic dimensions included 
the maximum depth ,m   the radius at the initial bed ,mr   

the radius at half of the maximum depth ,b  the dune 

height ,  the distance between the centerline and the 

dune inner point at half of the dune height 2 ,b   the dis-

tance between the centerline and the dune peak cr   and the 

distance between the centerline and the external point at the 
initial bed r  (see Figure 8).  

 

Figure 8  Characteristic dimensions of scour hole. 
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As mentioned above, the scour hole was symmetrical 
about the centerline when the jet was stable, so only the 
right half of the scour hole is shown. The experimental re-
sults are shown in Table 2 and the simulated results in Table 
3. 

Figures 9 and 10 show the scour hole profiles obtained 
experimentally and by simulation, respectively. In the ex-
periments, the initial bed level was Y=11.5 cm and the jet 
velocities at the nozzle gradually increased from 0.74 to 1.5 
m/s, which was the maximum jet velocity at the nozzle out-
let. 

Figure 9 shows that the scouring region increased as the 
jet velocity increased at the nozzle. The results shown in 
Table 2 reveal that there was an increase in the characteris-
tic dimensions with the jet velocity. Figure 10 shows the 
computational results, in which the jet velocities gradually 
increased from 0.9 to 3.0 m/s to expand the velocity region 
of the experiment. The same conclusion can be drawn from 
the data presented in Figure 10.  

5.2  The geometrical similarity of the scour hole  

Li [2] reported that the geometrical similarity of the scour 
hole indicates that the dimensionless scour profiles are the 
same. With dimensionless coordinates, the scour profiles at 
each moment were the same, and the scour profiles were the 
same for all cases using the same sand. Considering the 
symmetry, only the right half of the scour hole was dis-
played to illustrate its geometrical similarity. A new coor-
dinate system was introduced in this study, in which the 
x-axis is the initial interface and the y-axis is the centerline 
(see Figure 8). With the distance cr   as the dimensionless  

 

Figure 9  Scour profiles (experiment). 

 

Figure 10  Scour profiles (simulation). 

parameter, Figures 11 and 12 show the geometrical similar-
ity between the experiment and the simulation, respectively. 
The scour profiles were similar for the five different cases 
in the experiment, as well as for the eight cases in the simu-
lation. Using the same sand in the experiment and simula-
tion resulted in the dimensionless scour profiles shown in  

Table 2  Experimental data of characteristic dimensions 

Characteristic dimension (cm) 
U0 (m/s) 

m∞ ∞ b∞ rm∞ rc∞ r∞ b2∞ 

0.74 1.4 2.4 2.6 3.4 6.8 10.0 5.3 

0.93 2.5 2.8 3.3 5.6 9.9 13.4 8.1 

1.11 3.4 3.2 4.5 6.6 12.4 15.9 9.2 

1.30 3.6 3.2 4.6 6.9 13.5 17.7 9.5 

1.50 3.8 4.2 4.7 6.5 13.8 18.8 9.8 

Table 3  Simulated data characteristic dimensions 

Characteristic dimension (cm) 
U0 (m/s) 

m∞ ∞ b∞ rm∞ rc∞ r∞ b2∞ 

0.9 2.7 2.8 3.2 6.0 9.7 13.0 8.4 

1.1 3.5 3.0 4.3 6.8 12.2 15.3 9.3 

1.3 3.9 3.2 4.4 7.2 13.2 16.8 9.8 

1.5 4.5 3.8 4.6 7.7 13.6 17.9 10.0 

1.8 5.1 4.2 5.7 8.9 15.3 21.2 11.9 

2.0 5.2 4.5 6.3 10.0 17.3 24.2 13.3 

2.5 5.8 4.7 6.9 10.8 16.4 24.6 13.8 

3.0 6.3 5.3 7.4 11.7 16.7 28.6 13.5 
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Figure 11  Non-dimensional scour profiles (experiment). 

 
Figure 12  Non-dimensional scour profiles (simulation). 

Figures 11 and 12 being almost the same. The mathematical 
model was also validated by the consistent results. 

5.3  The characteristic length of the scour hole  

Rajaratnam [8] used dimensional analysis to deduce the 
semi-experience formula of the characteristic length of the 
scour hole. Using the velocity formula at the jet centerline 
according to ref. [1], the centerline velocity of the jet at the 
level of the initial bed (see Figure 1) can be calculated as 
follows: 

 0
0 0

2
2.37 ,

b
U U

h
   (27) 

where U0 and 2b0 are the velocity and width of the jet at the 
nozzle, and h is the impinging distance. The density Froude 
number is defined by  

 rd
0 .

U
F

g d




   (28) 

The influencing factors of the jet are the jet characteristic, 
fluid characteristic and the sand characteristic. The charac-
teristic length of the scour hole during the equilibrium state 
is expressed by  

 0 0( ,2 , , , , , ),l f U b g d     (29) 

in which l is the characteristic length,   is the kinetic vis-
cosity, and .s      Scaled with the jet width 2b0 at 

the nozzle, the dimensionless expression is 

 0

0 3

, ,
2

Ul
f

b
g d g d


 
 

     
 
 

 (30) 

where 02l b  is the relative scour length. In this study, the 

water temperature was constant, so   was a constant. As a 
result, eq. (30) is simplified to  

 rd
0

( ).
2

l
f F

b
  (31)  

These calculations show that the main dimensions of the 
scour hole at equilibrium are a function of the density 
Froude number, rd ,F   which is only determined by the cen-

terline velocity of the jet 0U   at the initial time. 

In Figure 13, the relative scour depth 0/ (2 )m b   is 

plotted against the density Froude number rd .F   Figures 14 

and 15 show the influences of rdF   on 0/ (2 )mr b  and 

0/ (2 ),b  respectively. As shown in Figures 13 and 14, 

when the jet velocity at nozzle 0U  was in the region from 

0.9 to 1.5 m/s, the calculated results and the experimental 
results were in the same region and had the same develop-
mental tendency. These experimental results were validated 
by the calculated ones. Therefore, it is reasonable to take the 
computational results as the extension of the experimental 
ones. The results revealed that the dimensionless scour 
length could be estimated using the following equations:  

 rd
0

13.27 ln 2.76,
2

m F
b

     (32) 

 rd
0

21.51ln 8.87,
2

mr F
b
    (33) 

 rd
0

8.37 ln 6.26.
2

F
b

    (34) 

The three correlation coefficients in order were 0.963, 
0.934 and 0.955, indicating that the fitted curves agree very 
well with the scatters and that eqs. (32)–(34) can be used as 
semi-empirical formulas to describe the scour hole. Eqs. 
(32)–(34) also indicate that the dimensionless characteristic  

 

Figure 13  Non-dimensional scour depths. 
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Figure 14  Non-dimensional radii. 

 

Figure 15  Non-dimensional dune heights. 

length of the scour hole is primarily determined by the den-
sity Froude number, which is the same as that used in di-
mensional analysis. This conclusion is similar to those in 
refs. [6–8]. Eqs. (32)–(34) are all logarithmically related, 
which illustrates the geometric similarity. 

6  Conclusions 

In this study, the local scour by vertical submerged jet was 
simulated using the 2-D RNG k model and moving mesh. 
Based on the bed-load transport equations and sand slide 
model, a sediment model was deduced, in which the Shields 
number is the major parameter. The new sediment model 
was then used to simulate the bed deformation. The main 
conclusions can be summarized as follows. 

1) The mathematical models and numerical methods used 
in this study can simulate the process of jet scour of a sandy 
bed very well.  

2) The plane 2-D vertical jet scour process can be di-
vided into three stages. In the first stage, the scour in the 
vertical direction develops rapidly and the two dunes form 
quickly. In the second stage, the vertical scour develops 
slowly and the main part of the jet is stable. In the last stage, 
the main part of the jet starts to oscillate periodically, and 
the jet scour eventually reaches dynamic equilibrium. 

3) For different cases using the same sand, the scour 
holes showed geometric similarity, which is similar to the 

results of previous studies. 
4) Based on the mechanical analysis of jet and jet scour, 

the expressions describing the characteristic length of the 
scour hole were deduced using dimensional analysis. The 
semi-experience formulas are given according to computa-
tional and experimental results. 
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