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RNA can interact with RNA-binding proteins (RBPs), mRNA, or other non-coding RNAs (ncRNAs) to form complex regulatory
networks. High-throughput CLIP-seq, degradome-seq, and RNA-RNA interactome sequencing methods represent powerful
approaches to identify biologically relevant n.cRNA-target and protein-ncRNA interactions. However, assigning ncRNAs to their
regulatory target genes or interacting RNA-binding proteins (RBPs) remains technically challenging. Chemical modifications to
mRNA also play important roles in regulating gene expression. Investigation of the functional roles of these modifications relies
highly on the detection methods used. RNA structure is also critical at nearly every step of the RNA life cycle. In this review, we
summarize recent advances and limitations in CLIP technologies and discuss the computational challenges of and bioinformatics
tools used for decoding the functions and regulatory networks of ncRNAs. We also summarize methods used to detect RNA

modifications and to probe RNA structure.
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Introduction (miRNAs), small interfering RNAs (siRNAs), long non-

Eukaryotic genomes encode tens of thousands of small and
large non-coding RNAs (ncRNAs), such as microRNAs
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coding RNAs (IncRNAs), small nucleolar RNAs (snoR-
NAs), and circular RNAs (circRNAs) (Yates et al., 2013;
Batista and Chang, 2013; Memczak et al., 2013). Although
ncRNAs do not translate into functional proteins, most play a
crucial role in biological processes. To achieve their func-
tions, ncRNAs interact with other biomolecules such as
RNA-binding proteins (RBPs), mRNA, or other ncRNAs to
form complex regulatory networks (Konig et al., 2012).
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Various novel experimental and computational methods
have been developed to identify the functions and regulatory
networks of ncRNAs. Traditional experimental approaches
like RNA pull-downs identify ncRNA interactions in a low-
throughput manner. With the development of next-genera-
tion sequencing, high-throughput methods like crosslinking
immunoprecipitation sequencing (CLIP-seq), degradome
sequencing (degradome-seq), and RNA-RNA interactome
sequencing (RRI-seq) have become widely used for probing
RNA functions and interactions (Konig et al., 2012; Lai and
Meyer, 2015). The increasing amount of CLIP-seq, de-
gradome-seq, and RRI-seq sequencing data available results
in a great need to develop new computational methods and
databases to explore ncRNA-target and ncRNA-protein in-
teractions and construct new regulatory networks involving
ncRNAs and proteins.

Following the experimental protocol and high-throughput
sequencing, the bioinformatic analysis workflow can be di-
vided into five parts (Figure 1): (i) preprocessing to filter out
low-quality reads and PCR duplicates, (ii) mapping reads to
the reference genome or transcriptome, (iii) binding site
(peak calling) and interaction discovery to distinguish real
signal from “noise”/background, (iv) motif finding and
characterization, and (v) downstream analyses. Among
these, binding site (peak calling) and interaction discovery
represent the most critical analyses for identifying specific
signals, which represent real RNA binding sites. Here, we
discuss the types of bioinformatic tools used for analysis of
CLIP-seq, degradome-seq, and RRI-seq data and their core
advantages according to their primary function. We also
discuss the advantages and disadvantages of current tools
and the possible future computational challenges in the RNA
interaction field.

In addition to regulating interactions with other biomole-
cules, chemical modifications to RNA are known to play
important roles in regulating gene expression (Roundtree et
al., 2017). Greater than 100 distinct chemical modifications
to RNA have been identified to date. Most of these mod-
ifications are found in non-coding RNAs (ncRNA), such as
ribosomal RNA (rRNA), transfer RNA (tRNA), and small
nuclear RNA (snRNA). Only a few modifications, including
N6-methyladenosine (méA), 5-methylcytidine (mSC), in-
osine (I), pseudouridine (), N1-methyladenosine (mlA), 5-
hydroxylmethylcytidine (thC), 2'-O-methylation (Nm),
and N4-acetylcytidine (ac4C), have been found in eukaryotic
internal messenger RNA (mRNA) (Boccaletto et al., 2018).
Investigation of the functional roles of these modifications in
mRNA relies highly on the detection methods used to
identify their proportions and locations. Therefore, we
summarize the method used for detection of RNA mod-
ifications, including quantification methods, locus-specific
detection methods, and transcriptome-wide mapping tech-
nologies.
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An RNA molecule can base pair with itself to form com-
plex secondary and tertiary structures. Genetic variations and
mutations that cause aberrations in RNA structure result in
many diseases, including cancers and neurodegenerative
diseases (Halvorsen et al., 2010). For example, several ge-
netic disorders (including Huntington’s disease, myotonic
dystrophy, and Fragile X syndrome) are associated with tri-
nucleotide repeat expansion (Osborne and Thornton, 2006).
These trinucleotide repeats can form stable RNA hairpin
structures that may trigger neurological diseases by inter-
acting with and sequestering RBPs, including important
nuclear splicing factors (Krzyzosiak et al., 2012).

Substantial effort has been devoted to solving the struc-
tures of RNAs of various classes, including ribozymes, ri-
boswitches, and RNA-protein complexes (Montange and
Batey, 2006; Ramakrishnan, 2002; Scott et al., 1995; Thore
et al., 2006; Will and Luhrmann, 2011). As of January 2019,
~4,200 structures in the Protein Data Bank (PDB) contain at
least one RNA component (Berman et al., 2000). However,
despite these efforts, this seemingly large number of RNA
structures represents less than 3% of structures in the PDB.
Furthermore, many of these structures are rRNAs, tRNAs,
and miRNAs. One major reason for this paucity of data is the
flexible and dynamic nature of RNA structures (Cruz and
Westhof, 2009; Dethoff et al., 2012; Schroeder et al., 2004),
which renders them difficult to solve.

Formation of RNA structures is mainly driven by base
pairing between nucleotides, stacking of RNA bases, stabi-
lization by metal ions, and modulation of trans factors, in-
cluding proteins and small ligands (Klein et al., 2004;
Mathews et al., 1999; Pyle, 2002; Roth and Breaker, 2009;
Williamson, 2000; Woodson, 2005; Xia et al., 1998). At the
most fundamental level, base pairing of nucleotides (both
Watson-Crick (A-U and G-C) and wobble (G-U) pairing)
defines RNA secondary structures by forming hydrogen
bonds and releasing free energy. The nearest-neighbor model
predicts RNA secondary structures via free energy mini-
mization, using a set of parameters determined in optical
melting experiments of short oligonucleotide structures (Xia
et al., 1998). A variety of in silico methods (including Mfold
(Zuker, 2003), the ViennaRNA package (Hofacker et al.,
1994), and RNAstructure (Reuter and Mathews, 2010)) are
based on these energy terms and have been the primary
source of information used to develop RNA secondary
structure models and hypotheses. Beyond this fundamental
level, however, the RNA folding landscape is very complex,
populated with many structural intermediates that prevent a
folding pathway from forming the native conformation
(Brion and Westhof, 1997; Herschlag, 1995; Leamy et al.,
2016; Treiber and Williamson, 1999). Adding to the com-
plexity of RNA folding, RNA structures are dynamic in
nature (Cruz and Westhof, 2009; Dethoff et al., 2012;
Schroeder et al.,, 2004). The folding landscape is easily
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Figure 1 (Color online) The core workflow and bioinformatics tools used for decoding the functions and regulatory networks of ncRNAs. Main steps and
tools of the bioinformatics workflow used to analyze CLIP-seq, degradome-seq, and RRI-seq data. The main bioinformatic steps include preprocessing of
sequencing reads, read mapping, site or interaction identification, motif discovery and downstream analysis. Among these, identification of sites or
interactions is the core analysis step. To identify sites or interactions from CLIP-seq data, relevant software includes PARalyzer, WavClusteR, PIPE-CLIP,
Pyicoclip, Piranha, CLIPper, CTK, and omniCLIP. For analysis of degradome-seq data to identify ncRNA-induced mRNA degradations, relevant software
includes CleaveLand, StarScan, PAREsnip, sSPARTA, and PAREsnip2. MARIO tools and databases like starBase and RISE are used to analyze RRI-seq data.

perturbed by the cellular environment and other cellular
processes. Known perturbants include temperature (Qi and
Frishman, 2017; Wan et al., 2012), crowding effects (Dupuis
et al., 2014; Kilburn et al., 2010), metal ions (Draper, 2004;
Klein et al., 2004; Pyle, 2002; Woodson, 2005), protein and
ligand binding (Roth and Breaker, 2009; Williamson, 2000),
transcription (Heilman-Miller and Woodson, 2003; Kramer
and Mills, 1981; Mahen et al., 2010), and as suggested by
recent evidence, translation (Beaudoin et al., 2018). The
structure of an RNA molecule in a test tube can be drastically
different from its structure inside a cell (Leamy et al., 2016).
Computational predictions are currently unable to re-
capitulate the diverse subcellular environments in which
RNA folds.

In living cells, interactions with proteins, DNA, other
RNAs, and small molecules modulate RNA structures in a
very complex fashion. Metabolite-sensing riboswitches are
perhaps the best-studied example of how small molecules
can regulate RNA structural changes (Dambach and Winkler,
2009; Serganov et al., 2006). In addition to small molecules,
hundreds of RBPs interact with RNAs in a sequence- or
structure-specific manner or in a promiscuous fashion to
impact RNA structure. In particular, ribonucleases and he-
licases can directly alter RNA structures by enzymatically
cleaving RNA strands or unwinding duplex base pairing.
This type of modulation is tightly dependent on local con-
centrations of specific protein regulators and the kinetics of
protein-RNA interactions. Recent studies are beginning to
reveal that RNA modifications also play important roles in
the regulation of RNA structures (Incarnato and Oliviero,
2017; Lewis et al., 2017). RNA modifications are predicted
to affect the activity, localization, and stability of RNAs (Li
and Mason, 2014; Meyer and Jaffrey, 2014; Zhao et al.,
2017). One of the most intriguing functions of RNA mod-
ification is modulating RNA structure. For example, studies

suggest that pseudouridylation (¥) and N6-methyladenosine
(m6A) modifications can affect RNA structural stability and
consequently alter the RNA half-life (Lewis et al., 2017). A
Y modification provides an extra hydrogen bond donor,
which could stabilize the RNA structure (Davis, 1995; Zhou
et al., 2013). Findings from a recent study suggests that the
additional methyl group provided by the m°A modification
could destabilize local RNA duplex structures (Roost et al.,
2015). Whether these effects are a general phenomenon in
vivo and if they extend to other types of modifications remain
to be determined. The presence of diverse conformations, the
dynamic nature of RNA structures, and most importantly, the
complex regulation of RNA folding makes the purely com-
putational prediction of RNA structure an intractable task.
Experimental methods to resolve RNA structures are needed
to derive more physiologically relevant structure-function
relationships.

Advances and limitations in CLIP technologies

CLIP normally begins with crosslinking proteins with their
associated RNAs by treatment with 254 nm UV light while
cells are still alive to capture endogenous protein:RNA in-
teractions. Following RBP purifications using either an an-
tibody or an epitope tag, the covalently crosslinked protein:
RNA complexes are subjected to SDS-PAGE denaturing
separation and transferred to nitrocellulose membranes (Lee
and Ule, 2018). Because nitrocellulose preferentially retains
proteins rather than free RNAs, any RNA recovered from
nitrocellulose membranes is assumed to have been cova-
lently attached to the RBPs. These RNAs can be cloned and
identified by sequencing.

The original CLIP protocol (Ule et al., 2003) was techni-
cally challenging and suffered from the following limita-
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tions: (i) UV crosslinking efficiencies; (ii) lengthy gel pur-
ification steps and use of radioactivity; and (iii) truncation of
cDNAs during reverse transcription (RT) (Lee and Ule,
2018). Many modifications have been made to improve this
technically challenging methodology.

First, a number of crosslinking conditions have been
adopted to CLIP; these include nucleotide analogs (e.g., 4-
thiouridine) and formaldehyde (Hafner et al., 2010; Kim and
Kim, 2019). Use of 4-thiouridine can not only improve
crosslinking efficiencies for certain proteins using long-wa-
velength (365 nm) UV light but also helps to resolve cross-
link sites due to frequent T-to-C conversions that occur
during library constructions (Hafner et al., 2010). For pro-
teins that bind to double-stranded RNAs, a low concentration
of formaldehyde has been shown to be more effective for
crosslinking than UV light while minimizing unwanted
protein-protein crosslinks (Hafner et al., 2010; Kim and Kim,
2019). It is worth noting here that proximity-based RNA
editing by ADAR (adenosine deaminase RNA specific) has
been adapted to identify RBP targets, completely omitting
the requirement for any fixation steps (McMahon et al.,
2016).

Second, various tags have been introduced to CLIP that
allow for denaturing purifications of RBPs. Nickle column-
based His-tag purification is known to be resistant to
8mol L urea washing conditions and when combined
another specific tag (e.g., Flag or Biotin) in tandem pur-
ifications, effectively removes most, if not all, non-covalent
contamination from eukaryotic cells (Sy et al., 2018). The
use of covalent tags (e.g., HaloTag) greatly simplifies the
purification procedure and allows for use of completely
denaturing wash conditions (e.g., GoldCLIP) (Gu et al.,
2018). As a result, the SDS-PAGE gel purification steps can
be completely omitted and therefore, no radioactivity is
needed to visualize protein:RNA complexes. As gel pur-
ification is a major source of variation in typical CLIP
experiments, GoldCLIP was developed to construct highly
reproducible CLIP libraries. More recently, a Flag+SpyTag
double tag was used in CLIP, following the same protocol
of GoldCLIP (SpyCLIP) (Zhao et al., 2019). However, like
CRAC (cross-linking and analysis of cDNAs), tandem
purification procedures are required to successfully isolate
protein:RNA complexes, due to the inefficient binding of
SpyTag.

Third, to avoid linker-linker dimers, 3 linker ligation to the
3" end of the RNA can be performed prior to gel purification
(Ule et al., 2005). As RT often fails to read through protein:
RNA adducts, a cDNA circulation method (iCLIP) was de-
veloped not only to recover truncated cDNAs but also to
reduce the need for a 5’ end ligation step (Huppertz et al.,
2014). An added feature of this cloning method is that the
cDNA ends are usually an accurate indication of the protein:
RNA crosslink sites. To further improve cloning efficiencies,
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various RT enzymes have been tested (irCLIP) (Zarnegar et
al., 2016). Linkers containing randomized nucleotides are
used to reduce PCR duplications during library preparations
(eCLIP) (Van Nostrand et al., 2016). In addition, to remove
free RT primer, BrdU-CLIP takes advantage of incorporation
of a nucleotide analog and a specific antibody to enrich for
BrdU-containing c¢cDNAs (Weyn-Vanhentenryck et al.,
2014).

Computational methods for determining protein-
RNA interactions from CLIP-seq data

CLIP-seq technologies (Chi et al., 2009), including iCLIP
(Konig et al., 2010), PAR-CLIP (Hafner et al., 2010), and
eCLIP (Van Nostrand et al., 2016), are the most widely used
approaches for genome-wide identification of protein-RNA
interactions in vivo. Because of the UV crosslinking and
immunoprecipitation used in these approaches, conversions,
deletions, or truncations occur at or next to the protein-RNA
binding sites and are subsequently detected by high-
throughput sequencing. Diverse bioinformatic tools have
been established to analyze data derived from different
CLIP-seq technologies, such as PARalyzer (Corcoran et al.,
2011) and WavClusteR (Comoglio et al., 2015) for PAR-
CLIP data analysis, and Pyicoclip (Althammer et al., 2011),
Piranha (Uren et al., 2012), CLIPper (Lovci et al., 2013), and
PIPE-CLIP (Chen et al., 2014) to analyze all types of CLIP-
seq data.

PARalyzer (Corcoran et al., 2011) is the most widely used
peak calling tool for PAR-CLIP. Since PAR-CLIP uniquely
introduces T—C conversions at RBP binding sites, PARal-
yzer employs a nonparametric kernel-density estimate clas-
sifier to identify RNA-protein interaction sites from a
combination of T—C conversions and read density.

The CLIP Tool Kit (CTK) (Shah et al., 2016) is a unified
software package for analysis of crosslink-induced mutation
sites (CIMS analysis) and crosslink-induced truncation sites
(CITS analysis). CTK uses a “valley seeking” peak-calling
algorithm, in which a peak is called only when valleys of
certain depths are found on both sides of the peak and it is
separated from other peaks. Therefore, CTK has capacity to
separate adjacent peaks without zero-tag gaps. Since CTK
uses the same statistical models for both CIMS and CITS
analyses, the approach allows for reproducing protein-RNA
binding sites in different kinds of CLIP-seq experiments.

OmniCLIP (Drewe-Boss et al., 2018) is the latest pub-
lished peak-calling tool used for analyses of all types of
CLIP-seq data. Unlike CTK, the basic principle of omni-
CLIP’s model is to identify target sites via an unsupervised
segmentation of the genome. OmniCLIP learns the relevant
diagnostic events directly from immense existing data
based on a probabilistic model and then automatically calls
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peaks. The joint model of omniCLIP introduces novel er-
ror-reducing aspects into CLIP-seq data analysis, leading to
results that are more accurate. OmniCLIP models CLIP-seq
data in a principled manner, leading to easy integration of
other probabilistic models in omniCLIP. OmniCLIP can be
easily applied to novel CLIP-seq protocols and has dis-
played better calibration and reliability than other existing
tools.

Though many algorithms have been developed to identify
RBP-RNA interactions from CLIP-seq data, analysis of
CLIP-seq data still includes many challenges: (i) the proper
modeling of diagnostic event types to prevent inaccurate
detection of non-binding sites; (ii) a universal method to
distinguish authentic interactions from background; (iii)
overcoming confounding technical factors, such as RBP
binding strength, RNase digestion differences, PCR biases,
and most importantly, potential interaction or competition
between two RBPs; (iv) using statistical methods to resolve
biological variance in diverse samples; and (v) computa-
tional methods to identify binding sites at single-nucleotide
resolution from various CLIP data. Current bioinformatic
tools for CLIP-seq data analysis represent promising ap-
proaches to address the above challenges. However, multiple
diagnostic event types may appear close to each other and
may represent complex diagnostic event types. How these
event types influence the joint model for CLIP-seq data
analysis remains unexplored.

Bioinformatic tools for analysis of Degradome-seq
data to describe ncRNA-induced mRNA
degradation

Small ncRNAs (sRNA), including miRNAs and endogenous
short interfering RNAs (siRNAs), are recruited into an RNA-
induced silencing complex (RISC), pair with mRNAs, and
catalyze endonucleolytic cleavages at binding sites/mRNA
cleavage sites, the essential step for mRNA degradation.
Degradome-seq (German et al., 2008) is a modified version
of 5' rapid amplification of cDNA ends (5’ RACE) combined
with high-throughput sequencing to profile uncapped de-
gradation products of mRNAs. Degradome-seq data analysis
helps identify sSRNA target sitessmRNA cleavage sites on a
genome-wide scale and provides a comprehensive under-
standing of sRNA-guided mRNA degradation. Bioinfor-
matic tools have been developed for target prediction from
degradome-seq data; these include CleaveLand (Addo-
Quaye et al., 2008), SeqTar (Zheng et al., 2011), PAREsnip
(Folkes et al., 2012), sPARTA (Kakrana et al., 2014),
StarScan (Liu et al., 2015), and PAREsnip2 (Thody et al.,
2018). All of these tools use similar target prediction algo-
rithms that are based on SRNA-mRNA complementation and
targeting rules.
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CleaveLand (Addo-Quaye et al., 2008) is the oldest and
most commonly used bioinformatic tool for processing of
degradome-seq data. The algorithm utilizes a mismatch-
based scoring scheme based on experimentally validated
miRNA-target interaction data from Arabidopsis thaliana
and complementarity rules for the seed region. CleaveLand
hypothesizes a positive correlation between com-
plementarity in the canonical seed region and the probability
of authentic cleavage. However, cleavages can occur in re-
gions with poor complementarity or even with mismatches at
canonical positions, especially in animal species; thus,
CleaveLand may not be reliable in certain applications.
CleaveLand is also a time-consuming tool and is thus not
suitable for analyzing large amounts of degradome-seq data.

Small RNA-PARE Target Analyzer (SPARTA) (Kakrana et
al., 2014) is a novel tool that utilizes a built-in, plant-focused
target prediction module called miRferno. Unlike Cleave-
Land’s algorithm, miRferno utilizes two kinds of scoring
schemes (standard and seed-free). The standard scoring
scheme is based on complementarity rules for the seed re-
gion, similar to CleaveLand. The seed-free scoring scheme is
a flexible scoring scheme based on genuine miRNA-mRNA
interactions instead of strict canonical complementarity
rules, helping to identify targets with weak seed-region
complementarities or mismatches at canonical positions.
Therefore, sSPARTA allows for target searching in un-
annotated genomic regions and discovery of novel sSRNA-
mRNA interactions.

PAREsnip2 (Thody et al., 2018) employs a binary number
system to encode and store sequencing data in a memory-
saving fashion and improve analysis speed. The tool utilizes
inverse encoding of SRNA and mRNA sequences, so that
sRNA and mRNA sequences represented by the same
number indicate perfect complementarity. For more precise
target prediction, PAREsnip2 utilizes an optimized technique
for better alignment of degradome-seq data to the reference
genome to distinguish true lower abundance peaks from
background degradation of the transcript.

Due to the differing mechanisms of RNA silencing in
plants and mammals (mRNA cleavage in plants, translational
repression in animals), the abovementioned tools for de-
gradome-seq analysis are more suitable for study of plant
miRNAs and neglect certain aspects of animal sRNAs. In
addition to miRNAs and sRNAs, thousands of piRNAs
participate in RNA degradation. No tools existed for pre-
diction of piRNA cleavage targets until the development of
StarScan (Liu et al., 2015). StarScan is the first tool devel-
oped for animal piRNA target identification and was de-
signed to search for sRNA targets in multiple genomic
regions, including CDSs, 3’ UTRs, exons, 5’ UTRs, introns,
and intergenic regions. By integrating 100 degradome-seq
datasets from 20 species, StarScan helps discover novel
sRNAs’ regulatory modules and complementarity rules in
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addition to known sRNAs.

Decoding RNA-RNA interactions from RRI-seq
data

With the development of high-throughput sequencing, ex-
perimental methods like CLASH (Helwak et al., 2013),
MARIO (Nguyen et al., 2016), and LIGR-seq (Sharma et al.,
2016) facilitate identification of RNA-RNA interactions at
the “-omics” level. The fundamental principle of RRI-seq is
to form RNA chimeras that are decoded by downstream
bioinformatics analysis. Only a single public tool, MARIO
tools (Nguyen et al., 2016), is currently available for RNA
interactome data analysis.

Even though databases such as starBase (Li and Mason,
2014) and RISE (Gong et al., 2017) have been developed for
collecting, processing, and storing RRI-seq data, sophisti-
cated approaches for analysis of RNA chimeras and pre-
diction of high-throughput RNA-RNA interactions have yet
to be established. Taking LIGR-seq as an example, a prob-
abilistic model assesses the significance of detected inter-
actions utilizing observed ratios of chimeric reads.
Nevertheless, one major class of technical artifacts asso-
ciated with this model is mapping of intramolecular ligation
products to paralogous, overlapping transcripts with differ-
ent gene IDs or pseudogenes and their subsequent annotation
as intermolecular interactions. Numerous complementary
approaches must be developed to avoid this technical arti-
fact.

Novel bioinformatic tools are currently being developed to
analyze comprehensive RNA interactome data. Mapping
RNA interactome in vivo (MARIO) (Nguyen et al., 2016) is a
novel technology used to reveal RNA-RNA interactions
from unperturbed cells. The novel method maps RNA-RNA
interactions on a massive scale. MARIO identifies not only
protein-assisted inter- and intra-molecular RNA interactions
but also a wide variety of RNA interaction events involving
mRNAs, IncRNAs, snoRNAs, miRNAs, and other RNAs. In
addition, the corresponding suite of bioinformatic tools
(MARIO tools) was created to analyze and visualize MARIO
data. MARIO tools automate analysis steps, including re-
moving PCR duplicates, splitting multiplexed samples,
identifying the linker sequence, splitting junction reads,
calling interacting RNAs, performing statistical assessments,
categorizing RNA interaction types, calling interacting sites,
and analyzing RNA structure as well as providing a com-
prehensive visualization interface. However, as MARIO
tools are a bioinformatic suite specifically designed to be
used with the MARIO experimental method, the applic-
ability of MARIO tools to other experimental approaches
remains to be examined.

A considerable shortcoming of existing and newly devel-
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oped approaches for RRI-seq data analysis is their limited
applicability to one specific experimental method. Universal
algorithms for RRI-seq data analysis are not available. The
novel machine learning algorithms were designed to better
integrate both inter- and intra-molecular complementarities
in a high-throughput way and introduce a universal prob-
abilistic model as the foundation of downstream analysis,
making target predictions more reliable.

Methods to quantify RNA modifications

High-sensitivity liquid chromatography-mass spectrometry
(LC-MYS) is widely used to detect and quantify modifications
in mRNA. In this approach, isolated purified mRNA is fully
digested into single nucleosides using nuclease P1 and
phosphatase. The different nucleosides are separated using
liquid chromatography and fragmented into product ions
during mass spectrometry. A given nucleoside is identified
according to its chromatography retention time, mass-to-
charge ratio (m/z), and product ion (Gaston and Limbach,
2014). The ion intensity of nucleosides is concurrently de-
tected using mass spectrometry, and the content of these
nucleosides is quantified according to standard curves. This
method is fast and sensitive and only requires small amounts
of mRNA (~200 ng) to detect and quantify modified nu-
cleotides in low-abundance mRNA. However, this method
cannot provide sequence information and requires highly
pure mRNA, as the mRNA abundance is low (~1%—-3%) and
RNA modifications are relatively abundant in ncRNAs.
Hence, minimization of ncRNA contamination is a key step
in detecting and quantifying mRNA chemical modifications.
Two-dimensional thin-layer chromatography (2D-TLC) re-
presents another widely used method to detect mRNA che-
mical modifications. In this approach, isolated RNA is first
partially digested into oligonucleotides using RNase A,
RNase T1, or RNase T2. Then, free 5" OH groups are labeled
using P, The 5’ end-labeled oligonucleotides are fully di-
gested using nuclease P1, and the *’P_labeled 5-NMPs are
separated according to their differing mobility using thin-
layer chromatography (TLC). The modified nucleotides in
RNA can be identified according to their TLC positions, and
direct measurement of each spot’s radioactivity enables
quantification of these nucleotides (Kellner et al., 2010).
This method is low-cost but displays detection bias due to
bias of the RNase digestion and the disparate p labeling
efficiency of these nucleotides (Nees et al., 2014).

Locus-specific RNA modification detection
methods

Primer extension is a widely used biochemical assay for
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locus-specific detection of RNA modifications. Specific
RNA templates are first annealed with labeled primers and
then reverse-transcribed into cDNA. This method leverages
the ability of certain modified nucleotides in RNA to inhibit
extension by reverse transcriptase. RNA templates are re-
verse-transcribed into ¢cDNA, and the truncated and full-
length cDNA fragments are separated on denaturing poly-
acrylamide gels. The length of the truncated cDNA frag-
ments indicates the position of the modification in the RNA
(Motorin et al., 2007). However, this method can be only
applied to detect RNA modifications that block base-pairing
with or without chemical treatment.

Site-specific cleavage and radioactive-labeling followed
by ligation-assisted extraction and TLC (SCARLET) re-
presents another locus-specific detection method that can
provide not only position information but also the stoichio-
metric ratio of modified sites. In this method, a chimeric
oligonucleotide comprised of DNA and 2'-O-me-RNA is
annealed with target RNA, and then the desired site is
cleaved with RNase H. The cleaved 5’ end is labeled using
P and ligated to a DNA oligo by splint ligation. Following
RNase degradation and purification, the p-labeled nucleo-
tides are released by nuclease P1 digestion and analyzed by
TLC (Liu et al., 2013). Similar to the primer extension assay,
SCARLET also requires the sequence information of the
modification sites and is only suitable for high-abundance
transcripts. Hence, these two locus-specific methods are
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sites in mRNA, and they are used to validate results from
transcriptome-wide mapping approaches.

Transcriptome-wide RNA modification sequencing
technologies

The development of sequencing technologies for detection of
distinct modifications not only provides a resource for de-
tection but also tools for elucidating the functional roles of
these mRNA modifications. Existing sequencing technolo-
gies are categorized into three types according to their ap-
proach: direct, antibody-based, and chemical-assisted
sequencing technologies (Table 1).

Some modified nucleotides can directly block or interfere
with base-pairing, leading to truncations or misincorporation
during reverse transcription. Leveraging these truncations
and misincorporation, researchers can directly detect these
modified nucleotides in the transcriptome. For example, in-
osine pairs with cytidine during reverse transcription, and
thus, A-to-I editing sites can be identified by comparing the
genomic DNA and RNA sequencing data and detecting A-
to-G mismatch sites (Bahn et al., 2012; Ju et al., 2011; Peng
et al., 2012; Ramaswami et al., 2012). For these methods
directly based on RT signatures, eliminating noise caused by
single nucleotide polymorphisms (SNPs), somatic muta-
tions, pseudogenes, and sequencing is vital to reducing false

Table 1 Overview of sequencing technologies used to detect mRNA modifications and distribution pattern of mRNA modifications

Modification Sequencing technologies Distribution pattern
msA—seq (Dominissini et al., 2012)/MeRIP-seq (Meyer et al., 2012) Enriched in 3' UTR and near stop codon
m°A PA-m°A-seq (Chen et al., 2015)/m°A-CLIP (Ke et al., 2015)/ (Dominissini et al., 2012; Meyer et al., 2012);
miCLIP (Linder et al., 2015) Last exon (Ke et al., 2015)
6 e
6 m°A-seq (Dominissini et al., 2012) . L . .
m Am miCLIP (Linder et al., 2015) Exclusively transcription start sites (Linder et al., 2015)
Bisulfite-seq (Edelheit et al., 2013; Squires et al., 2012; Yang et al.,
m’C 2017) Enriched downstream of translation initiation sites and in 3’
Aza-IP (Khoddami and Cairns, 2013)/miCLIP (Hussain et al., UTR (Squires et al., 2012; Yang et al., 2017)
2013)
hm’C hMeRIP-seq (Delatte et al., 2016) Not available
I Direct sequencin%o(?za hlg et al, 2012;{[111 etzgll.,z)2 O11; Peng et al., Mainly repetitive elements (e.g., Alu and LINE) in UTR
; Ramaswami et al., ; R S LV
ICE-seq (Sakurai et al., 2014) and introns (Athanasiadis et al., 2004; Levanon et al., 2004)
¥-Seq (Schwartz et al., 2014)/Pseudo-seq (Carlile et al., 2014)/ Mainly CDS and 3 UTR (Carlile et al., 2014;
v PSI-seq (Lovejoy et al., 2014) 2 g -2 ’
CeU-seq (Li et al., 2015) Li et al., 2015; Schwartz et al., 2014)
m'A-seq (Dominissini et al., 2016)/m'A-ID-seq (Li et al., 2016) . )
1 1 . . 1 Enriched in 5" UTR and near start codon
m A m A-MAP (Li et al., 2017), single base m A-seq (Safra etal.,  py piniceini et al., 2016; Li et al., 2016; Li et al., 2017)
2017) > s " B -
20Me-seq (Incarnato et al., 2017), RiboMeth-seq (Birkedal et al.,
Nm 2015; Krogh et al., 2016; Marchand et al., 2016) Enriched in CDS (Dai et al., 2017)
Nm-seq (Dai et al., 2017)
ac’C acRIP-seq (Arango et al., 2018) Enriched in 5" UTR and CDS (Arango et al., 2018)
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positives (Wulff et al., 2011). In addition, due to lack of
enrichment, this strategy is only suitable for detecting
abundant modified sites in mRNA.

In transcriptome-wide sequencing methods based on an-
tibody enrichment, purified mRNA is fragmented to
~100-150 nt in size and immunoprecipitated using an anti-
body that specifically recognizes the modification of interest.
The enriched RNA fragments are then subjected to library
construction and high-throughput sequencing. Methods
based on this approach have been developed to map m°A,
méAm, m'A, thC, and ac'C in a transcriptome-wide
manner (Arango et al., 2018; Delatte et al., 2016; Domin-
issini et al., 2012; Dominissini et al., 2016; Li et al., 2016;
Meyer et al., 2012). These methods are easily manageable
and can be quickly adopted by many different laboratories,
enabling many important RNA epigenetics discoveries.
However, the resolution of these methods is low
(~100-200 nt), limiting the functional studies of modifica-
tions that do not have a strong consensus sequence. In ad-
dition, these methods rely highly on the specificity and
efficiency of antibodies; hence, antibody validation is es-
sential to ensure sensitivity and reduce false positives caused
by intrinsic bias due to RNA sequences or antibody structure.
To improve the detection resolution of antibody-based se-
quencing methods, researchers have altered the modifica-
tion-containing RNA immunoprecipitation protocol by
adopting a UV-induced RNA-antibody crosslinking strategy.
In this strategy, the protein-RNA crosslinking sites result in
truncation or misincorporation during reverse transcription
to allow for precise detection of modified sites. Using this
strategy, researchers have developed a photo-crosslinking
assisted m°A sequencing strategy (PA-m(’A-seq) (Chenetal.,
2015) and an m°A individual-nucleotide-resolution cross-
linking and immunoprecipitation (miCLIP) detection meth-
od to obtain base-resolution m°A methylation profiles (Ke et
al.,2015; Linder et al., 2015). For those modified nucleotides
that block or interfere with base-pairing, detection methods
that combine antibody enrichment and RT signatures not
only allow single base-resolution but are also suitable for
detection of low-abundance modified sites. For example,
researchers have developed m' A-MAP, which couples anti-
body-mediated pre-enrichment with m'A-induced mis-
incorporation detection along with an additional in vitro
demethylation step (Figure 2). This method not only allows
for sensitive detection of m'A methylation at single-base
resolution but also minimizes false signals caused by SNPs
or other modifications (Li et al., 2017). In addition, ex-
ploiting catalytic mechanisms of the modification enzymes
facilitates identification of their direct targets at single-base
resolution. For instance, 5-azacytidine-mediated RNA im-
munoprecipitation (Aza-IP) and methylation iCLIP (mi-
CLIP) were used to successfully identify the direct targets of
two m’C methyltransferases, NSUN2 and DNMT2 (Hussain
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Figure 2 Schematic of m'A-MAP. The m'A antibody pre-enriches the
m'A-containing RNA fragments, and RT conditions are optimized to allow
for efficient misincorporation during cDNA synthesis. Demethylase treat-
ment is used to improve the confidence of detection. An m'A methylation

site is identified based on the difference and fold change of the mismatch
rate between the (—)demethylase and (+)demethylase samples.

et al., 2013; Khoddami and Cairns, 2013).

For some modified nucleotides, chemical treatment can
alter their base-pairing and cause cDNA truncation or mis-
incorporation of nucleotides during reverse transcription.
Researchers have developed several chemical-assisted se-
quencing technologies to detect these nucleotides. For ex-
ample, the conventional direct sequencing approach for
detection of inosine sites is affected by background noise.
The compound acrylonitrile selectively reacts with inosine in
RNA to form Nl—cyanoethylinosine (ceII), which blocks re-
verse transcription and results in truncation of cDNA. Cou-
pling this chemical reaction to high-throughput sequencing,
ICE-seq can profile inosine sites in a transcriptome-wide
manner (Sakurai et al., 2014). Bisulfite treatment is a con-
ventional strategy to detect m’dC in DNA. Combining a
modified bisulfite treatment and high-throughput sequen-
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cing, researchers have produced transcriptome-wide base-
resolution profiles of m’C (Edelheit et al., 2013; Squires et
al., 2012; Yang et al., 2017). ¥ is an isomer of uridine that is
able to pair with adenosine during reverse transcription. A
chemical called CMCT (1-cyclohexyl-(2-morpholinoethyl)
carbodiimide metho-p-toluene sulfonate) reacts with ¥, and
the resulting CMC-¥Y adducts stall reverse transcription,
leading to truncation of cDNA. Combining this chemical
reaction with high-throughput sequencing, researchers have
developed W-Seq, Pseudo-seq, and PSI-seq to map W tran-
scriptome-wide (Carlile et al., 2014; Lovejoy et al., 2014;
Schwartz et al., 2014). However, these methods can only
detect highly abundant ¥ sites. A chemically synthesized
CMC derivative, azido-CMC (N;-CMC), can not only se-
lectively label ¥ but also be conjugated to a biotin molecule
in a subsequent click reaction. In this approach, named CeU-
seq, W-containing RNA can be pre-enriched prior to se-
quencing (Li et al., 2015), which allows for identification of
low-abundance ¥ sites. While most RNA modifications are
made to the base, 2'-O-methylation is a type of ribose me-
thylation. Three sequencing technologies have been devel-
oped (20Me-seq, RiboMeth-seq, and Nm-seq) that leverage
the different chemical properties of 2'-O-methylation.
20Me-seq relies on the fact that low amounts of dNTPs stall
reverse transcription (Incarnato et al., 2017), while Ribo-
Meth-seq depends on the resistance of 2'-O-methylation to
alkaline hydrolysis, compared to normal ribose (Birkedal et
al., 2015; Krogh et al., 2016; Marchand et al., 2016). How-
ever, these two methods are only suitable for identifying
highly abundant methylation sites. In Nm-seq, 2'-O-methy-
lation is resistant to periodate oxidation treatment, and
hence, 2'-O-methylation is enriched after several cycles of
oxidation—elimination—dephosphorylation steps by remov-
ing the unmodified ribose. Using this strategy, low-abun-
dance 2'-O-methylation sites can be detected at single-base
resolution.

Experimental methods for probing the RNA
structurome

For decades, nucleases and small molecules that modify
RNAs in a structure-specific fashion have been used to probe
RNA secondary structures. With the advent of sequencing
technology, it is now possible to combine these biochemical
methods with deep sequencing to assess RNA secondary
structures in a massively parallel fashion, allowing for eva-
luation of the whole transcriptome (i.e., the RNA structur-
ome) in a single experiment. Such studies have revealed
many novel insights into RNA structure-function relation-
ships (Bevilacqua et al., 2016; Kubota et al., 2015; Kwok,
2016; Kwok et al., 2016; Mortimer et al., 2014; Nguyen et
al., 2016; Piao et al., 2017; Qian et al., 2019; Silverman et al.,
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2016; Wan et al., 2011).

The first generation of high-throughput methods for RNA
structural analysis was developed in the 2010s using enzy-
matic cleavage. Certain ribonucleases (RNases) have been
found to be structure-specific (Chang and Rajbhandary,
1968). For example, RNases S1, A, P1, T1, and U2 cleave
RNA single-stranded regions (ssRNA), whereas RNase V1
only cuts double-stranded regions (dsRNA). Each resulting
RNA fragment carries one bit of structural information on its
5" end that is decoded via high-throughput sequencing and
subsequent bioinformatic analysis. PARS (Del Campo et al.,
2015; Kertesz et al., 2010; Wan et al., 2012; Wan et al.,
2014), FragSeq (Underwood et al., 2010), and ssRNA/
dsRNA-seq (Gosai et al., 2015; Li et al., 2012a; Li et al.,
2012b; Zheng et al., 2010) were among the first techniques
developed to assess RNA structure from sequencing data and
have been successfully used to determine in vitro structur-
omes for a variety of species. The results from these studies
suggest that, even in the absence of other cellular compo-
nents, most RNA molecules maintain the ability to form
stable secondary structures (Kertesz et al., 2010). These
approaches have revealed specific structural signatures of
many functional sites associated with the regulation of
splicing, translation, and miRNA targeting (Kertesz et al.,
2010; Wan et al., 2014). However, these techniques have
several limitations: RNA needs to be extracted and folded in
test tubes before structures are probed, and thus, the resulting
observations are based on RNA structures that may differ
from their functional in vivo state.

Second-generation methods for probing RNA structure
involve small molecule modifications (Ding et al., 2014;
Rouskin et al., 2014; Spitale et al., 2015). Certain chemicals
can modify RNA nucleotides in a specific structural context;
these modifications can be decoded as truncations or muta-
tions during reverse transcription. Small molecule mod-
ifications can be divided into two types: base modifications
and sugar-ring or backbone modifications. DMS, CMCT,
and Kethoxal are commonly used to modify certain types of
unpaired bases in RNA. By contrast, SHAPE reagents, such
as IM7, NMIA, and NAI, acylate the unpaired ribose with-
out nucleotide bias. Structure-seq (Ding et al., 2014) and
DMS-seq (Rouskin et al., 2014) are among the first techni-
ques to combine DMS probing with high-throughput se-
quencing to decipher RNA structuromes both in vivo and in
vitro. Other methods, such as ChemModSeq (Hector et al.,
2014), MAP-seq (Seetin et al., 2014), and CIRS-seq (In-
carnato et al., 2014) use DMS to probe only in vitro or de-
proteinized ex vivo RNA structures. However, notably, these
three methods combine different reagents to increase base
coverage. SHAPE-seq (Loughrey et al., 2014; Mortimer et
al., 2012) and icSHAPE (Spitale et al., 2015) use 1M7 and
NATto, respectively, to obtain unbiased RNA structuromes of
all four bases. As reverse transcribing modified RNAs often
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result in mismatch, DMS-MaPseq (Zubradt et al., 2017) and
SHAPE-MaP (Siegfried et al., 2014) were developed to de-
tect mismatches to identify RNA structural information.
LASER (Feng et al., 2018) uses a light-activated chemical
reagent (NAz) to reveal structural changes to adenosine and
guanosine. Small molecule probing has allowed for the in
vivo characterization of RNA structuromes and illuminated
the role of RNA structures in transcriptional and post-
transcriptional regulation inside cells. In addition, thanks to
their smaller size and reduced steric hindrance, small mole-
cule probes can achieve higher structural coverage of tran-
scripts. However, as no existing chemical is known to
modify double-stranded RNA regions, we can only probe
and obtain structural information for single-stranded regions
and are currently unable to distinguish double-stranded nu-
cleotides from missing data.

RNA molecules can fold into complex structural motifs,
such as the triplex (Devi et al., 2015) and G-quadruplex (Fay
et al., 2017). Formed by stacking G-quartets into special
topologies, G-quadruplexes play important roles in RNA
regulation. The formation of G-quadruplexes can cause re-
verse transcriptase to stop. Kwok and Balasubramanian de-
signed in vitro assays to identify RT stop positions and hence,
the locations of G-quadruplexes (Kwok and Balasu-
bramanian, 2015; Kwok et al., 2016). Their results indicated
that G-quadruplexes are significantly enriched around mi-
croRNA target sites and polyadenylation signals. Recently,
Guo and Bartel combined DMS probing with G-quadruplex
RT stop profiling and reported G-quadruplex maps both in
vitro and in vivo (Guo and Bartel, 2016). This study sug-
gested that regions forming G-quadruplexes in vitro are
largely unfolded in vivo in both mouse and yeast cells. Re-
cently, Yang et al. combined affinity capture of G-quad-
ruplexes with sequencing and reported the existence of
transient G-quadruplexes (Yang et al., 2018).

Enzymatic cleavage and small molecule modification can
only reveal the tendency of a nucleotide to be single-stranded
or double-stranded. RNA proximity ligation offers a possible
path to direct assessment of base-pairing, as identified
through sequencing chimeric reads. Methods vary in the
techniques used for the generation and purification of ligated
RNA duplexes. CLASH (Helwak et al., 2013; Kudla et al.,
2011) and hiCLIP (Sugimoto et al., 2017; Sugimoto et al.,
2015) use UV to crosslink protein-RNA complexes and
purify RNA duplexes associated with proteins. RPL (RNA
proximity ligation) includes in situ RNase digestion, proxi-
mity ligation, and purification of the whole transcriptome
(Ramani et al., 2015). MARIO isolates RNAs crosslinked to
proteins and includes proximity ligation to identify protein-
dependent RNA-RNA interactions (Nguyen et al., 2016).
RAP-RNA uses AMT (4’-aminomethyl trioxsalen) cross-
linking to link RNA duplexes and antisense oligos to pull
down target RNAs (Engreitz et al., 2015; Kretz et al., 2013).
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Recently, a new generation of technologies has been de-
veloped that exploits crosslinking agents (e.g., psoralen and
its derivatives) to obtain global intra- and inter-molecular
RNA duplexes (Nilsen, 2014). PARIS (Lu et al., 2016),
SPLASH (Aw et al., 2016), LIGR-seq (Sharma et al., 2016),
and COMRADES (Ziv et al., 2018) all use different strate-
gies to enrich crosslinked duplexes, which can then be li-
gated for deep sequencing and bioinformatics. Important
structural information, such as the presence of pseudo-knots,
long-range interactions, and alternative structures, can be
unveiled using crosslinking techniques (Lu et al., 2016).
Crosslinking studies have identified conserved RNA struc-
tures across species (Lu et al., 2016), organization of im-
portant long non-coding RNAs (e.g., XIST) (Lu et al., 2016),
structural bases that affect translation efficiency (Aw et al.,
2016), and structural elements affecting virus infection (Li et
al., 2018). These methods are still limited, however, in terms
of their coverage and resolution.

Discussion

Bioinformatic tools are being rapidly developed for analysis
of data from high-throughput sequencing methods for de-
tection of ncRNA interactions with RBPs, mRNAs, and
other ncRNAs. However, in most cases, due to the diversity
of experimental methods and the complexity of factors that
influence RNA interactions, researchers must utilize differ-
ent methods to preprocess the data input and various models
to describe it. Several kinds of software mentioned above
attempt to address this problem. The tools include two pri-
mary methods. First, some tools model interaction events
based on a universal statistical model. This method identifies
the most reliable candidates and calculates their respective
confidence probabilities for different interaction event types.
The use of a core statistical model not only allows for a
unified analysis workflow but also provides system metrics
(e.g., scores, P-values) for assessment and comparison of
different types of ncRNA interaction events. Second, other
approaches integrate ncRNA interaction analysis by utilizing
previous interaction datasets, helping to identify genuine
interactions not deemed significant using the above statis-
tical analyses.

Despite these advances, technical artifacts in computa-
tional pipelines remain a challenge in the accurate and sen-
sitive detection of RNA interactions. Although degradome-
seq analysis allows for precise miRNA-target detection for
plant miRNAs, a more accurate analysis approach to profile
miRNA-mRNA interactions in animal cells remains to be
explored. High-throughput calculation of the resulting data is
also necessary; reliable, time-saving algorithms and analysis
pipelines are urgently needed for the ever-increasing amount
of sequencing data being generated, which presents both
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challenges and opportunities. It has long been possible to
analyze and visualize the data, but future research will re-
quire more efficient data structures and analysis methods
suitable for large-scale data. In addition to developing
methods for analyzing these interaction data, methods that
facilitate biological interpretation and annotation by in-
tegrating gene ontologies and cellular pathways are also re-
quired.

In the past several years, rapid technological advances
have enabled the study of RNA structures at the systems
biology level. We hope that, in the near future, the integration
of novel chemistry, biotechnology, and computational ap-
proaches will result in more advanced structure-probing
methods with the power to comprehensively and precisely
elucidate RNA structuromes and their functional roles, in
vivo or in situ. We must develop methods that require only
small quantities of RNA, allowing the use of limited amounts
of tissue. Novel technologies that probe a defined subset of
RNAs (e.g., RNAs in specific subcellular localizations,
bound by certain proteins, or with the same modifications)
are highly desirable. Notably, current studies of the structural
signatures of protein-RNA interactions and RNA modifica-
tions averaged over ensembles include only a fraction of
RNA copies with bound or modified sites (Spitale et al.,
2015). To identify accurate structural signatures, a technol-
ogy that combines the discovery of RBP binding or RNA
modifications with structural probing in a single experiment
is needed to specifically measure the structures of bound or
modified sites.
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