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Thanks to the fast improvement of the computing power and the rapid development of the computational chemistry and biology,
the computer-aided drug design techniques have been successfully applied in almost every stage of the drug discovery and
development pipeline to speed up the process of research and reduce the cost and risk related to preclinical and clinical trials.
Owing to the development of machine learning theory and the accumulation of pharmacological data, the artificial intelligence
(AI) technology, as a powerful data mining tool, has cut a figure in various fields of the drug design, such as virtual screening,
activity scoring, quantitative structure-activity relationship (QSAR) analysis, de novo drug design, and in silico evaluation of
absorption, distribution, metabolism, excretion and toxicity (ADME/T) properties. Although it is still challenging to provide a
physical explanation of the Al-based models, it indeed has been acting as a great power to help manipulating the drug discovery
through the versatile frameworks. Recently, due to the strong generalization ability and powerful feature extraction capability,
deep learning methods have been employed in predicting the molecular properties as well as generating the desired molecules,

which will further promote the application of Al technologies in the field of drug design.
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INTRODUCTION et al., 2016) and it takes about 10—15 years (Turner, 2010).

The process of drug research and development includes drug
target identification, target validation, hit to lead generation,
lead optimization, the preclinical candidate identification,
preclinical study and clinical study (Vohora and Singh,
2017). To develop a novel prescription drug, the mean pre-
tax expenditure is approximately 2.558 billion USD (DiMasi
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However, given the high investment, the estimated clinical
approval success rate of innovative small molecules during
the drug discovery and development process is still only
13%, with a relatively high risk of failure eventually. The
development of computer-assisted drug design technique is
among the most ambitious to change this thorny situation
based on the rational guidance to the process (Hassan Baig et
al., 2015). The drug discovery process and the corresponding
computer-assisted drug design methods can be found in the
book Computer-Assisted Drug Design (Mason, 2007). The
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computational methods not only guarantee a systematical
assessment of the molecular characteristics (e.g., bioactivity,
selectivity, side effects, physicochemical properties, ab-
sorption, distribution, metabolism and excretion) at the the-
oretical level, but also generate lead molecules with
favorable properties in silico. In addition, the computational
methods with multi-objective optimization can be used to
decrease the attrition rate of the preclinical candidate com-
pounds. In the field of drug design, artificial intelligence (AI)
refers to the application of algorithms that analyze, learn and
explain pharmaceutical related big data to discover new
drugs, incorporating the development of machine learning in
a more integrated and automatic manner (Duch et al., 2007).
Due to the development of machine learning methods and the
accumulation of chemical and pharmacological data, the Al
technology has cut a figure in the field of drug design as a
data-driven computational approach. Compared with tradi-
tional methods, machine learning based methods, as a branch
of Al, do not rely on the theoretical advancement of the
complicated physical and chemical concrete principles, but
put more focus on the transformation of enormous biome-
dical big data into new insight and reusable knowledge.
Common algorithms for machine learning include logistic
regression (LR), naive Bayesian classification (NBC), &
nearest neighbor (KNN), multiple linear regression (MLR),
support vector machine (SVM), probabilistic neural network
(PNN), binary kernel discrimination (BKD), linear dis-
criminant analysis (LDA), random forest (RF), artificial
neural network (ANN), partial least-squares (PLS), principal
component analysis (PCA), and so on (Lavecchia and Gio-
vanni, 2013; Melville et al., 2009). Recently, Al technolo-
gies, especially the deep learning models, show great
prospects in drug design owing to their powerful general-
ization and feature extraction capability. Traditional machine
learning methods use manually designed features, while the
deep learning methods can automatically learn features from
the input data, which can transform simple features into
complex features through multi-layer feature extraction. In
addition, the deep learning methods usually have less gen-
eralization errors than the traditional machine learning
methods, which helps them getting more satisfactory results
on some benchmark or competitive tests. For example,
George Dahl’s team won the Merck Molecular Activity
Challenge by applying the Al technology especially the deep
learning method (Ma et al., 2015). Due to the above ad-
vantages, the deep learning method as a data mining method
has shown great promise in the field of drug design. The deep
learning methods mainly consist of deep neural network
(DNN), convolutional neural network (CNN), recurrent
neural network (RNN), autoencoder, restricted Boltzmann
machine (RBN). A quick overview of deep learning algo-
rithms can be found elsewhere (Angermueller et al., 2016;
LeCun et al., 2015; Schmidhuber, 2015), with a more de-
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tailed introduction to deep learning techniques in the book
Deep Learning (Goodfellow et al., 2016).

This review introduces the AI methods involved in the
field of drug design, and gives a special focus on the appli-
cation of deep learning methods in the discovery and de-
velopment of new drugs. The drug discovery, drug design
topics and Al models are listed in Figure 1. In addition, this
review also introduces machine learning strategies related to
drug design scenarios including methods of the molecular
representation, transfer learning for low data, the cross-va-
lidation method and the skills of training the deep neural
networks. Finally, this review summarizes the applications of
Al in the field of drug design and gives a prospective to the
future of Al in drug discovery and development.

THE APPLICATION OF AI IN DRUG DESIGN

Protein structure and function

Prediction of protein folding from sequence

Most diseases are related to protein dysfunctions. By
studying the structures of proteins, the structure-based drug
design strategies can be used to discover the active small
molecules towards the protein targets. However, measuring
the three-dimensional (3D) structures of the proteins will
cost a lot of time and money at present, and it is meaningful
to develop algorithms to predict the 3D structure of a protein.
Although the sequence information of most proteins is
available, it is still an unresolved problem to make accurate
de novo prediction of their 3D structures. Recently, owing to
the powerful capability of feature extraction, deep learning
technologies have been applied to predict the secondary
structure (Spencer et al., 2015), backbone torsion angle (Li et
al., 2017) and residue contacts of proteins (Wang et al.,
2017). For example, the deep learning method by combining
one-dimensional (1D) with two-dimensional (2D) CNN to
predict the residue contacts outperformed others in CASP12
(12th Community Wide Experiment on the Critical Assess-
ment of Techniques for Protein Structure Prediction)
(Schaarschmidt et al., 2017; Wang et al., 2017). The archi-
tecture of deep learning may accurately learn the relationship
between the sequence and the structure through feature ex-
traction. Currently, it is still a distant goal to precisely predict
3D structures of proteins, and the deep learning method has
shown great promise on promoting the development in this
field.

Prediction of protein-protein interactions

The protein-protein interactions (PPIs) are critical for many
biological processes and related to many diseases (Falchi et
al., 2014; Scott et al., 2016). A PPIs database—the String
database, contains about 1.4 billion PPIs obtained by both
experimental and bioinformatics methods (Szklarczyk et al.,



Zhong, F., et al.

The drug

Drug design topics
discovery process ug g top!

Sci China Life Sci

October (2018) Vol.61 No.10 1193

Al models

Target identification Prediction of protein folding

CNN (Wang et al., 2017): predicting the residue contact

and study Prediction of PPls

FD/DCA (Bai et al., 2016): detecting druggable PPI sites

Drug repurposing

Network pathology (Luo et al., 2017)

Il GEEYEy Virtual screening

SVM (Liew et al., 2000), AAE (Kadurin et al., 2017a).

Activity scoring

SVM (Zsoldos et al., 2007), RF (Wang and Zhang, 2017),
3D graph CNN (Pereira et al., 2016)

SAR
Hit to lead Q

Traditional machine learning methods (Ning and
Karypis, 2011), DNN (Ma et al., 2015)

De novo drug design

The deep reinforcement learning (Olivecrona et al.,
2017b), AAE (Gémez -Bombarelli et al., 2018), VAE
(Kadurin et al., 2017b)

Evaluation of ADME/T

Lead optimization .
propetrties

Figure 1 The drug discovery, drug design topics and Al models.

2015).

The PPI interface is defined as the protein-protein binding
sites composed of many residues (Cukuroglu et al., 2014). It
can become a new class of the drug targets which are dif-
ferent from the traditional drug targets such as G-protein
coupled receptors (GPCRs), ion channels, kinases, and nu-
clear receptors (Higueruelo et al., 2013; Santos et al., 2017).
For example, there are 1,756 non-peptide inhibitors among
18 families of PPIs reported in the iPPI-DB (inhibitors of
protein-protein Database) (Labbé et al., 2016). As a new
class of targets, PPIs will extend the target space and pro-
mote the development of the small molecule drugs (Shin et
al., 2017). Compared with the traditional methods, targeting
PPIs may reduce the adverse effects because it can increase
the biological selectivity of regulatory effects (Valkov et al.,
2012). For instance, compound DC_ACS50 can block copper
ion transport within cells by binding with the copper-transfer
interfaces, and inhibit specifically tumor cell proliferation
without affecting normal somatic cell survival at the same
time (Wang et al., 2015).

To achieve the idea of the drug design based on the
structure of protein-protein complex, it is important to study
the interface of PPI. Unfortunately, in most cases the exact
PPI information is limited (Xue et al., 2015), which gives rise
to many computational methods for predicting the interface
of PPI. The method based on the template is easier and more
reliable owing to the conservation of PPI interfaces (Zhang et
al., 2010). For example, eFindSite (Maheshwari and Bry-
linski, 2016), a web server for PPI interfaces prediction, uses
template-based, residue-based and sequence-based features
to develop SVM and NBC models. Based on the principle of
the complementarity, the protein-protein docking methods
(e.g., ZDOCK (Chen et al., 2003) and SymmDock

CNN (Duvenaud et al., 2015a),
multitask neural network (Kearnes etal., 2016a)

(Schneidman-Duhovny et al., 2005)) can be used to predict
the interface of PPI when the structure of two interactive
proteins is available (Vakser, 2014). Among these methods,
the challenging issue is how to predict the conformational
change when two unbound proteins become a combined one.
Deep learning methods can extract the most relevant se-
quence features to predict PPI interfaces, which shows an
obvious improvement compared to other machine learning
methods such as SVM (Du et al., 2016).

Considering the large buried area (1500-3000 A®) of the
interface (Scott et al., 2016), it is necessary to search for the
druggable sites or local region in the interface. The hot spots
may be the druggable sites because it contributes to a large
amount of binding free energy (Cukuroglu et al., 2014). Bai
et al. used fragment docking and direct coupling analysis
(FD-DCA) to detect the druggable PPI sites (Bai et al.,
2016). They firstly developed a fragment docking tool called
iFitDock, which can be used to seek the druggable hot spots
in PPI interfaces. Then, the small hot spots were clustered to
form candidate binding sites. Finally, the scoring function
based on the evolutionary conservative level was employed
to find the best protein-protein binding sites. Altogether, the
hot spots in the PPI interface are promising drug targets and
it is meaningful to develop computational approaches for
identifying the hot spots and designing small modulators
targeting PPI interfaces.

Hit discovery

Drug repurposing

Drug repurposing, also called drug repositioning, is defined
as the process to find novel indications of the approved drugs
(Ashburn and Thor, 2004; Lotfi Shahreza et al., 2017), which



1194 Zhong, F., et al.

can reduce the time and risk of drug development (Ashburn
and Thor, 2004). The drug repurposing is feasible because
most drugs may have multiple targets (Klaeger et al., 2017)
and the targets may correspond to multiple effects, which is
showing the high diversity of drug-disease relationship. For
example, Metformin, which was approved to treat the type 2
diabetes, may extend lifespan (Cabreiro et al., 2013; De Haes
et al., 2014; Martin-Montalvo et al., 2013).

Drugs and diseases are two core elements to repurpose a
drug. There are other elements related to the drug re-
purposing, such as drug targets and disease gene. Due to the
diversity of the interaction, the network analysis can be used
to depict the interactions of these elements (Lotfi Shahreza et
al., 2017). In terms of drug design, there are nine kinds of
important networks: gene regulatory networks, metabolic
networks, protein-protein networks, drug-target networks,
drug-drug networks, drug-disease networks, target-disease
networks, drug-adverse effect networks and disease-disease
networks (Lotfi Shahreza et al., 2017). The basic hypothesis
of the network-based method is that the similar drugs often
have the similar targets or effects (Yamanishi et al., 2008).
The information of the individual network is limited and
partial, thus it is necessary to integrate multiple networks to
form the heterogeneous network for repurposing one drug. In
particular, it is important to combine drug repurposing with
the drug target prediction because the target can be regarded
as a bridge from the drug to the disease (Wang et al., 2014).
DTINet, a heterogeneous network integrating the informa-
tion of multiple networks through the network diffusion al-
gorithm and the dimensionality reduction approach, was
used to predict the new target and indications (Luo et al.,
2017). For example, this method suggested that telmisartan,
alendronate and chlorpropamide might have novel cycloox-
ygenase inhibitory effect. These effects were later verified
experimentally by evaluating the expression of proin-
flammatory factors, and these three drugs thus provide high
quality hits for inflammation prevention.

Virtual screening

Virtual screening refers to the application of algorithm and
software to find bioactive molecules (hits) from in-house
compound collections or commercial chemical libraries,
which provides a highly efficient approach to discover novel
hits and filter out compounds with unfavorable scaffolds in
early drug development (Lavecchia and Giovanni, 2013).
Virtual screening methods include docking-based, pharma-
cophore-based (Kim et al, 2010), similarity searching
(Willett, 2006) and machine learning methods (Leelananda
and Lindert, 2016). In general, these methods can be clas-
sified into two types: structure-based virtual screening and
ligand-based virtual screening. Among them, molecular
docking has been widely used when the 3D structure of a
target protein is available (Chen, 2015). Despite the fact that
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many successful applications of docking-based virtual
screening have been constructed (Talele et al., 2010), there
are still obvious limitation of this method. For example,
scoring function of docking cannot predict binding affinities
accurately because of inadequate consideration of solvation
and entropic effects (Huang and Zou, 2010), and the protein
flexibility makes the problem even more complicated (Chen,
2015). Moreover, since most docking methods only consider
binding affinities and ignore the other parameters such as the
residence time (Copeland, 2010), the docking score is not an
ideal index for drug efficacy and the false positive rate of the
docking-based VS is high (Chen, 2015; Xing et al., 2017).

Unlike the docking-based virtual screening methods, the
ligand-based virtual screening methods do not rely on the 3D
structural information of the proteins. It tries to map the
molecular features (descriptors) to bioactivity classes (La-
vecchia and Giovanni, 2013). In this respect, machine
learning methods such as SVM have been frequently used for
virtual screening (Leelananda and Lindert, 2016; Liew et al.,
2009; Melville et al., 2009), which has shown high yields
(ratio of predicted known hits) and decreased false-hit rates
simultaneously (false hit in predicted hits)(Ma et al., 2009).
Recently, deep learning methods have been applied in the
virtual screening owing to its fantastic classification capa-
city, powerful feature extraction ability and low general-
ization error (LeCun et al., 2015; Unterthiner et al., 2014).
For example, sparse distribution of the active compounds in
the general database generally wastes a lot of search time at
virtual screening (Ma et al., 2008; Segler et al., 2018). To
address this issue, a long short-term memory network model
based on the similarity between natural language and the
simplified molecular input line entry specification (SMILES)
was established to generate focused molecule libraries with
molecules similar to the training molecules (Unterthiner et
al., 2014). The new molecular libraries generated by RNN
can be screened with machine learning methods such as
DNN and gradient boosting trees. Besides, owing to the
powerful generative ability, an adversarial autoencoder
(AAE) model was trained based on the NCI-60 cell line
assay data (Shoemaker, 2006), which can be applied to
generate molecular fingerprints for searching potential an-
ticancer agents (Kadurin et al., 2017a).

Activity scoring

As mentioned above, the core component of molecular
docking is the scoring function, which is designed to eval-
uate the binding affinities of the drug-like molecules towards
a target of interest (Huang et al., 2010). Owing to the strong
nonlinear mapping ability, machine-learning based scores
exhibit better performance by extracting various features
effectively, such as the geometric features, chemical features
and physical force field features (Khamis et al., 2015). These
scores can be considered as data-driven black box models
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since they predict the binding affinity or ligand-protein
binding interaction from experimental data directly and
avoid the study of the complex physical function related to
the docking (Ain et al., 2015). Machine learning techniques
such as RF and SVM can be used to improve the perfor-
mance of scoring function. For example, instead of using the
linear additive assumption of energy terms, an SVM model
described the nonlinear relationship between the individual
energy terms derived from the docking program eHiTS and
experimental binding affinity data showed improved
screening power and scoring power (Kinnings et al., 2011;
Zsoldos et al., 2007). Wang and Zhang reported a A,;,,RF
parameterization correction method combining the RF with
AutoDock scoring function (Wang and Zhang, 2017), which
showed an excellent performance compared with GlideScore
XP (Repasky et al., 2007). Recently, due to the good per-
formance of CNN in the field of image processing (LeCun et
al., 2015), some researchers have attempted to use CNN to
extract the features from protein-ligand interactions image so
as to predict the protein-ligand affinity. Jimenez et al. em-
ployed a 3D graph CNN model to predict ligand-protein
binding affinities (Jimenez et al., 2018), which showed that
the predictive binding affinities had good correlation with
experimental data in the datasets. The real power of deep
learning lies in its ability to learn complex and abstract
features from basic and primitive features. Therefore, it is
important to depict the basic features of the compound-
protein complex such as the atom types, atom charge, atom
distance and amino types (LeCun et al., 2015). Deep VS, a
framework based on CNN, can learn the abstract features
from the basic features (the atom context) and it out-
performed the traditional docking programs such as ICM
(Abagyan et al., 1994) and GLIDE SP (Friesner et al., 2004)
on the Directory of Useful Decoys (DUD) in terms of area
under the curve of receiver operating characteristic (AUC-
ROC) and enrichment factor (Pereira et al., 2016). In prin-
ciple, the CNN method predicts the binding affinities by
extracting the features in the protein-ligand interaction im-
age, which is more akin to a knowledge-based scoring
function but with enhanced predictive capability.

Hit-to-lead optimization

OSAR

During the process of hit-to-lead optimization, QSAR ana-
lysis can be used to find the potent leading compounds from
a series of hits analogues by predicting bioactivity of the
analogues. QSAR mainly refers to the use of mathematical
methods for studying the quantitative mapping between the
structural or physicochemical properties of compounds and
their associated biological activities (Esposito et al., 2004).
QSAR analysis mainly involves data collection, selection
and generation of molecular descriptions, establishment of
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mathematical models, assessment and interpretation of
models, and application of models (Myint and Xie, 2010).
Among them, the key issues are the representation of the
chemical structure and the mathematical model reflecting
QSAR. After selecting the descriptors, it is necessary to find
a suitable mathematical model to fit the structure-activity
relationship. In 1964, Hansch et al. proposed the well-known
Hansch equation which innovatively used linear regression
models and physicochemical descriptors (the hydrophobic
parameter, the electronic parameter and the steric parameter)
to describe the 2D structure-activity relationship, opening the
chapter for QSAR study (Hansch and Fujita, 1964). In the
same year, Free et al. formulated the Free-Wilson method to
describe the relationship between the chemical structure and
bioactivity based on hypothesis that the contribution of
substituents to the activity of the compound is additive (Free
and Wilson, 1964). Compared with Hansch method, Free-
Wilson method does not need the physiochemical parameters
and it can directly predict the bioactivity from the chemical
structure by encoding the chemical structure. With the de-
velopment of machine learning techniques, various methods
have later been used to construct mathematical models
(Dobchev et al., 2014; Dudek et al., 2006; Ning and Karypis,
2011), such as RF and SVM. Recently, deep learning
methods have been introduced to QSAR modeling owing to
the ability of dealing with diverse chemical characters and
the merit of extracting features automatically. George Dahl’s
team won the Merck Molecular Activity Challenge (a Kag-
gle competition about QSAR problems) in 2012 by the en-
semble models consisted of the multi-task DNN, Gaussian
progress regression and gradient boosting machine (Ma et
al., 2015). Inspired by the Kaggle competition results, Dahl
et al. continued to systematically study the multi-task DNN
and his results had shown that the multi-task DNN out-
performed the single-task neural network because the multi-
task method may learn general features by sharing para-
meters of different but related tasks (Dahl et al., 2014).
Ramsundar et al. integrated multi-task neural networks into
the DeepChem platform, which eased the use of multi-task
neural networks algorithms for drug development (Ram-
sundar et al., 2017). They also evaluated the performance
and discovered that the multi-task deep networks were very
robust and outperformed random forests on various tasks.
Subramanian et al. employed the DNN with Canvas de-
scriptors to build the classification and regression model to
predict the binding affinities of the human B-secretase 1
(hBACE-1) inhibitors (Subramanian et al., 2016). On the
validation set, this DNN model yielded good classification
ability with an accuracy of 0.82 and it also exhibited favor-
able regression ability with the coefficient of determination
(R®) of 0.74 and mean absolute error (MAE) of 0.52. In
addition, their results have shown that the DNN model with
2D descriptors performed better than the force-field-based
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methods (e.g., COMFA), which is partially due to the pow-
erful generalization capabilities of deep learning models.
Clearly, deep learning based QSAR models with improved
activity prediction performance will play a more important
role in the future hit-to-lead optimization studies.

Generative models for de novo design

De novo drug design means designing new chemical entities
to modulate the target of interest (Hartenfeller and Schneider,
2011). The traditional de novo design method such as the
fragment-based approach can generate new molecules from
scratch. However, many of them are difficult to synthesize
due to the complexity and impracticality of the molecular
structure (Schneider et al., 2017). In addition, it is hard to
evaluate their bioactivity because of the shortcomings of
scoring functions mentioned previously.

Owing to the strong generative ability and learning cap-
ability, deep learning methods have been used to auto-
matically generate new structures with some desired
properties (Mullard, 2017). Olivecrona et al. developed the
deep reinforcement learning method to tune the RNN to
generate the molecules with predicted biological activity
(Olivecrona et al., 2017). The SMILES structures of mole-
cules collected from ChEMBL were used to train the RNN
for getting the syntax of SMILES, and the RNN can generate
the molecules by sampling from the conditional probability
distribution of the training set. In reinforcement learning,
Agents are the decision makers who take actions under
certain states. If an Agent’s action leading to a positive re-
ward, the Agent’s trend of generating this action will be
enhanced (Mnih et al., 2015). SVM was utilized to upgrade
the action policy for obtaining the high expected reward by
activity scoring based on the ligands in the training set. When
the RNN with the deep reinforcement learning model was
employed to generate molecules against dopamine receptor
type 2, more than 95% of the structures were predicted to be
bioactive via the SVM scoring function.

Another application of generation models with deep
learning is the use of autoencoders to generate novel mole-
cules. Gomez-Bombarelli et al. combined the variational
autoencoder (VAE) and the multilayer perceptron (MLP) to
generate new compounds with desired properties auto-
matically (Gémez-Bombarelli et al., 2018). The network
consisted of three parts: the encoder, the decoder and the
predictor. The encoder transforms discrete SMILES strings
into continuous vectors in latent space, and the decoder can
make these vectors back to the discrete SMILES strings. The
MLP is used to predict the property of the molecules, and the
gradient-based optimization can be employed to find the
continuous vectors with high predictive value of the prop-
erty. Owing to the continuity of the vector representation in
the latent space, the gradient-based optimization combined
with the Bayesian inference can be utilized to quickly
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identify the molecules with desirable properties. The model
has the advantage that it can produce a human-under-
standable chemical structure with higher predictive activity
automatically. However, it also generated many cases of
invalid SMILES that do not correspond to valid chemical
structures. To overcome this difficulty, Pu et al. utilized the
grammar variational autoencoder to make the output more
effective by defined SMILES syntax (Pu et al., 2017). More
recently, Kadurin et al. introduced an AAE model named
druGAN to generate molecular fingerprints, which out-
performed the VAE model in terms of the reconstruction
error, generation ability and feature extraction capability
(Kadurin et al., 2017b).

To evaluate whether a generated molecule is synthetically
accessible, Coley et al. defined a synthetic complexity me-
trics by training a neural network model based on a reaction
database (Coley et al.,, 2018). The principle for scoring
synthetic complexity is that the synthetic reaction is a pro-
cess which will increase complexity of the reactant. For a
synthetic reaction, it means that the complexity score of
product should be greater than the reactant. Therefore, Coley
et al. encoded a chemical reaction into several (reactant,
product) pairs and attempted to construct a scoring function
for describing the inequality relationship between reactant
complexity and product complexity (Figure 2). Since the
neural networks have powerful function approximation
ability (Andras, 2017), Coley et al. employed 22 million
(reactant, product) pairs to train the neural network for
learning the scoring function, with their results demonstrat-
ing that the learned function (SCScore) could well describe
the complexity increase in the synthesis process. This model
can not only guide chemists in performing the inverse syn-
thetic analysis but also help them eliminate unrealistic mo-
lecules in drug design by evaluating the synthetic
complexity.

In silico evaluation of ADME/T properties

Physical and chemical properties

Early identification of molecules with poor physical or
chemical properties in a drug discovery pipeline significantly
reduces the risk of failure. Many deep learning based ap-
proaches have been developed on this topic (Lusci et al.,
2013). Duvenaud et al. utilized the CNN-ANN to predict the
solubility by extracting information directly from the mole-
cular graph with a good predictive performance consequence
(MAE is 0.53+0.07) (Duvenaud et al., 2015). The highlight
of this method lies in its interpretability. For example, the
fragments contributing to molecule solubility such as hy-
drophilic R-OH group can be obtained by backtracking the
model. Inspired by Duvenaud’s work, Coley et al. employed
a tensor-based convolutional embedding of attributed mo-
lecular graphs method to predict the molecular aqueous so-
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Figure 2 The encoding of the chemical reaction. A, B and C represent the reactants. P represents the main product.

lubility, which outperformed Duvenaud’s model (MAE is
0.424+0.005) (Coley et al., 2017). The model employed a
molecular tensor integrating the bond-level and atom-level
features to describe attributed molecular graph. Compared
with the Duvenaud’s model, Coley’s model used more atom-
level information to predict the molecular aqueous solubility.

Since a good correlation was found between oral drug
absorption and Caco-2 permeability coefficient (P,,,) (Ar-
tursson and Karlsson, 1991; Hubatsch et al., 2007), pre-
dicting the candidate drug P,,, plays an important role to
evaluate the pharmacokinetics properties of candidate drugs.
Wang et al. collected 1,272 compounds with Caco-2 per-
meability data and used Boosting, SVM regression, PLS, and
MLR to construct the prediction models with 30 descriptors
(Wang et al., 2016). The Boosting model showed the best
results with excellent predictive ability (R°=0.81, root mean
square error (RMSE)=0.31) for the test set, and this model
followed strictly the Organization for Economic Co-opera-
tion and Development (OECD) principles about QSAR/
QSPR (OECD, 2014). A sequence of procedures complying
with the OECD principle assures the rationality and relia-
bility of the model.

Absorption, distribution, metabolism and excretion

Drug absorption is the process by which drugs enter the
bloodstram from the site of administration. The bioavail-
ability is an important pharmacokinetic parameter which

reflects the degree of absorption. Predicting the bioavail-
ability of a molecule can guide the medicinal chemist to
optimize its absorption properties. Tian et al. collected a
dataset including 1,014 molecules and employed the MLR
model to predict bioavailability with structural fingerprints
and molecular properties (Tian et al., 2011). Genetic function
approximation technique was used to make the selection of
molecular properties used for model training automatically,
and the results gave a good predictive performance, with the
correlation coefficient and RMSE of 0.71 and 0.2355, re-
spectively.

Drug distribution is the process by which drugs circulate
with blood to interstitial fluid and intracellular fluid fol-
lowing drug absorption (Sim, 2015a). The distribution at
steady state (VDss) of a drug is the ratio of its dose in vivo to
its plasma concentration at steady state. The VDss stands for
the extent to which a drug is distributed in the tissue and it is
an important index to evaluate the drug distribution. Pre-
dicting VDss can guide medicinal chemists to make struc-
tural modifications for better pharmacokinetic properties.
Lombardo and Jing collected a dataset including 1,096 mo-
lecules and constructed PLS and RF models to predict VDss
(Lombardo and Jing, 2016). The prediction results of their
model on the external test set was not satisfactory as only
about 50% molecules are within 2-fold error. Apparently, it is
challenging to predict VDss value solely from molecular
structural information because there are many unknown
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factors that may affect VDss.

After a drug is administrated into the body, it will first pass
the metabolism system that might cause the drug for function
loss, or produce toxic metabolites in some cases. Prediction
of the site of metabolism with high accuracy can guide the
structural optimization for ensuring the metabolic stability of
the molecule. A large amount of data related to drug meta-
bolism have been collected, and many machine learning
methods have been used to predict the sites at which mole-
cules are metabolized by different metabolic enzymes, in-
cluding cytochrome P450s (CYP450s), aldehyde oxidase,
and UDP-glucuronosyltransferases (UGTs). For example,
based on a neural networks method, XenoSite (Matlock et
al., 2015) can provide the possibility that the site of small
molecules metabolized by CYP450s with an overall accu-
racy of 87% (Zaretzki et al., 2013). In addition, the Xenosite
platform also uses a neural network trained on a large da-
tabase of UGT metabolism to predict UGT sites of the
compound metabolism (Dang et al., 2016).

Drug excretion is the process by which drugs and their
metabolites are eliminated from the body. Drug metabolites
are usually soluble in water and can be easily excreted while
some drugs can be directly excreted without metabolism
(Sim, 2015b). Lombardo et al. used the PCA method to
predict primary clearance mechanism and the model showed
good discrimination results between different mechanisms,
with a predictive accuracy of 84% (Lombardo et al., 2014).
Based on the elimination mechanism prediction model,
Lombardo et al. used the PLS model to predict the total
human clearance and the PLS model performed well and was
competitive with animal scaling methods.

Toxicity and the ADME/T multi-task neural network

During the development of new drugs, pre-clinical and
clinical toxicity brings about the attrition of approximately
one-third of leading compounds (Guengerich, 2011).
Therefore, predicting the toxicity of compounds is helpful to
guide the optimization of lead compounds and reduce the
risk of failure during drug development. Traditionally, drug
toxicity profiles (e.g., liver and kidney toxicity) are predicted
by rule-based expert knowledge and structural alerts, which
tends to cause false positives and cannot extensively sum-
marize all essential structural features. Recently, due to the
ability of handling diverse chemical characters and the merit
of extracting features automatically, the deep learning
models yield good performance on toxicity prediction. For
example, based on the molecular graph encoding convolu-
tional neural networks (MGE-CNN), Xu et al. built an acute
oral toxicity prediction model, and the prediction results are
better than the previously reported models based on SVM
(Xu et al., 2017). The MGE-CNN model is consecutive be-
cause the molecular encoding, feature extraction and model
construction are carried out in the same process of the neural
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networks training. In addition, the MGE-CNN model is
highly flexible in which molecular fingerprints can be ad-
justed according to specific problems. Xu et al. mapped the
toxicological features of fingerprints back to atomic levels
and obtained some highlighted fragments that correspond to
structural alerts defined in the ToxAlerts (Sushko et al.,
2012). Therefore, as a similarity to Duvenaud’s model, the
model of Xu et al. is also interpretable. Mayr et al. developed
a multi-task DNN model called DeepTox to predict the
toxicity and the DeepTox model obviously outperformed
other contestants in the Tox21 challenge (Mayr et al., 2016).
By sharing the same parameters, the multi-task neural net-
work model was trained to predict many different individual
tasks that are highly correlated. Compared with single-task
neural network, the performance of multi-task neural net-
work is ordinarily better because of the sharing parameters of
different tasks in helping the multi-task model for learning
more common features.

Drug absorption, distribution, metabolism, excretion and
drug toxicity in the body have some relevance and the multi-
tasking neural network can improve the prediction perfor-
mance of these tasks. Kearnes et al. used ADME/T experi-
mental datasets of the Vertex Pharmaceuticals to compare the
single-task and multi-task neural network, and their results
suggested that multi-task models would generate better re-
sults as expected (Kearnes et al., 2016a).

MACHINE LEARNING STRATEGIES AND
AVAILABLE PROGRAMS FOR DRUG DESIGN
SCENARIOS

Methods of the molecular representation

In drug design, molecular fingerprints, numbers, ASCII
strings and graphs that represent the molecules can be used
as the input features of machine learning methods.

The molecular fingerprints encode the molecular attributes
as a series of binary bits (“1” indicates that the molecular
attribute exists, and “0” indicates that the molecular attribute
does not exist). In the field of the drug design, molecular
fingerprints are constantly used to predict molecular prop-
erties and calculate molecular similarity because it is a
simple and effective method to represent the molecules. At
present, the molecular fingerprints frequently used as the
input of the neural networks are structure-based 2D mole-
cular fingerprints, such as the Molecular ACCess System
(MACCS) (Durant et al., 2003), the Extended-Connectivity
Fingerprint (ECFP) (Rogers and Hahn, 2010), the Functional
Class Fingerprint (FCFP) and the Molprint2D (Bender et al.,
2004). For example, MACCS has been employed in training
an AAE model to search anti-cancer molecules (Kadurin et
al., 2017a).

For a long time, chemists have used 2D molecular graphs
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to represent molecular structures and analyze molecular
properties qualitatively. Amazingly, the development of Al
makes it possible to quantify this process. CNN is a powerful
tool to extract features from the molecular graph auto-
matically, which can be used for generating molecular re-
presentation in predictions of bioactivity (Wallach et al.,
2015), toxicity (Xu et al., 2017), physicochemical properties
(Duvenaud et al., 2015) and protein-ligand affinity (Jimenez
et al., 2018). Compared with ECFP, the graph convolutional
methods are more flexible because the graph architecture can
be adjusted based on the given tasks. In addition, the graph
convolutional architecture can be combined with neural
networks to predict the molecular properties, making the
training process, molecular feature extraction and model
construction completed simultaneously. The molecular graph
CNN fingerprints include Duvenaud’s graph convolutional
fingerprints based on atomic radiation method (Duvenaud et
al., 2015), Kearnes’s graph convolutional fingerprints based
on atoms, bonds and pairwise relationships (Kearnes et al.,
2016), and Coley’s graph convolutional fingerprints based
on the molecular tensor. The basic principle of the Duve-
naud’s graph convolutional fingerprints is similar to the
ECFP fingerprints and both of them gradually extend mo-
lecular substructures by atomic radiation methods. Specifi-
cally, Duvenaud et al. first encoded atomic features (e.g.,
valence, atomic identity, and number of hydrogens) and bond
features into vectors, then they used the atomic and bond
feature vectors to construct the atomic neighbor features to
generate the initial molecular feature vectors. CNN can be
used to extract the features from the above initial feature
vectors at each iteration, and these values are then summed
up as the molecular fingerprints. The underlying atomic and
bond features are expert-designed rather than learning from
the molecular graph by the Al method. The advantage of
Duvenaud’s graph CNN is that it can generate the molecular
fingerprints suitable for a given task, and it is interpretable
because the molecular fragments related to the specific
molecular properties can be obtained by backtracking
through the neural network nodes. This model has been
implemented in the DeepChem toolbox and the results of
MoleculeNet benchmark tests suggest that the graph CNN
can learn useful molecular features and it often performs
better than other models (Wu et al., 2017). In addition to
CNN, the recursive neural networks can also be used for
molecular representation. For instance, Gregor Urban et al.
developed the inner and outer recursive neural networks for
graph representation of the molecule (Urban et al., 2018).
Compared with Kearnes’s method, this method generally
gives better prediction results on public data sets of the
MoleculeNet benchmark tests (Wu et al., 2017).

The string representations of small molecules include the
Wiswesser line-formula notation (WLN)(Smith and Wis-
wesser, 1975), SYBYL line notation (SLN)(Ash et al.,
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1997), SMILES (Weininger, 2011) and the International
Chemical Identifier (InChI)(Heller et al., 2015). Among
them, SMILES is more widely used supported by many
programs (e.g., ChemDraw, Cheopy, and RDKit) and data-
bases (e.g., PubChem and ZINC). RNN can be used to learn
the coding grammar of SMILES (Segler et al., 2018), which
can be converted into the molecular graph. In addition,
SMILES can be directly used as an input feature of RNN in
predicting the molecular properties (Goh et al., 2017).

Molecular descriptors conventionally refer to the structural
or physicochemical properties of a molecule, which can be
obtained by molecular encoding or through standard ex-
periments (Todeschini and Consonni, 2009). The detailed
description of these descriptors has been reviewed elsewhere
(Sahoo et al., 2016). The proper selection of the descriptors is
critical for machine learning, which can decrease the amount
of computations, increase the model generalization ability
and improve the performance and interpretability of the
model (Danishuddin and Khan, 2016). The common soft-
ware to calculate molecular descriptors includes Dragon
(Mauri et al., 2006), Cheopy (Cao et al., 2013), PaDEL (Yap,
2011) and Cinfony (O’Boyle and Hutchison, 2008). The
summary of the molecular representation is provided in Ta-
ble 1.

Transfer learning for low data

The deep learning methods have shown a good prospect in
drug design due to the strong data mining capabilities.
However, the deep learning methods typically require a great
amount of training data, which has restricted its application
generally. For example, with only a small amount of the
activity data available, it is difficult to predict the bioactivity
of the new molecules because low data cannot capture an
adequate chemical space. The transfer learning method can
be used in solving such problems by leveraging existing
knowledge obtained from other related data resources. As we
know, human experts can apply previously learned knowl-
edge to solve new problems and the ability helps us solve the
problem efficiently. One of the directions of Al study is to
imitate this ability by a transferring learning scheme (Pan
and Yang, 2010). The basic principle of the transfer learning
is to apply the knowledge seeking from some previous tasks
to a relevant target task with fewer training data. Further-
more, one-shot learning method has been proposed which
refers to the deep learning method that requires only a few
training samples. It can transfer information between re-
levant, but different tasks by learning a meaningful distance
metric (Vinyals et al., 2016). Altae-Tran et al. developed a
one-shot learning method that combined the iterative re-
finement of long short-term neural networks with the graph
CNN for low data learning (Altae-Tran et al., 2017; Good-
fellow et al., 2016). The model outperforms the RF and other
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Table 1 Summary of the molecular representation
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Representation methods

Examples

Molecular fingerprints:
MACCS, ECFP, FCFP, Molprint2D, etc.

Graphs: the molecular graph

ASCII strings: SMILES, InChl, SLN, WLN, etc.

Numbers: molecular descriptor

MACCS was employed as the input and output of the AAE to search anti-cancer molecules (Kadurin
et al., 2017a).

CNN graph convolutional representation methods: Duvenaud graph convolution fingerprints
(Duvenaud et al., 2015), Kearnes graph convolution fingerprints (Kearnes et al., 2016b), and Coley’s
graph convolution fingerprints (Coley et al., 2017).

Gregor Urban et al. developed the inner and outer recursive neural networks for graph representation
of the molecule (Urban et al., 2018).

Olivecrona et al. developed the deep reinforcement learning method to tune the RNN to generate the
molecules with predicted biological activity (Olivecrona et al., 2017).

SMILES can be directly used as an input feature of RNN to predict molecular properties (Goh et al.,
2017).

Ma et al. used the DNN to predict molecular bioactivity with the union of the atom pair descriptor and
the donor-acceptor pair descriptor (Ma et al., 2015).

Mayr et al. developed a multi-task DNN model to predict with the chemical descriptors (Mayr et al.,

2016).

methods on the Tox21 and SIDER dataset. However, when
the toxicity data is utilized for training a model in predicting
a side effects dataset, it will completely fail because the
relevance between the two datasets is rather weak.

The cross-validation method

The cross-validation method is employed to evaluate the
performance of the model and the common practice is the
random-split cross validation. However, the random-split
cross-validation method is often too optimistic for the esti-
mation of model predictive effect because it weakens the
covariate changes in drug development through mixing dif-
ferent series data (Cortes et al., 2014). Alternatively, the
process of the time-split cross-validation was proposed,
where the datasets were divided into training and test sets
based on the experimental time order of the data (Chen et al.,
2012). Sheridan et al. compared different cross validation
methods used to estimate performance of the QSAR model
and their results showed that the R* value given by time-split
cross validation method was much closer to the true pro-
spective predictive value (Sheridan, 2013). Guided by this
result, Ma et al. applied the time-split cross-validation rather
than traditional random-spilt cross-validation to evaluate the
performance of the deep neural network in simulating the
realistic hit-to-lead process (Ma et al., 2015). For all of these
studies, experimental time is a very important parameter, and
time-split cross validation should be carried out in drug
discovery as long as the data of experimental time in-
formation is available.

The skills of training the deep neural networks

Although deep learning models outperform many traditional
machine learning methods, they still involve much more
parameters and different architectures, which leads to some
difficulties while training, especially under the circum-

stances when the samples are not enough or the feature
matrix is sparse. The training algorithm might only get a
local optimum and the accuracy is not satisfactory enough. In
order to deal with this problem, the unsupervised pre-training
method such as deep belief network has been proposed to
improve the parameter initialization, and the results suggest
that the method was more effective than the random initial
values (Ghasemi et al., 2017). The study of Ma et al. in-
dicated that the dropout strategy could effectively avoid
overfitting when training the QSAR dataset (Ma et al., 2015).
Moreover, compared with the sigmoid action function, ReLU
action function is more suitable for the QSAR tasks as its
advantages in preventing the gradient disappear and local
optimum.

The available Al source code for drug design

In pharmaceutical industry, the commercial potential of
computer software for drug design is evident. However, there
are still many researchers willing to share their programs on
github or other open source platforms, to integrate the Al
methods with drug design methods. Several open source
implementation of Al-based drug design models are sum-
marized in Table 2. These open source projects will promote
the widespread application of artificial intelligence technol-
ogies in the field.

CONCLUSION AND FUTURE

The Al technology, especially the deep learning method, can
be used to learn pharmaceutical knowledge (e.g., QSAR and
chemical structure) from vast amount of the pharmaceutical
data. The learned knowledge can be then applied to discover
and design the molecule with desired properties, to optimize
the molecular properties, and to push forward the clinical
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Table 2 Summary of the Al implementation programs in drug design
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Programs

Websites

Description

DeepChem
Neural Graph Fingerprints
Conv_gsar_fast
DeepNeuralNet-QSAR
DeltaVina
Chemical VAE
ORGANIC (Sanchez-Lengeling, 2017)

REINVENT

Open Drug Discovery Toolkit (ODDT)
(Wojcikowski et al., 2015)

JunctionTree VAE (Jin et al., 2018) vae

SCScore

InnerOuterRNN

https://github.com/deepchem/deepchem
https://github.com/HIPS/neural-fingerprint
https://github.com/connorcoley/conv_gsar_fast

https://github.com/Merck/DeepNeuralNet-QSAR

https://github.com/chengwang88/deltavina

https://github.com/aspuru-guzik-group/chemical vae

https://github.com/aspuru-guzik-group/ORGANIC
https://github.com/MarcusOlivecrona/REINVENT

https://github.com/oddt/oddt

https://github.com/connorcoley/scscore

https://github.com/Chemoinformatics/InnerOuterRNN

A free python library that incorporates many high
quality Al algorithms for the drug discovery

CNN is used to generate molecular fingerprints to
predict molecular properties.

The tensor-basd CNN is used to predict molecular
properties.

Multi-task DNN is used to predict molecular
activity.
A rescoring approach combining the RF with
AutoDock scoring function

An implementation of VAE generation model
proposed by Gomez-Bombarelli et al.

A generative model for de novo molecule design
with desired properties

A generative model for de novo molecule design by
using RNN and reinforcement learning

A modular and comprehensive toolkit for use in
cheminformatics and molecular modeling

https://github.com/wengong-jin/icml18-jtnn/tree/master/mol- A generative model for de novo molecular design

based on junction tree VAE

A score evaluating synthetic complexity of the
molecule

Two kinds of recursive neural networks used to
predict molecular properties

approval success rate of the molecule. The Al technology has
breathed a new life into the computer-aided drug design
owing to its powerful data mining capabilities. However,
some difficult problems may still exist: (1) As a data mining
technology, the amount of available data directly affects the
performance of the related deep learning models since the
successful training of deep neural networks highly relies on
large amount of data. The development of transfer learning
technology may be a potential approach for solving this
problem. (2) The deep learning method is a “black box” and
the mechanism of the model remains mysterious. The
counterfactual probe (e.g., LIME) was used to open the black
box of the deep learning method (Voosen, 2017) and the
information bottleneck new theory was proposed to explain
the mechanism of the deep learning method (Tishby and
Zaslavsky, 2015). However, the studies trying to reveal the
deep learning models are still in their early stages. (3)
Training neural network models involves adjusting many
parameters but there are only a few practical guidelines, and
the complete theoretical systems for the optimizations of
these models are still out of reach.

In the near future, the Al technology will be expected to
cover all the aspects of new drug discovery and develop-
ment. An automated drug development Al platform that in-
tegrates theoretical computation results (e.g., molecular
docking, molecular dynamics simulation, and quantum
chemistry calculation), omics data, chemistry data and bio-
medical data will emerge and we expect to witness a re-
volution in the new drug discovery campaign.
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