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Abstract In this paper, we introduce and study differential graded (DG for short) polynomial algebras. In

brief, a DG polynomial algebra A is a connected cochain DG algebra such that its underlying graded algebra A#

is a polynomial algebra K[x1, x2, . . . , xn] with |xi| = 1 for any i ∈ {1, 2, . . . , n}. We describe all possible differ-

ential structures on DG polynomial algebras, compute their DG automorphism groups, study their isomorphism

problems, and show that they are all homologically smooth and Gorenstein DG algebras. Furthermore, it is

proved that the DG polynomial algebra A is a Calabi-Yau DG algebra when its differential ∂A ̸= 0 and the

trivial DG polynomial algebra (A, 0) is Calabi-Yau if and only if n is an odd integer.
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1 Introduction

In the literature, there are many papers on the research of homological properties of connected cochain

DG algebras. For example, Gorenstein properties of DG algebras are studied in [3,5–9,13,16] and [20,22];

He and Wu [12] introduced and studied Koszul connected cochain DG algebras; recently, He and Mao [11]

gave a criterion for a connected cochain DG algebra to be 0-Calabi-Yau, and proved that a locally finite

connected cochain DG algebra is 0-Calabi-Yau if and only if it is defined by a potential. In spite of these,

it is still difficult to determine whether a given DG algebra has some good homological properties such

as formality, homological smoothness, Gorensteinness and Calabi-Yau property.

Generally, the homological properties of a DG algebra are determined by the joint effects of its under-

lying graded algebra structure and differential structure. However, it is feasible, at least in some special

cases, to determine some homological properties of a DG algebra from its underlying graded algebra.

For example, it is shown in [16] that a connected cochain DG algebra B is Gorenstein if its underlying

graded algebra B# is an Artin-Schelter regular algebra of dimension 2. Especially, if B# is generated
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by degree 1 elements x, y and subject to the relation xy + yx = 0, then B is a Koszul Calabi-Yau DG

algebra (see [17]). Recently, DG down-up algebras are introduced and studied in [18]. It is proved that

all non-trivial Noetherian DG down-up algebras are Calabi-Yau DG algebras.

This paper deals with DG polynomial algebras, which are connected cochain DG algebras whose under-

lying graded algebras are polynomial algebras generated by degree 1 elements. We describe all possible

differential structures on such DG polynomial algebras by the following theorem (see Theorem 3.1).

Theorem A. Let (A, ∂A) be a connected cochain DG algebra such that A# is a polynomial graded

algebra K[x1, x2, . . . , xn] with |xi| = 1 for any i ∈ {1, 2, . . . , n}. Then there exist some t1, t2, . . . , tn ∈ K
such that ∂A is defined by

∂A(xi) =

n∑
j=1

tjxixj =

i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj ,

for any i ∈ {1, 2, . . . , n}. Conversely, for any point (t1, t2, . . . , tn) in the affine n-space AnK, we can define

a differential ∂ on K[x1, x2, . . . , xn] by

∂(xi) =

i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n},

such that (K[x1, x2, . . . , xn], ∂) is a DG polynomial algebra.

By Theorem A, we can define A(t1, t2, . . . , tn) as a cochain DG algebra such that A(t1, t2, . . . , tn)# =

K[x1, x2, . . . , xn] and its differential ∂A is defined by

∂A(xi) =

i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n}.

Then the set

Ω(x1, x2, . . . , xn) = {A(t1, t2, . . . , tn) | ti ∈ K, i = 1, 2, . . . , n} ∼= AnK.

To consider the homological properties of A(t1, t2, . . . , tn), it is necessary to study the isomorphism

problem of DG polynomial algebras. We have the following theorem (see also Theorem 4.1).

Theorem B. Let A(t1, t2, . . . , tn) and A(t′1, t′2, . . . , t′n) be two points in the space Ω(x1, x2, . . . , xn).

Then the DG algebras satisfy

A(t1, t2, . . . , tn) ∼= A(t′1, t′2, . . . , t′n)

if and only if there is a matrix M ∈ GLn(K) such that

(t′1, t
′
2, . . . , t

′
n) = (t1, t2, . . . , tn)M.

By Theorem B, we have only two isomorphism classes in Ω(x1, x2, . . . , xn) represented by A(0, 0, . . . , 0)
and A(1, 0, . . . , 0) (see Corollary 4.2), and we obtain the automorphism group (see Corollary 4.3)

Autdg(A(t1, t2, . . . , tn)) ∼= {M ∈ GLn(K) | (t1, t2, . . . , tn) = (t1, t2, . . . , tn)M}.

Generally, it is difficult to determine whether a given DG algebra has some nice homological properties.

Comparatively speaking, it is much easier to compute its cohomology graded algebra. For this, we

compute the cohomology graded algebra of A(1, 0, . . . , 0), which is (see Proposition 5.1)

K[⌈x22⌉, ⌈x2x3⌉, . . . , ⌈x2xn⌉, ⌈x23⌉, . . . , ⌈x3xn⌉, . . . , ⌈x2n−1⌉, ⌈xn−1xn⌉, ⌈x2n⌉].

It implies that any DG polynomial algebra A(t1, t2, . . . , tn) is a formal, homologically smooth and Goren-

stein DG algebra (see Theorem 5.2).
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It is natural for one to ask whether DG polynomial algebras are Calabi-Yau. In [17], it is proved that

a connected cochain DG algebra A is a Koszul Calabi-Yau DG algebra if H(A) belongs to one of the

following cases:

(a) H(A) ∼= K;

(b) H(A) = K[⌈z⌉], z ∈ ker(∂1A);

(c) H(A) = K⟨⌈z1⌉, ⌈z2⌉⟩
(⌈z1⌉⌈z2⌉+ ⌈z2⌉⌈z1⌉)

, z1, z2 ∈ ker(∂1A).

Recently, it is proved in [18, Proposition 6.5] that a connected cochain DG algebra A is Calabi-Yau

if H(A) = K[⌈z1⌉, ⌈z2⌉] where z1 ∈ ker(∂1A) and z2 ∈ ker(∂2A). In addition, a connected cochain DG

algebra A is not Calabi-Yau if H(A) = K[⌈z1⌉, ⌈z2⌉], where z1 ∈ ker(∂1A) and z2 ∈ ker(∂1A) (see [17,

Theorem B]). These motivate us to consider more general cases.

We have the following two theorems (see also Theorems 6.2 and 6.4).

Theorem C. Let A be a connected cochain DG algebra such that

H(A) = K[⌈y1⌉, . . . , ⌈ym⌉],

for some central, cocycle and degree 2 elements y1, . . . , ym in A. Then A is a (−m)-Calabi-Yau DG

algebra.

Theorem D. Let A be a connected cochain DG algebra such that

H(A) = K[⌈y1⌉, . . . , ⌈ym⌉],

for some central, cocycle and degree 1 elements y1, . . . , ym in A. Then A is a Koszul, homologically

smooth and Gorenstein DG algebra. Moreover, A is Calabi-Yau if and only if n is an odd integer.

With the help of Theorems C and D, we get the following conclusion (see Corollaries 6.3 and 6.5):

A(t1, t2, . . . , tn) is a Calabi-Yau DG algebra if (t1, t2, . . . , tn) ̸= (0, 0, . . . , 0) and A(0, 0, . . . , 0) is a Calabi-

Yau DG algebra if and only if n is an odd integer.

2 Notation and conventions

We assume that the reader is familiar with basic definitions concerning DG homological algebras. If this

is not the case, we refer to [4,8,19,20] and the manuscript1) for more details on them. We begin by fixing

some notation and terminologies. Some overlap with those in [18].

Throughout this paper, K is an algebraically closed field of characteristic 0. For any K-vector space V ,

we write

V ∗ = HomK(V,K).

Let {ei | i ∈ I} be a basis of a finite dimensional K-vector space V . We denote the dual basis of V by

{e∗i | i ∈ I}, i.e., {e∗i | i ∈ I} is a basis of V ∗ such that e∗i (ej) = δi,j . For any graded vector space W and

j ∈ Z, the j-th suspension ΣjW of W is a graded vector space defined by (ΣjW )i =W i+j .

A cochain DG algebra is a graded K-algebra A together with a differential ∂A : A → A of degree 1

such that

∂A(ab) = (∂Aa)b+ (−1)|a|a(∂Ab)

for all graded elements a, b ∈ A. For any DG algebra A, we denote Aop as its opposite DG algebra,

whose multiplication is defined as a · b = (−1)|a|·|b|ba for all graded elements a and b in A. A cochain

DG algebra A is called non-trivial if ∂A ̸= 0, and A is said to be connected if its underlying graded

algebra A# is a connected graded algebra. Given a cochain DG algebra A, we denote by Ai its i-th
1) Avramov L L, Foxby H B, Halperin S. Differential graded homological algebra. Version from 02.07.2004, 2004
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homogeneous component. The differential ∂A is a sequence of linear maps ∂iA : Ai → Ai+1 such that

∂i+1
A ◦ ∂iA = 0 for all i ∈ Z. The cohomology graded algebra of A is the graded algebra

H(A) =
⊕
i∈Z

ker(∂iA)

im(∂i−1
A )

.

For any cocycle element z ∈ ker(∂iA), we write ⌈z⌉ as the cohomology class in H(A) represented by z.

One sees that H(A) is a connected graded algebra if A is a connected cochain DG algebra. For any

connected cochain DG algebra A, we denote by mA its maximal DG ideal

· · · → 0→ A1 ∂
1
A→ A2 ∂

2
A→ · · ·

∂n−1
A→ An ∂n

A→ · · ·

Clearly, K has a structure of DG A-module via the augmentation map

ε : A → A/mA = K.

It is easy to check that the enveloping DG algebra Ae = A ⊗ Aop of A is also a connected cochain DG

algebra with H(Ae) ∼= H(A)e, and

mAe = mA ⊗Aop +A⊗mAop .

A morphism f : A → A′ of DG algebras is a chain map of complexes which respects multiplication

and unit; f is said to be a DG algebra isomorphism (resp. quasi-isomorphism) if f (resp. H(f)) is an

isomorphism. A DG algebra isomorphism f is called a DG automorphism when A′ = A. The set of all

DG algebra automorphisms of A is a group, denoted by Autdg(A).
Let A be a connected cochain DG algebra. The derived category of left DG modules over A (DG

A-modules for short) is denoted by D(A). A DG A-module M is compact if the functor HomD(A)(M,−)
preserves all coproducts in D(A). By [19, Proposition 3.3], a DG A-module is compact if and only if it

admits a minimal semi-free resolution with a finite semi-basis. The full subcategory of D(A) consisting
of compact DG A-modules is denoted by Dc(A).

In the rest of this section, we review some important homological properties for DG algebras. We have

the following definitions.

Definition 2.1. Let A be a connected cochain DG algebra.

(1) If dimKH(RHomA(K,A)) = 1, then A is called Gorenstein (see [3]).

(2) If A can be connected with the trivial DG algebra (H(A), 0) by a zig-zag

←→← · · · →

of quasi-isomorphisms, then A is called formal (see [14,15]).

(3) If AK, or equivalently AeA, has a minimal semi-free resolution with a semi-basis concentrated in

degree 0, then A is called Koszul (see [12]).

(4) If AK, or equivalently the DG Ae-module A is compact, then A is called homologically smooth

(see [21, Corollary 2.7]).

(5) If A is homologically smooth and

RHomAe(A,Ae) ∼= Σ−nA

in the derived category D((Ae)op) of right DG Ae-modules, then A is called an n-Calabi-Yau DG algebra

(see [10,23]).

The motivation of this paper is to study whether DG polynomial algebras have these homological

properties mentioned in Definition 2.1.



Mao X F et al. Sci China Math April 2019 Vol. 62 No. 4 633

3 Differential structures on polynomial algebras

In this section, we study the differential structures of DG polynomial algebras. We have the following

theorem.

Theorem 3.1. Let (A, ∂A) be a connected cochain DG algebra such that A# is a polynomial graded

algebra K[x1, x2, . . . , xn] with |xi| = 1 for any i ∈ {1, 2, . . . , n}. Then there exist some t1, t2, . . . , tn ∈ K
such that ∂A is defined by

∂A(xi) =
n∑
j=1

tjxixj =
i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n}.

Conversely, for any point (t1, t2, . . . , tn) ∈ AnK, we can define a differential ∂ on K[x1, x2, . . . , xn] by

∂(xi) =

i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n},

such that (K[x1, x2, . . . , xn], ∂) is a DG polynomial algebra.

Proof. Since the differential ∂A of A is a K-linear map of degree 1, we may let

∂A(xi) =

n∑
j=1

n∑
k=j

cij,kxjxk,

where cij,k ∈ K for any i, j ∈ {1, 2, . . . , n} and k ∈ {j + 1, . . . , n}. By definition, (A, ∂A) is a cochain DG

algebra if and only if ∂A satisfies the Leibniz rule and{
∂A ◦ ∂A(xi) = 0, ∀ i ∈ {1, 2, . . . , n},
∂A(xjxk − xkxj) = 0, ∀ 1 6 j < k 6 n.

(3.1)

Since

∂A(xjxk − xkxj) = ∂A(xj)xk − xj∂A(xk)− ∂A(xk)xj + xk∂A(xj)

= 2∂A(xj)xk − 2xj∂A(xk)

= 2

[ n∑
p=1

n∑
q=p

cjp,qxpxq

]
xk − 2xj

[ n∑
p=1

n∑
q=p

ckp,qxpxq

]

= 2

[ n∑
p=1

n∑
q=p

cjp,qxpxq

]
xk − 2xj

[ n∑
q=1

q∑
p=1

ckp,qxpxq

]
,

[ n∑
p=1

n∑
q=p

cjp,qxpxq

]
xk =

j−1∑
p=1

j−1∑
q=p

cjp,qxpxqxk +

j−1∑
p=1

cjp,jxpxjxk +

j−1∑
p=1

n∑
q=j+1

cjp,qxpxqxk + cjj,jx
2
jxk

+
n∑

q=j+1

cjj,qxjxqxk +
n∑

p=j+1

n∑
q=p

cjp,qxpxqxk

=: R1 +R2

and

xj

[ n∑
q=1

q∑
p=1

ckp,qxpxq

]

=

k−1∑
q=1

q∑
p=1

ckp,qxjxpxq +

k−1∑
p=1

ckp,kxjxpxk + ckk,kxjx
2
k +

n∑
q=k+1

k−1∑
p=1

ckp,qxjxpxq
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+

n∑
q=k+1

ckk,qxjxkxq +

n∑
q=k+1

q∑
p=k+1

ckp,qxjxpxq

=: S1 + S2,

where 

R1 =

j−1∑
p=1

j−1∑
q=p

cjp,qxpxqxk +

j−1∑
p=1

n∑
q=j+1

cjp,qxpxqxk +
n∑

p=j+1

n∑
q=p

cjp,qxpxqxk,

R2 =

j−1∑
p=1

cjp,jxpxjxk + cjj,jx
2
jxk +

n∑
q=j+1

cjj,qxjxqxk,

S1 =
k−1∑
q=1

q∑
p=1

ckp,qxjxpxq +
n∑

q=k+1

k−1∑
p=1

ckp,qxjxpxq +
n∑

q=k+1

q∑
p=k+1

ckp,qxjxpxq,

S2 =
k−1∑
p=1

ckp,kxjxpxk + ckk,kxjx
2
k +

n∑
q=k+1

ckk,qxjxkxq,

we obtain that

∂A(xjxk − xkxj) = 0

if and only if

R1 +R2 − S1 − S2 = 0,

which is equivalent to 
R1 = 0,

S1 = 0,

R2 − S2 = 0.

Since

R1 =

[ j−1∑
p=1

j−1∑
q=p

cjp,qxpxq +

j−1∑
p=1

n∑
q=j+1

cjp,qxpxq +
n∑

p=j+1

n∑
q=p

cjp,qxpxq

]
xk

and

S1 = xj

[ k−1∑
q=1

q∑
p=1

ckp,qxpxq +

n∑
q=k+1

k−1∑
p=1

ckp,qxpxq +

n∑
q=k+1

q∑
p=k+1

ckp,qxpxq

]
,

we get that R1 = S1 = 0 if and only if
cjp,q = 0, ∀ p ∈ {1, . . . , j − 1}, q ∈ {p, . . . , j − 1},
cjp,q = 0, ∀ p ∈ {1, . . . , j − 1}, q ∈ {j + 1, . . . , n},
cjp,q = 0, ∀ p ∈ {j + 1, . . . , n}, q ∈ {p, . . . , n}

and 
ckp,q = 0, ∀ q ∈ {1, . . . , k − 1}, p ∈ {1, . . . , q},
ckp,q = 0, ∀ q ∈ {k + 1, . . . , n}, p ∈ {1, . . . , k − 1},
ckp,q = 0, ∀ q ∈ {k + 1, . . . , n}, p ∈ {k + 1, . . . , q},

which are equivalent to {
cjp,q = 0, if p ̸= j and q ̸= j,

ckp,q = 0, if p ̸= k and q ̸= k.
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Since

R2 − S2 =

j−1∑
p=1

cjp,jxpxjxk + cjj,jx
2
jxk +

n∑
q=j+1

cjj,qxjxqxk

−
[ k−1∑
p=1

ckp,kxjxpxk + ckk,kxjx
2
k +

n∑
q=k+1

ckk,qxjxkxq

]

=

j−1∑
p=1

(cjp,j − c
k
p,k)xpxjxk + cjj,jx

2
jxk +

n∑
q=k+1

(cjj,q − c
k
k,q)xjxkxq

+

k−1∑
q=j+1

cjj,qxjxqxk + cjj,kxjx
2
k − ckj,kx2jxk −

k−1∑
p=j+1

ckp,kxjxpxk − ckk,kxjx2k

=

j−1∑
p=1

(cjp,j − c
k
p,k)xpxjxk + (cjj,j − c

k
j,k)x

2
jxk +

n∑
q=k+1

(cjj,q − c
k
k,q)xjxkxq

+

k−1∑
r=j+1

(cjj,r − c
k
r,k)xjxrxk + (cjj,k − c

k
k,k)xjx

2
k,

we conclude that R2 − S2 = 0 if and only if

cjp,j = ckp,k, ∀ p ∈ {1, 2, . . . , j − 1},
cjj,j = ckj,k,

cjj,q = ckk,q, ∀ q ∈ {k + 1, k + 2, . . . , n},
cjj,r = ckr,k, ∀ r ∈ {j + 1, j + 2, . . . , k − 1},
cjj,k = ckk,k,

which is equivalent to 
cjp,j = ckp,k, ∀ p ∈ {1, 2, . . . , j},
cjj,r = ckr,k, ∀ r ∈ {j + 1, j + 2, . . . , k − 1},
cjj,q = ckk,q, ∀ q ∈ {k, k + 2, . . . , n}.

Therefore, for any 1 6 j < k 6 n, ∂A(xjxk − xkxj) = 0 if and only if

cjp,q = 0, if p ̸= j and q ̸= j,

ckp,q = 0, if p ̸= k and q ̸= k,

cjp,j = ckp,k, ∀ p ∈ {1, 2, . . . , j},
cjj,r = ckr,k, ∀ r ∈ {j + 1, j + 2, . . . , k − 1},
cjj,q = ckk,q, ∀ q ∈ {k, k + 2, . . . , n}.

(3.2)

Let ti = c11,i, i = 1, 2, . . . , n. Then (3.2) implies

∂A(xi) =
i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n}. (3.3)

For any (t1, t2, . . . , tn) ∈ AnK, we claim that ∂A ◦ ∂A(xi) = 0, if (3.3) holds, ∀i ∈ {1, 2, . . . , n}. Indeed,

if (3.3) holds, then

∂A ◦ ∂A(xi)

= ∂A

[ i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj

]
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=
i−1∑
j=1

tj∂A(xj)xi −
i−1∑
j=1

tjxj∂A(xi) +
n∑

j=i+1

tj∂A(xi)xj −
n∑

j=i+1

tjxi∂A(xj)

=

i−1∑
j=1

tj

[( j−1∑
l=1

tlxlxj + tjx
2
j +

n∑
l=j+1

tlxjxl

)
xi − xj

( i−1∑
l=1

tlxlxi + tix
2
i +

n∑
l=i+1

tlxixl

)]

+
n∑

j=i+1

tj

[( i−1∑
l=1

tlxlxi + tix
2
i +

n∑
l=i+1

tlxixl

)
xj − xi

( j−1∑
l=1

tlxlxj + tjx
2
j +

n∑
l=j+1

tlxjxl

)]

=

i−1∑
j=1

tjxi

[ j−1∑
l=1

tlxlxj + tjx
2
j +

n∑
l=j+1

tlxjxl − xj
( i−1∑
l=1

tlxl + tixi +

n∑
l=i+1

tlxl

)]

+
n∑

j=i+1

tjxi

[( i−1∑
l=1

tlxl + tixi +
n∑

l=i+1

tlxl

)
xj −

( j−1∑
l=1

tlxlxj + tjx
2
j +

n∑
l=j+1

tlxjxl

)]
.

Since

i−1∑
j=1

tj

[ j−1∑
l=1

tlxlxj + tjx
2
j +

n∑
l=j+1

tlxjxl − xj
( i−1∑
l=1

tlxl + tixi +
n∑

l=i+1

tlxl

)]

+

n∑
j=i+1

tj

[( i−1∑
l=1

tlxl + tixi +

n∑
l=i+1

tlxl

)
xj −

( j−1∑
l=1

tlxlxj + tjx
2
j +

n∑
l=j+1

tlxjxl

)]

=
i−1∑
j=1

tj

[
−

i−1∑
l=j

tlxlxj + tjx
2
j − tixixj +

i∑
l=j+1

tlxjxl

]

+

n∑
j=i+1

tj

[
−
j−1∑
l=i

tlxlxj + tixixj +

j∑
l=i+1

tlxlxj − tjx2j
]

=
i−1∑
j=1

tj

[
−

i−1∑
l=j+1

tlxlxj +
i−1∑
l=j+1

tlxjxl

]
+

n∑
j=i+1

tj

[
−

j−1∑
l=i+1

tlxlxj +

j−1∑
l=i+1

tlxlxj

]
= 0,

we have ∂2A(xi) = 0, ∀ i ∈ {1, 2, . . . , n}.
Therefore, (A, ∂A) is a cochain DG algebra if there exist some t1, t2, . . . , tn ∈ K such that

∂A(xi) =
i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n}.

Conversely, ∀ (t1, t2, . . . , tn) ∈ AnK, we can define a differential ∂ on K[x1, x2, . . . , xn] by

∂(xi) =
i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n},

such that (K[x1, x2, . . . , xn], ∂) is a DG polynomial algebra, since one can check as above that{
∂ ◦ ∂(xi) = 0, ∀ i ∈ {1, 2, . . . , n},
∂(xjxk − xkxj) = 0, ∀ 1 6 j < k 6 n,

if ∂ satisfies the Leibniz rule.

By Theorem 3.1, the following definition is reasonable.

Definition 3.2. Define A(t1, t2, . . . , tn) as a cochain DG algebra such that

A(t1, t2, . . . , tn)# = K[x1, x2, . . . , xn], |xi| = 1,
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and its differential ∂A is defined by

∂A(xi) =
i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj , ∀ i ∈ {1, 2, . . . , n}.

Define

Ω(x1, x2, . . . , xn) = {A(t1, t2, . . . , tn) | ti ∈ K, i = 1, 2, . . . , n}.

Clearly,

Ω(x1, x2, . . . , xn) ∼= AnK.

4 Isomorphism classes of DG polynomial algebras

In this section, we consider the isomorphism problem for DG polynomial algebras in Ω(x1, x2, . . . , xn).

We have the following theorem.

Theorem 4.1. Let A(t1, t2, . . . , tn) and A(t′1, t′2, . . . , t′n) be two points in the space Ω(x1, x2, . . . , xn).

Then the DG algebras satisfy

A(t1, t2, . . . , tn) ∼= A(t′1, t′2, . . . , t′n)

if and only if there is a matrix M ∈ GLn(K) such that

(t′1, t
′
2, . . . , t

′
n) = (t1, t2, . . . , tn)M.

Proof. We write A = A(t1, t2, . . . , tn) and A′ = A(t′1, t′2, . . . , t′n) for simplicity. In order to distinguish,

we assume that A′# = K[x′1, x
′
2, . . . , x

′
n] with |x′i| = 1 for any i ∈ {1, 2, . . . , n}. If A ∼= A′, then there

exists an isomorphism f : A → A′ of DG algebras. Since f1 : A1 → A′1 is a K-linear isomorphism, we

may let 
f(x1)

f(x2)
...

f(xn)

 =M


x′1

x′2
...

x′n


for some M = (aij)n×n ∈ GLn(K). Since f is a chain map, we have f ◦ ∂A = ∂A′ ◦ f . For any

i ∈ {1, 2, . . . , n}, we have

∂A′ ◦ f(xi) = ∂A′

( n∑
j=1

aijx
′
j

)

=
n∑
j=1

aij

( j−1∑
l=1

t′lx
′
lx

′
j + t′jx

′2
j +

n∑
l=j+1

t′lx
′
jx

′
l

)

=

n∑
j=1

aijx
′
j

( j−1∑
l=1

t′lx
′
l + t′jx

′
j +

n∑
l=j+1

t′lx
′
l

)

=

( n∑
j=1

aijx
′
j

)( n∑
l=1

t′lx
′
l

)

=

( n∑
l=1

ailx
′
l

)( n∑
s=1

t′sx
′
s

)
(Eq1)

and

f ◦ ∂A(xi) = f

( i−1∑
j=1

tjxjxi + tix
2
i +

n∑
j=i+1

tjxixj

)
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=
i−1∑
j=1

tj

( n∑
l=1

ajlx
′
l

)( n∑
l=1

ailx
′
l

)
+ ti

( n∑
l=1

ailx
′
l

)2

+
n∑

j=i+1

tj

( n∑
l=1

ailx
′
l

)( n∑
l=1

ajlx
′
l

)

=

i−1∑
j=1

tj

( n∑
s=1

ajsx
′
s

)( n∑
l=1

ailx
′
l

)
+ ti

( n∑
l=1

ailx
′
l

)2

+

n∑
j=i+1

tj

( n∑
l=1

ailx
′
l

)( n∑
s=1

ajsx
′
s

)

=

( n∑
l=1

ailx
′
l

)[ i−1∑
j=1

tj

( n∑
s=1

ajsx
′
s

)
+ ti

( n∑
l=1

ailx
′
l

)
+

n∑
j=i+1

tj

( n∑
s=1

ajsx
′
s

)]

=

( n∑
l=1

ailx
′
l

)[ i−1∑
j=1

tj

( n∑
s=1

ajsx
′
s

)
+ ti

( n∑
s=1

aisx
′
s

)
+

n∑
j=i+1

tj

( n∑
s=1

ajsx
′
s

)]

=

( n∑
l=1

ailx
′
l

)[ n∑
j=1

tj

( n∑
s=1

ajsx
′
s

)]

=

( n∑
l=1

ailx
′
l

)[ n∑
s=1

( n∑
j=1

ajstj

)
x′s

]
. (Eq2)

Since (aij)n×n ∈ GLn(K), we have (ai1, ai2, . . . , ain) ̸= (0, 0, . . . , 0). So

n∑
l=1

ailx
′
l ̸= 0

and

∂A′ ◦ f(xi) = f ◦ ∂A(xi)

implies that

t′s =
n∑
j=1

ajstj ,

for any s ∈ {1, 2, . . . , n}. Then we get

(t′1, t
′
2, . . . , t

′
n) = (t1, t2, . . . , tn)M.

Conversely, if there exists a matrix M = (aij)n×n ∈ GLn(K) such that

(t′1, t
′
2, . . . , t

′
n) = (t1, t2, . . . , tn)M,

then

t′s =
n∑
j=1

ajstj ,

for any s ∈ {1, 2, . . . , n}. Hence( n∑
l=1

ailx
′
l

)( n∑
s=1

t′sx
′
s

)
=

( n∑
l=1

ailx
′
l

)[ n∑
s=1

( n∑
j=1

ajstj

)
x′s

]
, ∀ i ∈ {1, 2, . . . , n}. (4.1)

Define a linear map f : A1 → A′1 by 
f(x1)

f(x2)
...

f(xn)

 =M


x′1

x′2
...

x′n

 .

Obviously, f is invertible since M ∈ GLn(K). We have

f(xi)f(xj) = f(xj)f(xi), ∀ 1 6 i < j 6 n,
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since A′ is a commutative algebra. Hence f : A1 → A′1 can be extended to a morphism of graded algebras

between K[x1, x2, . . . , xn] and K[x′1, x
′
2, . . . , x

′
n]. We still denote it by f . For any i ∈ {1, 2, . . . , n}, we still

have (Eq1) and (Eq2). Then (4.1) indicates that f ◦∂A(xi) = ∂A′ ◦ f(xi), which implies that f is a chain

map. Hence, f : A→ A′ is an isomorphism of DG algebras.

Corollary 4.2. In the space Ω(x1, x2, . . . , xn), there are only two isomorphism classes A(0, 0, . . . , 0)
and A(1, 0, . . . , 0).
Proof. By Theorem 4.1, A(t1, t2, . . . , tn) ∼= A(t′1, t′2, . . . , t′n) if and only if there is an M ∈ GLn(K)

such that (t′1, t
′
2, . . . , t

′
n) = (t1, t2, . . . , tn)M . For any (t1, t2, . . . , tn) ̸= (0, 0, . . . , 0), there exists an i ∈

{1, 2, . . . , n} such that ti ̸= 0. We have

(t1, t2, . . . , tn) = (1, 0, . . . , 0)



t1 t2 · · · ti−1 ti ti+1 · · · tn
1 0 · · · 0 0 0 · · · 0

0 1 · · · 0 0 0 · · · 0
...

...
. . .

...
...

...
. . .

...

0 0 · · · 1 0 0 · · · 0

0 0 · · · 0 0 1 · · · 0
...

...
. . .

...
...

...
. . .

...

0 0 · · · 0 0 0 · · · 1


.

Since ∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

t1 t2 · · · ti−1 ti ti+1 · · · tn
1 0 · · · 0 0 0 · · · 0

0 1 · · · 0 0 0 · · · 0
...

...
. . .

...
...

...
. . .

...

0 0 · · · 1 0 0 · · · 0

0 0 · · · 0 0 1 · · · 0
...

...
. . .

...
...

...
. . .

...

0 0 · · · 0 0 0 · · · 1

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

= (−1)i+1ti ̸= 0,

we have A(t1, t2, . . . , tn) ∼= A(1, 0, . . . , 0). Clearly, A(1, 0, . . . , 0) ̸= A(0, 0, . . . , 0) since (1, 0, . . . , 0) ̸=
(0, 0, . . . , 0)M for any M ∈ GLn(K). Therefore, there are only two isomorphism classes A(0, 0, . . . , 0)
and A(1, 0, . . . , 0) in Ω(x1, x2, . . . , xn).

Corollary 4.3. For any A(t1, t2, . . . , tn) ∈ Ω(x1, x2, . . . , xn), we have

Autdg(A(t1, t2, . . . , tn)) ∼= {M ∈ GLn(K) | (t1, t2, . . . , tn) = (t1, t2, . . . , tn)M}.

Remark 4.4. We want to consider the homological properties of DG polynomial algebras. This can be

reduced to studying those of A(0, 0, . . . , 0) and A(1, 0, . . . , 0) by Corollary 4.2. Corollary 4.3 characterizes

the automorphism group of any DG polynomial algebra.

5 Cohomology of DG polynomial algebras

Generally, the cohomology algebra of a DG algebra usually contains much useful information on its

properties (see [1, 2]). In this section, we will compute the cohomology algebra of the non-trivial DG

polynomial algebra. By Corollary 4.2, we only need to compute H(A(1, 0, . . . , 0)). We have the following

proposition.
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Proposition 5.1. The cohomology algebra of A(1, 0, . . . , 0) is the polynomial algebra

K[⌈x22⌉, ⌈x2x3⌉, . . . , ⌈x2xn⌉, ⌈x23⌉, . . . , ⌈x3xn⌉, . . . , ⌈x2n−1⌉, ⌈xn−1xn⌉, ⌈x2n⌉].

Proof. For simplicity, let A = A(1, 0, . . . , 0). We have ∂A(xi) = x1xi for any i ∈ {1, 2, . . . , n}. Hence,

im(∂1A) =

n⊕
i=1

Kx1xi.

For any i, j ∈ {1, 2, . . . , n}, we have

∂A(xixj) = ∂A(xi)xj − xi∂A(xj) = x1xixj − xix1xj = 0.

Then ker(∂2A) = A2 and hence ker(∂2kA ) = A2k by the Leibniz rule for any k > 2. Since A2 =⊕n
i=1

⊕n
j=iKxixj , we have

H2(A) =
n⊕
i=2

n⊕
j=i

Kxixj .

Since ∂A(xi) = x1xi and ker(∂2k−2
A ) = A2k−2, it is easy to check that

im(∂2k−1
A ) =

2k⊕
ω1=1

⊕
∑n

j=2
ωj=2k−ω1

xj>0, j=2,...,n

Kxω1
1 xω2

2 · · ·xωn
n .

Since

A2k =
⊕

∑n
j=1

ωj=2k

xj>0, j=1,...,n

Kxω1
1 xω2

2 · · ·xωn
n ,

we have

H2k(A) =
⊕

∑n
j=2

ωj=2k

xj>0, j=2,...,n

Kxω2
2 · · ·xωn

n .

For any k > 2, any cocycle element in A2k+1 can be written as
∑n
i=1 xifi for some fi ∈ A2k, i = 1, 2, . . . , n.

We have

∂A

( n∑
i=1

xifi

)
=

n∑
i=1

x1xifi = x1

n∑
i=1

xifi = 0.

So
∑n
i=1 xifi = 0. Hence, ker(∂2k+1

A ) = 0 and then H2k+1(A) = 0. Therefore,

H(A) = K[⌈x22⌉, ⌈x2x3⌉, . . . , ⌈x2xn⌉, ⌈x23⌉, . . . , ⌈x3xn⌉, . . . , ⌈x2n−1⌉, ⌈xn−1xn⌉, ⌈x2n⌉].

This completes the proof.

By Proposition 5.1, one can deduce the following interesting results for DG polynomial algebras.

Theorem 5.2. Any DG polynomial algebra A(t1, t2, . . . , tn) is a formal, homologically smooth and

Gorenstein DG algebra.

Proof. For briefness, let A = A(t1, t2, . . . , tn).
If (t1, t2, . . . , tn) = (0, 0, . . . , 0), then ∂A = 0 and H(A) = A# = k[x1, x2, . . . , xn]. Hence H(A)

is a Noetherian, Gorenstein graded algebra with gl.dimH(A) = n. Therefore, A is Gorenstein and

K ∈ Dc(A) by [9, Proposition 1] and [20, Corollary 3.6], respectively. Hence A is homologically smooth

by [21, Corollary 2.7].

If (t1, t2, . . . , tn) ̸= (0, 0, . . . , 0), then A ∼= A(1, 0, . . . , 0) by Corollary 4.2. We have

H(A) ∼= K[⌈x22⌉, ⌈x2x3⌉, . . . , ⌈x2xn⌉, ⌈x23⌉, . . . , ⌈x3xn⌉, . . . , ⌈x2n−1⌉, ⌈xn−1xn⌉, ⌈x2n⌉]
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by Proposition 5.1. So H(A) is a Noetherian, Gorenstein graded algebra with

gl.dimH(A) = n(n− 1)

2
<∞.

By [9, Proposition 1], A is Gorenstein. In addition, A is homologically smooth by [20, Corollary 3.6] and

[21, Corollary 2.7]. We can define a morphism of DG algebras ι : (H(A), 0)→ (A, ∂A) by ι(⌈xixj⌉) = xixj
for all 2 6 i 6 j 6 n. One sees easily that ι is a quasi-isomorphism. So A is formal.

6 Calabi-Yau properties of DG polynomial algebras

By Theorem 5.2, we know that any DG polynomial algebra A(t1, t2, . . . , tn) is a formal, homologically

smooth and Gorenstein DG algebra. It is natural for one to ask whether A(t1, t2, . . . , tn) is Calabi-Yau.
We completely solve this problem in this section.

Remark 6.1. For any connected cochain DG algebra A, one sees that H(Ae) = H(A)e is a connected

graded algebra. We should emphasize that the multiplication of H(A)e is defined by

(⌈c⌉ ⊗ ⌈d⌉) · (⌈e⌉ ⊗ ⌈f⌉) = (−1)|d|·|e|⌈c⌉⌈e⌉ ⊗ ⌈d⌉ ⋄ ⌈f⌉ = (−1)|d|·|e|+|d|·|f |⌈ce⌉ ⊗ ⌈fd⌉,

for any cocycle elements c, e ∈ A and d, f ∈ Aop. In the proof of the following two theorems, we need to

construct minimal free resolutions of H(A)eH(A) and H(A)H(A)e . We remind the readers to remember

our emphasis above.

Theorem 6.2. Let A be a connected cochain DG algebra such that

H(A) = K[⌈y1⌉, . . . , ⌈ym⌉],

for some central, cocycle and degree 2 elements y1, . . . , ym in A. Then A is a (−m)-Calabi-Yau DG

algebra.

Proof. The graded left H(A)e-module H(A) admits a minimal free resolution:

0← H(A) µ← H(A)e d1← F1
d2← F2

d3← · · · dm−1← Fm−1
dm← Fm

0← 0,

where µ : H(A)e → H(A) is defined by µ(⌈a⌉ ⊗ ⌈b⌉) = ⌈ab⌉, each Fk is a free H(A)e-module⊕
ei1···ik∈Ek

H(A)eei1···ik

of rank Ckm with basis

Ek = {ei1···ik | 1 6 i1 < i2 < · · · < ik 6 m}, |ei1···ik | = 2k,

and dk is defined by

dk(ei1···ik) =
k∑
j=1

(−1)j−1(⌈yij⌉ ⊗ 1− 1⊗ ⌈yij⌉)ei1···îj ···ik ,

for any k = 1, 2, . . . ,m. Applying the constructing procedure of Eilenberg-Moore resolution, we can

construct a minimal semi-free resolution F of the DG Ae-module A. Since y1, y2, . . . , ym are central

elements in A, it is not difficult to check that

F# = Ae# ⊕
[ m⊕
k=1

⊕
ei1···ik∈Ek

Ae#Σkei1···ik
]
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and ∂F is defined by

∂F (Σ
kei1···ik) =

k∑
j=1

(−1)j−1(yij ⊗ 1− 1⊗ yij )Σk−1ei1···îj ···ik ,

for any ei1···ik ∈ Ek and k = 1, 2, . . . ,m. Clearly, A is homologically smooth since F has a finite semi-

basis.

Similarly, the right graded H(A)e-module H(A) has a minimal free resolution

0← H(A) τ← H(A)e d1← G1
d2← G2

d3← · · · dm−1← Gm−1
dm← Gm

0← 0, (6.1)

where τ : H(A)e → H(A) is defined by τ(⌈a⌉⊗⌈b⌉) = (−1)|a|·|b|⌈ba⌉, eachGk is a free rightH(A)e-module⊕
λi1···ik∈Λk

λi1···ikH(A)e

of rank Ckm with basis

Λk = {λi1···ik | 1 6 i1 < i2 < · · · < ik 6 m}, |λi1···ik | = 2k,

and the differentials are defined by

d1(λi1) = (1⊗ ⌈yi1⌉ − ⌈yi1⌉ ⊗ 1), ∀λi1 ∈ Λ1,

dk(λi1···ik) =
k∑
j=1

(−1)k−jλi1···îj ···ik(1⊗ ⌈yij⌉ − ⌈yij⌉ ⊗ 1), ∀λi1···ik ∈ Λk,

where k = 2, . . . ,m. From the free resolution (6.2), we can construct the Eilenberg-Moore resolution G

of AAe . We have

G# = Ae# ⊕
[ m⊕
k=1

⊕
λi1···ik∈Λk

Σkλi1···ikAe#
]

and ∂G is defined by

∂G(1) = 0, ∂G(Σλi1) = (1⊗ yi1 − yi1 ⊗ 1), ∀λi1 ∈ Λ1,

∂G(Σ
kλi1···ik) =

k∑
j=1

(−1)k−jΣk−1λi1···îj ···ik(1⊗ yij − yij ⊗ 1),

for any λi1···ik ∈ Λk and k = 2, . . . ,m. Hence

ΣmG# = Σm1Ae# ⊕
[ m⊕
k=1

⊕
λi1···ik∈Λk

Σm+kλi1···ikAe#
]

with

∂ΣmG(Σ
m1) = 0, ∂ΣmG(Σ

m+1λi1) = (−1)mΣm1(1⊗ yi1 − yi1 ⊗ 1), ∀λi1 ∈ Λ1,

∂ΣmG(Σ
m+kλi1···ik) =

k∑
j=1

(−1)m+k−jΣm+k−1λi1···îj ···ik(1⊗ yij − yij ⊗ 1).

The DG right Ae-module HomAe(F,Ae) is a minimal semi-free DG module whose underlying graded

module is {
K1∗ ⊕

[ m⊕
k=1

⊕
ei1···ik∈Ek

K(Σkei1···ik)
∗
]}
⊗ (Ae)#.
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The differential ∂Hom of HomAe(F,Ae) is defined by

∂Hom(f) = ∂Ae ◦ f − (−1)|f |f ◦ ∂F ,

for any graded element f ∈ HomAe(F,Ae). So we have ∂Hom[(Σ
me1···m)∗] = 0,

∂Hom[(Σkei1···ik )
∗] =

∑
ei1···ij lij+1···ik∈Ek+1

(−1)j−k(Σk+1ei1···ij lij+1···ik)
∗(1⊗ yl − yl ⊗ 1),

for any k ∈ {1, 2, . . . ,m− 1}, and

∂Hom[1
∗] =

m∑
i=1

(Σei)
∗(1⊗ yi − yi ⊗ 1).

Define an (Ae)op-linear map θ : HomAe(F,Ae)→ ΣmG by

θ :


(Σme1···m)∗ 7→ (−1)

m(m+1)
2 Σm1,

(Σkei1···ik)
∗ 7→ (−1)

∑k
j=1 ijΣ2m−kλi1···ik , ∀ k ∈ {1, . . . ,m− 1},

1∗ 7→ Σ2mλ1···m,

where i1 · · · ik is the m− k integers arranged from small to large obtained by deleting i1, i2, . . . , ik from

{1, 2, . . . ,m}. We claim that θ is a chain map. Indeed, we have

θ ◦ ∂Hom[(Σ
me1···m)∗] = 0 = (−1)

m(m+1)
2 ∂ΣmG[Σ

m1] = ∂ΣmG ◦ θ[(Σme1···m)∗]

and

θ ◦ ∂Hom[1
∗] = ∂ΣmG ◦ θ[1∗],

since

θ ◦ ∂Hom[1
∗] = θ

[ m∑
i=1

(Σei)
∗(1⊗ yi − yi ⊗ 1)

]

=

m∑
i=1

(−1)iΣ2m−1λ1···(i−1)(i+1)···m(1⊗ yi − yi ⊗ 1)

and

∂ΣmG ◦ θ[1∗] = ∂ΣmG[Σ
2mλ1···m]

=

m∑
i=1

(−1)m+m−iΣ2m−1λ1···(i−1)(i+1)···m(1⊗ yi − yi ⊗ 1)

=
m∑
i=1

(−1)iΣ2m−1λ1···(i−1)(i+1)···m(1⊗ yi − yi ⊗ 1).

Furthermore, for any k ∈ {1, 2, . . . ,m− 1}, we have

∂ΣmG ◦ θ[(Σkei1···ik)∗] = θ ◦ ∂Hom[(Σ
kei1···ik)

∗],

since

θ ◦ ∂Hom[(Σ
kei1···ik)

∗]

= θ

[ ∑
ei1···ij lij+1···ik∈Ek+1

(−1)j−k(Σk+1ei1···ij lij+1···ik)
∗(1⊗ yl − yl ⊗ 1)

]
=

∑
ei1···ij lij+1···ik∈Ek+1

(−1)j−k+
∑k

j=1 ij+lΣ2m−k−1λi1···ij lij+1···ik(1⊗ yl − yl ⊗ 1)
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and

∂ΣmG ◦ θ[(Σkei1···ik)∗]

= ∂ΣmG[(−1)
∑k

j=1 ijΣ2m−kλi1···ik ]

=
∑

ei1···ij lij+1···ik∈Ek+1

(−1)
k∑

j=1

ij+2m−k−l+j
Σ2m−k−1λi1···ij lij+1···ik(1⊗ yl − yl ⊗ 1).

So θ is an isomorphism of DG Aop-modules and HomAe(F,Ae) ∼= ΣmA in D((Ae)op). Therefore, A is a

(−m)-Calabi-Yau DG algebra.

Corollary 6.3. The DG polynomial algebra A(t1, t2, . . . , tn) is a −n(n−1)
2 -Calabi-Yau DG algebra if

(t1, t2, . . . , tn) ̸= (0, 0, . . . , 0).

Proof. By Corollary 4.2, we have A(t1, t2, . . . , tn) ∼= A(1, 0, . . . , 0). So we only need to show A(1, 0,
. . . , 0) is a −n(n−1)

2 -Calabi-Yau DG algebra. By Proposition 5.1, the cohomology graded algebra of

A(1, 0, . . . , 0) is

K[⌈x22⌉, ⌈x2x3⌉, . . . , ⌈x2xn⌉, ⌈x23⌉, . . . , ⌈x3xn⌉, . . . , ⌈x2n−1⌉, ⌈xn−1xn⌉, ⌈x2n⌉].

Theorem 6.2 indicates that A(1, 0, . . . , 0) is a −n(n−1)
2 -Calabi-Yau DG algebra.

Theorem 6.4. Let A be a connected cochain DG algebra such that

H(A) = K[⌈y1⌉, . . . , ⌈ym⌉],

for some central, cocycle and degree 1 elements y1, . . . , ym in A. Then A is a Koszul, homologically

smooth and Gorenstein DG algebra. Moreover, A is 0-Calabi-Yau if and only if m is an odd integer.

Proof. By the assumption H(A) = K[⌈y1⌉, . . . , ⌈ym⌉] is a Koszul, Gorenstein and Noetherian graded

algebra with gl.dimH(A) = m < ∞. Hence A is Koszul, Gorenstein and homologically smooth by [12,

Proposition 2.3], [9, Proposition 1] and [20, Corollary 3.7], respectively.

Now, let us consider the Calabi-Yau properties of A. The graded left H(A)e-module H(A) admits a

minimal free resolution

0← H(A) µ← H(A)e d1← F1
d2← F2

d3← · · · dm−1← Fm−1
dm← Fm

0← 0,

where µ : H(A)e → H(A) is defined by µ(⌈a⌉ ⊗ ⌈b⌉) = ⌈ab⌉, each Fk is a free H(A)e-module⊕
ei1···ik∈Ek

H(A)eei1···ik

of rank Ckm with basis

Ek = {ei1···ik |1 6 i1 < i2 < · · · < ik 6 m}, |ei1···ik | = k,

and dk is defined by

dk(ei1···ik) =
k∑
j=1

(−1)j−1(⌈yij⌉ ⊗ 1 + (−1)k1⊗ ⌈yij⌉)ei1···îj ···ik ,

for any k = 1, 2, . . . ,m. Applying the constructing procedure of Eilenberg-Moore resolution, we can

construct a minimal semi-free resolution F of the DG Ae-module A. Since y1, . . . , ym are central elements

in A, it is not difficult to check that

F# = Ae# ⊕
[ m⊕
k=1

⊕
ei1···ik∈Ek

Ae#Σkei1···ik
]
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and ∂F is defined by

∂F (Σ
kei1···ik) =

k∑
j=1

(−1)j−1(yij ⊗ 1 + (−1)k1⊗ yij )Σk−1ei1···îj ···ik ,

for any ei1···ik ∈ Ek and k = 1, 2, . . . ,m.

The DG right Ae-module HomAe(F,Ae) is a minimal semi-free DG module whose underlying graded

module is {
K1∗ ⊕

[ m⊕
k=1

⊕
ei1···ik∈Ek

K(Σkei1···ik)
∗
]}
⊗ (Ae)#.

The differential ∂Hom of HomAe(F,Ae) is defined by

∂Hom(f) = ∂Ae ◦ f − (−1)|f |f ◦ ∂F ,

for any graded element f ∈ HomAe(F,Ae). So we have

∂Hom[(Σ
me1···m)∗] = 0,

∂Hom[(Σ
kei1···ik)

∗]

=
∑

ei1···ij lij+1···ik∈Ek+1

(−1)j+1(Σk+1ei1···ij lij+1···ik)
∗(yl ⊗ 1− (−1)k1⊗ yl),

for any k ∈ {1, 2, . . . ,m− 1}, and

∂Hom[1
∗] =

m∑
i=1

(Σei)
∗(1⊗ yi − yi ⊗ 1).

If m = 2t is an even integer, we claim that A is not a Calabi-Yau DG algebra. It suffices to show that

HomAe(F,Ae) ̸∼= A in D((Ae)op). We prove this with a proof by contradiction. If HomAe(F,Ae) ∼= A
in D((Ae)op), then there exist a DG right Ae-module P and two quasi-isomorphisms of right DG Ae-
modules ϕ : P → A and ψ : P → HomAe(F,Ae). The DG right Ae-module P admits a minimal semi-free

resolution ε : G→ P since H(P ) ∼= H(A) is bounded below. Then

ψ ◦ ε : G→ HomAe(F,Ae)

is a quasi-isomorphism of right DG Ae-modules. Since both G and HomAe(F,Ae) are minimal, ψ ◦ ε is

an isomorphism by Corollary 1.3 of Section 12 in the manuscript1). Then the composition

HomAe(F,Ae) (ψ◦ε)−1

→ G
ε→ P

ϕ→ A

is a quasi-isomorphism of DG right Ae-modules. Set g = ϕ ◦ ε ◦ (ψ ◦ ε)−1. Since H(g) is an isomorphism

and ⌈(Σme1···m)∗⌉ ̸= 0, we have g[(Σme1···m)∗] = a0 ̸= 0, for some a0 ∈ A0 = k. For any j ∈ {1, 2, . . . ,m},
we have |(Σm−1e1···j−1j+1···m)∗| = 0. So there exists an a ∈ A0 such that g[(Σm−1e1···j−1j+1···m)∗] = a.

We have

∂A ◦ g[(Σm−1e1···(j−1)(j+1)···m)∗] = ∂A(a) = 0,

g ◦ ∂Hom[(Σ
m−1e1···(j−1)(j+1)···m)∗]

= g[(−1)j(Σme1···m)∗(yj ⊗ 1− (−1)m−11⊗ yj)]
= (−1)ja0 · (yj ⊗ 1 + 1⊗ yj) = (−1)j2a0yj .

Therefore, ∂A ◦ g ̸= g ◦ ∂Hom since charK = 0 and a0 ̸= 0 in A0. This implies that g is not a chain map.

Then we get a contradiction since g is a morphism of DG right Ae-modules.
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Now, it remains to consider the case thatm = 2t−1 is an odd integer. The right graded H(A)e-module

H(A) has a minimal free resolution

0← H(A) τ← H(A)e d1← G1
d2← G2

d3← · · · dm−1← Gm−1
dm← Gm

0← 0, (6.2)

where τ : H(A)e → H(A) is defined by τ(⌈a⌉⊗⌈b⌉) = (−1)|a|·|b|⌈ba⌉, eachGk is a free rightH(A)e-module⊕
λi1···ik∈Λk

λi1···ikH(A)e

of rank Ckm with basis

Λk = {λi1···ik | 1 6 i1 < i2 < · · · < ik 6 m}, |λi1···ik | = k,

and the differentials are defined by

d1(λi1) = (1⊗ ⌈yi1⌉ − ⌈yi1⌉ ⊗ 1), ∀λi1 ∈ Λ1,

dk(λi1···ik) =
k∑
j=1

(−1)k−jλi1···îj ···ik(1⊗ ⌈yij⌉+ (−1)k⌈yij⌉ ⊗ 1), ∀λi1···ik ∈ Λk,

k = 2, . . . ,m. From the free resolution (6.2), we can construct the Eilenberg-Moore resolution G of AAe .

We have

G# = Ae# ⊕
[ m⊕
k=1

⊕
λi1···ik∈Λk

Σkλi1···ikAe#
]

and ∂G is defined by

∂G(1) = 0, ∂G(Σλi1) = (1⊗ yi1 − yi1 ⊗ 1), ∀λi1 ∈ Λ1,

∂G(Σ
kλi1···ik) =

k∑
j=1

(−1)k−jΣk−1λi1···îj ···ik(1⊗ yij + (−1)kyij ⊗ 1),

for any λi1···ik ∈ Λk and k = 2, . . . ,m.

Define an (Ae)op-linear map θ : HomAe(F,Ae)→ G by

θ :


(Σme1···m)∗ 7→ (−1)

m(m+1)
2 +m1,

(Σkei1···ik)
∗ 7→ (−1)

∑k
j=1 ij+kΣm−kλi1···ik , ∀ k ∈ {1, . . . ,m− 1},

1∗ 7→ Σmλ1···m,

where i1 · · · ik is the m− k integers arranged from small to large obtained by deleting i1, i2, . . . , ik from

{1, 2, . . . ,m}. We claim that θ is a chain map. Indeed, we have

θ ◦ ∂Hom[(Σ
me1···m)∗] = 0 = ∂G[(−1)

m(m+1)
2 +m1] = ∂G ◦ θ[(Σme1···m)∗]

and θ ◦ ∂Hom[1
∗] = ∂ΣmG ◦ θ[1∗] since

θ ◦ ∂Hom[1
∗] = θ

[ m∑
i=1

(Σei)
∗(1⊗ yi − yi ⊗ 1)

]

=
m∑
i=1

(−1)i+1Σm−1λ1···(i−1)(i+1)···m(1⊗ yi − yi ⊗ 1)

and

∂G ◦ θ[1∗] = ∂G[Σ
mλ1···m]



Mao X F et al. Sci China Math April 2019 Vol. 62 No. 4 647

=

m∑
i=1

(−1)m−iΣm−1λ1···(i−1)(i+1)···m(1⊗ yi + (−1)myi ⊗ 1)

=

m∑
i=1

(−1)2t−1−iΣm−1λ1···(i−1)(i+1)···m(1⊗ yi − yi ⊗ 1)

=
m∑
i=1

(−1)1+iΣm−1λ1···(i−1)(i+1)···m(1⊗ yi − yi ⊗ 1).

Furthermore, for any k ∈ {1, 2, . . . ,m− 1}, we have

∂G ◦ θ[(Σkei1···ik)∗] = θ ◦ ∂Hom[(Σ
kei1···ik)

∗]

since

θ ◦ ∂Hom[(Σ
kei1···ik)

∗]

= θ

[ ∑
ei1···ij lij+1···ik∈Ek+1

(−1)j+1(Σk+1ei1···ij lij+1···ik)
∗(yl ⊗ 1− (−1)k1⊗ yl)

]

=
∑

ei1···ij lij+1···ik∈Ek+1

(−1)
j+

k∑
s=1

is+l+k
Σm−k−1λi1···ij lij+1···ik(yl ⊗ 1− (−1)k1⊗ yl)

and

∂G ◦ θ[(Σkei1···ik)∗]

= ∂G[(−1)
∑k

s=1 is+kΣm−kλi1···ik ]

=
∑

ei1···ij lij+1···ik∈Ek+1

(−1)
∑k

s=1 is+m−l+jΣm−k−1λi1···ij lij+1···ik(1⊗ yl − (−1)−kyl ⊗ 1)

=
∑

ei1···ij lij+1···ik∈Ek+1

(−1)
∑k

s=1 is−l+j−kΣm−k−1λi1···ij lij+1···ik(yl ⊗ 1− (−1)k1⊗ yl).

So θ is an isomorphism of DG Aop-modules and HomAe(F,Ae) ∼= A in D((Ae)op). Therefore, A is a

0-Calabi-Yau DG algebra.

Corollary 6.5. The trivial DG polynomial algebra A(0, 0, . . . , 0) is a Koszul, homologically smooth

and Gorenstein DG algebra. Moreover, it is 0-Calabi-Yau if and only if n is an odd integer.

Remark 6.6. In Theorems 6.2 and 6.4, we need that the cocycle elements y1, y2, . . . , ym are central

in A. This simplifies the construction of Eilenberg-Moore resolution. Without this subtle condition,

we are unable to get the corresponding result. Note that Theorem 6.4 is not a generalization of [17,

Proposition 2.4 and Theorem 2.7] for this reason.
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