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Abstract We study positive solutions to the following higher order Schrödinger system with Dirichlet boundary

conditions on a half space: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(−Δ)
α
2 u(x) = uβ1(x)vγ1 (x), in Rn

+,

(−Δ)
α
2 v(x) = uβ2(x)vγ2 (x), in Rn

+,

u =
∂u

∂xn
= · · · = ∂

α
2
−1u

∂xn
α
2
−1

= 0, on ∂Rn
+,

v =
∂v

∂xn
= · · · = ∂

α
2
−1v

∂xn
α
2
−1

= 0, on ∂Rn
+,

(0.1)

where α is any even number between 0 and n. This PDE system is closely related to the integral system

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

u(x) =

∫
Rn

+

G(x, y)uβ1 (y)vγ1 (y)dy,

v(x) =

∫
Rn

+

G(x, y)uβ2 (y)vγ2 (y)dy,
(0.2)

where G is the corresponding Green’s function on the half space. More precisely, we show that every solution to

(0.2) satisfies (0.1), and we believe that the converse is also true. We establish a Liouville type theorem — the

non-existence of positive solutions to (0.2) under a very weak condition that u and v are only locally integrable.

Some new ideas are involved in the proof, which can be applied to a system of more equations.
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1 Introduction

Let Rn
+ be the n-dimensional upper half Euclidean space,

Rn
+ = {x = (x1, x2, . . . , xn) ∈ R

n | xn > 0},

and let α be any even number satisfying 0 < α < n.
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We consider the following higher order Schrödinger system with Dirichlet boundary conditions on the

half space: ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(−Δ)
α
2 u(x) = uβ1(x)vγ1 (x), in Rn

+,

(−Δ)
α
2 v(x) = uβ2(x)vγ2 (x), in Rn

+,

u =
∂u

∂xn
= · · · = ∂

α
2 −1u

∂xn
α
2 −1

= 0, on ∂Rn
+,

v =
∂v

∂xn
= · · · = ∂

α
2 −1v

∂xn
α
2 −1

= 0, on ∂Rn
+,

(1.1)

where β1, γ1, β2 and γ2 satisfy the condition (f1): 0 � β1, γ1, β2, γ2 � n+α
n−α with n

n−α < β1 + γ1
= β2 + γ2 � n+α

n−α ,β1 �= β2, γ1 �= γ2.

In the special case when u = v, (1.1) is reduced to the following problem for a single equation:⎧⎨
⎩

(−Δ)
α
2 u(x) = up(x), in Rn

+,

u =
∂u

∂xn
= · · · = ∂

α
2 −1u

∂xn
α
2 −1

= 0, on ∂Rn
+,

(1.2)

where 1 < p � n+α
n−α .

(1.2) has been studied in [13]. Under some very mild growth conditions, they proved that (1.2) is

equivalent to the following integral equation:

u(x) =

∫
Rn

+

G(x, y)up(y)dy, (1.3)

where G(x, y) is the corresponding Green’s function on the half space,

G(x, y) =
Cn

|x− y|n−α

∫ 4xnyn
|x−y|2

0

z
α
2 −1

(z + 1)
n
2
dz.

Combining the method of moving planes in integral forms with some new ideas, they proved that there

was no positive solutions to the integral equation (1.3) in both subcritical and critical cases, and then

partially solved an open problem posed by Reichel and Weth [27].

For α
2 = 2, a similar system in the whole space R

n has been studied by Li and Ma [19],{
−Δu(x) = uβ(x)vγ(x),

−Δv(x) = vβ(x)uγ(x),
(1.4)

where n � 3, and 1 � β, γ � n+2
n−2 with β + γ = n+2

n−2 . When n = 3 and β = 2, γ = 3, (1.4) arises from

the stationary Schrödinger system with critical exponents for Bose-Einstein condensate. They proved the

following proposition.

Proposition 1 (See [19]). Assume that 1 � β < γ � n+2
n−2 . Then any L

2n
n−2 (Rn) × L

2n
n−2 (Rn) radially

symmetric solution pair (u, v) to (1.4) with critical exponents is unique such that u = v.

For PDE system (1.1), we study the corresponding system of integral equations in the upper half

space Rn
+, ⎧⎪⎪⎨

⎪⎪⎩
u(x) =

∫
Rn

+

G(x, y)uβ1(y)vγ1(y)dy,

v(x) =

∫
Rn

+

G(x, y)uβ2(y)vγ2(y)dy,
(1.5)

where β1, γ1, β2 and γ2 satisfy the condition (f1): 0 � β1, γ1, β2, γ2 � n+α
n−α with n

n−α < β1 + γ1
= β2 + γ2 � n+α

n−α ,β1 �= β2, γ1 �= γ2.

In our paper, we first prove the following theorem.

Theorem 1. Let (u(x), v(x)) be a pair of locally smooth solution to (1.5), then (u(x), v(x)) satis-

fies (1.1).
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We believe that the converse is also true, which is one of motivations of the present article. When

u = v, system (1.1) reduces to (1.2), Fang and Chen [13] have established the equivalence between (1.2)

and (1.3), and we will generalize the equivalence to the Shrödinger system in our future paper.

Then we study the integral system and obtain the following theorem.

Theorem 2. For β1, γ1, β2 and γ2 satisfying (f1), we assume that (u(x), v(x)) is a pair of positive

solutions to (1.5), and u, v ∈ Lp
loc(R

n
+), where p = n(β1+γ1−1)

α . Then either one of the following holds

for (u, v) :

(i) it is monotonically increasing with respect to the variable xn, or

(ii) it is rotationally symmetric about any line parallel to xn-axis.

Finally, based on Theorem 2, we prove the following theorem.

Theorem 3. For β1, γ1, β2 and γ2 satisfying (f1), if (u(x), v(x)) is a pair of non-negative solutions

to (1.5), with u, v ∈ Lp
loc(R

n
+), and p =

n(β1+γ1−1)
α . Then u(x) ≡ 0 and v(x) ≡ 0.

Remark 1. In Theorems 2 and 3, α can be any real number between 0 and n.

Once we establish the equivalence between the integral system (1.5) and PDE system (1.1), then this

non-existence result will be applied to the PDE system. It is well known that this type of Liouville

theorems are very important in establishing a priori estimates for positive solutions of a similar family of

PDEs on bounded domains of Euclidean space or on Riemannian manifolds with boundaries.

In Section 2, we apply properties of the Green’s function on the half space to derive the relation

between partial differential equations and integral equations. In Section 3, we cleverly combine a certain

type of Kelvin transform and the method of moving planes in integral forms to prove the monotonicity

and rotational symmetry. In Section 4, we establish the non-existence of positive solutions to (1.5).

For more results concerning integral equations, the method of moving planes in integral forms and

Schördinger type equations, please see [1–12,15–18,20, 22–26,28–30] and the references therein.

2 The relation between integral equations and PDEs

Proof of Theorem 1. Since⎧⎨
⎩

(−Δ)
α
2 G(x, y) = δ(x− y), in Rn

+,

G =
∂G

∂xn
= · · · = ∂

α
2 −1G

∂xn
α
2 −1

= 0, on ∂Rn
+,

it is easy to verify that, for k = 0, 1, . . . ,
α

2
− 1,

∂ku(x)

∂xnk
=

∫
Rn

+

∂kG(x, y)

∂xnk
uβ1(y)vγ1(y)dy = 0, x ∈ ∂Rn

+,

∂kv(x)

∂xnk
=

∫
Rn

+

∂kG(x, y)

∂xnk
uβ2(y)vγ2(y)dy = 0, x ∈ ∂Rn

+.

By elementary calculation, we derive that

(−Δ)
α
2 u(x) =

∫
Rn

+

(−Δ)
α
2 G(x, y)uβ1(y)vγ1(y)dy

=

∫
Rn

+

δ(x − y)uβ1(y)vγ1(y)dy

= uβ1(x)vγ1 (x)dy, x ∈ Rn
+.

Similarly,

(−Δ)
α
2 v(x) = uβ2(x)vγ2 (x), x ∈ Rn

+.

This completes the proof of Theorem 1.



182 Zhuo R et al. Sci China Math January 2015 Vol. 58 No. 1

3 Monotonicity and rotationally symmetry of solutions

In this section, we will give the proof of Theorem 2.

To prove the theorem, we need the following lemmas.

For a given positive real number λ, when deriving (i) in Theorem 2, we denote

Σλ = {x = (x1, x2, . . . , xn) ∈ Rn
+ | 0 < xn < λ},

Tλ = {x ∈ Rn
+ | xn = λ},

and let

xλ = (x1, x2, . . . , 2λ− xn)

be the reflection of the point x = (x1, x2, . . . , xn) about the plant Tλ, and

uλ(x) = u(xλ), vλ(x) = v(xλ),

Σc
λ = Rn

+ \ Σλ, Σ̃λ = {xλ | x ∈ Σλ}.

Lemma 1 (See [14]). (i) For any x, y ∈ Σλ, x �= y, we have

G(xλ, yλ) > max{G(xλ, y), G(x, yλ)},

and

G(xλ, yλ)−G(x, y) > |G(xλ, y)−G(x, yλ)|.
(ii) For any x ∈ Σλ, y ∈ Σc

λ, it holds

G(xλ, y) > G(x, y).

Lemma 2. For any x ∈ Σλ, it holds

u(x)− uλ(x) �
∫
Σλ

[G(xλ, yλ)−G(x, yλ)][uβ1(y)vγ1(y)− uβ1

λ (y)vγ1

λ (y)]dy,

v(x) − vλ(x) �
∫
Σλ

[G(xλ, yλ)−G(x, yλ)][uβ2(y)vγ2(y)− uβ2

λ (y)vγ2

λ (y)]dy.

Proof. Obviously,

u(x) =

∫
Σλ

G(x, y)uβ1(y)vγ1(y)dy +

∫
Σλ

G(x, yλ)uβ1

λ (y)vγ1

λ (y)dy

+

∫
Σc

λ\Σ̃λ

G(x, y)uβ1(y)vγ1(y)dy,

uλ(x) =

∫
Σλ

G(xλ, y)uβ1(y)vγ1(y)dy +

∫
Σλ

G(xλ, yλ)uβ1

λ (y)vγ1

λ (y)dy

+

∫
Σc

λ
\Σ̃λ

G(xλ, y)uβ1(y)vγ1(y)dy.

By Lemma 3.1, it is easy to see

u(x)− uλ(x) =

∫
Σλ

[G(xλ, yλ)−G(x, yλ)]uβ1(y)vγ1(y)dy

+

∫
Σλ

[G(x, yλ)−G(xλ, yλ)]uβ1

λ (y)vγ1

λ (y)dy

+

∫
Σc

λ\Σ̃λ

[G(x, y)−G(x, yλ)]uβ1(y)vγ1(y)dy

�
∫
Σλ

[G(xλ, yλ)−G(x, yλ)][uβ1(y)vγ1(y)− uβ1

λ (y)vγ1

λ (y)]dy.
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Similarly, we have

v(x) − vλ(x) �
∫
Σλ

[G(xλ, yλ)−G(x, yλ)][uβ2(y)vγ2(y)− uβ2

λ (y)vγ2

λ (y)]dy.

Lemma 3 (An equivalent form of the Hardy-Littlewood-Sobolev inequality). Let g ∈ L
nr

n+αr (Rn) for
n

n−α < r <∞. Define

Tg(x) =

∫
Rn

1

|x− y|n−α
g(y)dy.

Then

‖Tg‖Lr(Rn) � C(n, r, α)‖g‖
L

nr
n+αr (Rn)

.

This can be derived directly from the classical Hardy-Littlewood-Sobolev inequality, and for the proof,

please see [6, 21].

Proof of Theorem 2. Because these is no global integrability assumption on the solution (u, v), we

will combine the Kelvin transform with the method of moving planes to derive the monotonicity and

rotational symmetry.

First, we introduce the Kelvin transform.

For z0 ∈ ∂Rn
+, let

û(x) =
1

|x− z0|n−α
u

(
x− z0

|x− z0|2 + z0
)
, (3.1)

v̂(x) =
1

|x− z0|n−α
v

(
x− z0

|x− z0|2 + z0
)

(3.2)

be the Kelvin transform of u, v centered at point z0. We consider two possible cases.

Case 1. If there is a z0 = (z01 , z
0
2 , . . . , z

0
n−1, 0) ∈ ∂Rn

+ such that (û(x), v̂(x)) are not singular at z0,

by (3.1) and (3.2), we get

u(x) =
1

|x− z0|n−α
û

(
x− z0

|x− z0|2 + z0
)
,

v(x) =
1

|x− z0|n−α
v̂

(
x− z0

|x− z0|2 + z0
)
.

It is easy to deduce that

lim
|y|→∞

|y|n−αu(y) = û(z0),

lim
|y|→∞

|y|n−αv(y) = v̂(z0).

Hence,

u(x) = O

(
1

|x|n−α

)
, v(x) = O

(
1

|x|n−α

)
, for large |x|. (3.3)

These imply the global integrability of the solution (u(x), v(x)).

In this case, we move the plane Tλ along the direction of xn-axis to show that the solution is mono-

tonically increasing with respect to the variable xn. The proof consists of two steps.

Step 1 (Prepare to move the plane form near xn = 0).

Now we compare the values of u(x) and uλ(x), v(x) and vλ(x). For sufficiently small positive λ, we

will show that

uλ(x)− u(x) � 0, vλ(x)− v(x) � 0, ∀x ∈ Σλ. (3.4)

Let

wλ(x) = uλ(x)− u(x), gλ(x) = vλ(x)− v(x),
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and define

Σu
λ = {x ∈ Σλ | wλ(x) < 0}, Σv

λ = {x ∈ Σλ | gλ(x) < 0}.
We will prove that Σu

λ and Σv
λ are of measure zero. In fact, by the mean value theorem and Lemma 3.2,

we obtain

u(x)− uλ(x) �
∫
Σλ

[G(xλ, yλ) − G(x, yλ)][uβ1(y)vγ1(y)− uβ1

λ (y)vγ1

λ (y)]dy

�
∫
Σu

λ

[G(xλ, yλ)−G(x, yλ)]{uβ1(y)[vγ1(y)− vγ1

λ (y)]

+ vγ1

λ (y)[uβ1(y)− uβ1

λ (y)]}dy
+

∫
Σλ\Σu

λ

[G(xλ, yλ)−G(x, yλ)]{uβ1(y)[vγ1(y)− vγ1

λ (y)]}dy

�
∫
Σu

λ

[G(xλ, yλ)−G(x, yλ)]{vγ1

λ (y)[uβ1(y)− uβ1

λ (y)]}dy

+

∫
Σv

λ

[G(xλ, yλ)−G(x, yλ)]{uβ1(y)[vγ1(y)− vγ1

λ (y)]}dy

�
∫
Σu

λ

G(xλ, yλ)vγ1

λ (y)[uβ1(y)− uβ1

λ (y)]dy

+

∫
Σv

λ

G(xλ, yλ)uβ1(y)[vγ1(y)− vγ1

λ (y)]dy

�
∫
Σu

λ

β1G(x
λ, yλ)vγ1

λ (y)uβ1−1(y)[u(y)− uλ(y)]dy

+

∫
Σv

λ

γ1G(x
λ, yλ)uβ1(y)vγ1−1(y)[v(y)− vλ(y)]dy, (3.5)

where ψλ(y) is valued between vλ(y) and v(y), and ϕλ(y) is valued between uλ(y) and u(y). Therefore

on Σu
λ and Σv

λ, we have

0 � uλ(y) � ϕλ(y) � u(y), 0 � vλ(y) � ψλ(y) � v(y).

We can verify that

G(x, y) =
Cn

|x− y|n−α

∫ 4xnyn
|x−y|2

0

z
α
2 −1

(1 + z)
n
2
dz

� C

|x− y|n−α
. (3.6)

Applying (3.6) to (3.5),

|u(x)− uλ(x)| �
∫
Σu

λ

C

|x− y|n−α
|vγ1

λ (y)uβ1−1(y)||u(y)− uλ(y)|dy

+

∫
Σv

λ

C

|x− y|n−α
|uβ1(y)vγ1−1(y)||v(y)− vλ(y)|dy. (3.7)

Now, combining Lemma 3.2, Hölder’s inequality and (3.7), we obtain, for p > n
n−α ,

‖wλ‖Lp(Σu
λ)

� C1‖uβ1vγ1−1gλ‖
L

np
n+αp (Σv

λ)

+ C2‖vγ1

λ u
β1−1wλ‖

L
np

n+αp (Σu
λ)

� C1‖u‖β1

Lp(Σv
λ)
‖v‖γ1−1

Lp(Σv
λ)
‖gλ‖Lp(Σv

λ
)

+ C2‖u‖β1−1
Lp(Σu

λ)
‖vλ‖γ1

Lp(Σu
λ)
‖wλ‖Lp(Σu

λ)
. (3.8)
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Similarly, we have

‖gλ‖Lp(Σv
λ)

� C3‖u‖β2−1
Lp(Σu

λ)
‖vλ‖γ2

Lp(Σu
λ)
‖wλ‖Lp(Σu

λ)

+ C4‖u‖β2

Lp(Σv
λ)
‖v‖γ2−1

Lp(Σv
λ)
‖gλ‖Lp(Σv

λ
). (3.9)

Since u ∈ Lp
loc(R

n
+) and v ∈ Lp

loc(R
n
+), by (3.3), we have∫

Rn
+

up(y)dy <∞,

∫
Rn

+

vp(y)dy <∞,

hence we choose sufficiently small positive λ such that

C1‖u‖β1

Lp(Σv
λ
)‖v‖γ1−1

Lp(Σv
λ
) �

1

4
,

C2‖u‖β1−1
Lp(Σu

λ)
‖vλ‖γ1

Lp(Σu
λ)

� 1

4
,

C3‖u‖β2−1
Lp(Σu

λ)
‖vλ‖γ2

Lp(Σu
λ)

� 1

4
,

C4‖u‖β2

Lp(Σv
λ)
‖v‖γ2−1

Lp(Σv
λ)

� 1

4
.

Combining (3.8), (3.9) with the above inequalities, we derive

‖wλ‖Lp(Σu
λ)

= 0, ‖gλ‖Lp(Σv
λ)

= 0.

Therefore, Σu
λ and Σv

λ must be of measure zero. We conclude that, for sufficiently small positive λ,

wλ(x) � 0, gλ(x) � 0, a.e. x ∈ Σλ. (3.10)

Step 2 (Move the plane to the limiting position to derive monotonicity and rotationally symmetry).

Step 1 provides a starting point to move the plane Tλ. Now, we start to move the plane Tλ along

the xn direction as long as (3.10) holds.

Define

λ0 = sup{λ | wμ(x) � 0, gμ(x) � 0, μ � λ, ∀x ∈ Σμ}.
In fact, we will show that λ = ∞. If λ0 <∞, we will prove that (u(x), v(x)) is symmetric about Tλ0 , i.e.,

wλ0 (x) ≡ 0, gλ0(x) ≡ 0, ∀x ∈ Σλ0 . (3.11)

If (3.11) does not hold, then we must have

wλ0 (x) > 0, gλ0(x) > 0, ∀x ∈ Σλ0 . (3.12)

Next we prove (3.12). Indeed, from the proof of Lemmas 3.1 and 3.2, we have

uλ0(x)− u(x) �
∫
Σλ0

[G(xλ0 , yλ0)−G(x, yλ0)][uβ1

λ0
(y)vγ1

λ0
(y)− uβ1(y)vγ1(y)]dy

+

∫
Σc

λ0
\Σ̃λ0

[G(xλ0 , y)−G(x, y)]uβ1(y)vγ1(y)dy

�
∫
Σc

λ0
\Σ̃λ0

[G(xλ0 , y)−G(x, y)]uβ1(y)vγ1(y)dy. (3.13)

Similarly, we have

vλ0(x) − v(x) �
∫
Σc

λ0
\Σ̃λ0

[G(xλ0 , y)−G(x, y)]uβ2(y)vγ2(y)dy.
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If (3.12) is violated, then there exists some point x0 ∈ Σλ0 such that

u(x0) = uλ0(x
0) or v(x0) = vλ0(x

0).

Then, by (3.13), we must have, either

uβ1(y)vγ1(y)dy = 0, ∀ y ∈ Σc
λ0

\ Σ̃λ0 ,

or

uβ2(y)vγ2(y) = 0, ∀ y ∈ Σc
λ0

\ Σ̃λ0 .

Obviously,

u(y) = 0, or v(y) = 0, ∀ y ∈ Σc
λ0

\ Σ̃λ0 .

This is a contradiction with our assumption that u > 0 and v > 0, and hence (3.12) holds.

Now based on (3.12), we will show that the plane Tλ can be moved further while (3.10) still holds.

This would contradict the definition of λ0.

For any small η > 0, we can choose R sufficiently large, so that∫
Rn

+\BR(0))

up(x)dx < η,

∫
Rn

+\BR(0))

vp(x)dx < η. (3.14)

For any τ > 0, define

Eτ = {x ∈ Σλ0 | wλ0 > τ}, Fτ = {Σλ0 \BR(0)} \ Eτ .

Obviously,

lim
τ→0

μ(Fτ ) = 0.

For λ > λ0, let

Dτ = (Σλ \ Σλ0) ∩BR(0).

It is easy to prove that

{Σu
λ ∩BR(0)} ⊂ (Σu

λ ∩Eτ ) ∪ Fτ ∪Dτ . (3.15)

Apparently, μ(Dτ ) is small for λ close to λ0. We will show that μ(Σu
λ ∩ Eτ ) is sufficiently small as λ

is close to λ0.

Actually,

wλ(x) = uλ(x)− u(x)

= uλ(x)− uλ0(x) + uλ0(x)− u(x)

< 0, ∀x ∈ Σu
λ ∩ Eτ .

Therefore,

uλ0(x) − uλ(x) > wλ0 (x) > τ, ∀x ∈ Σu
λ ∩ Eτ .

So, we have

(Σu
λ ∩ Eτ ) ⊂ Hτ = {x ∈ BR(0) | uλ0(x)− uλ(x) > τ}. (3.16)

Applying Chebyshev inequality, we get

μ(Hτ ) �
1

τs+1

∫
Hτ

|uλ0(y)− uλ(y)|s+1dy

� 1

τs+1

∫
BR(0)

|uλ0(y)− uλ(y)|s+1dy. (3.17)

For each fixed τ , the right-hand side of (3.17) can be sufficiently small, when λ is sufficiently close

to λ0. Therefore, by (3.15) and (3.16),we can easily see that μ(Σu
λ ∩ BR(0)) can be sufficiently small.

Similarly, we have μ(Σv
λ ∩BR(0)) can be sufficiently small.
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Combining this with (3.14), we have

C1‖u‖β1

Lp(Σv
λ)
‖v‖γ1−1

Lp(Σv
λ)

� 1

4
,

C2‖u‖β1−1
Lp(Σu

λ)
‖v‖γ1

Lp(Σu
λ)

� 1

4
,

C3‖u‖β2−1
Lp(Σu

λ)
‖vλ‖γ2

Lp(Σu
λ)

� 1

4
,

C4‖u‖β2

Lp(Σv
λ)
‖v‖γ2−1

Lp(Σv
λ)

� 1

4
.

Together with (3.8) and (3.9), we obtain

‖wλ‖Lp(Σu
λ
) = 0, ‖gλ‖Lp(Σv

λ
) = 0.

Hence, for λ > λ0 and sufficiently close to λ0, we have

wλ(x) � 0, gλ(x) � 0, ∀x ∈ Σλ.

This is a contradiction with the definition of λ0. Therefore, (u(x), v(x)) is symmetric about Tλ0 . If

λ0 <∞, we have u(x) = uλ0(x) = 0 for x ∈ ∂Rn
+. This would contradict with our assumption that u > 0.

Therefore the solution (u(x), v(x)) is monotonically increasing with respect to the variable xn.

Case 2. At least one of û(x) and v̂(x) is singular at all

z0 = (z01 , z
0
2 , . . . , z

0
n−1, 0) ∈ ∂Rn

+.

Without loss of generality, we may assume that û(x) is singular at z0. We will show that (û(x), v̂(x)) is

rotationally symmetric about the line parallel to the xn-axis and passing through z0, we have

û(x) =
1

|x− z0|n−α
u

(
x− z0

|x− z0|2 + z0
)

=
1

|x− z0|n−α

∫
Rn

+

G

(
x− z0

|x− z0|2 + z0, y

)
uβ1(y)vγ1(y)dy,

let

y =
z − z0

|z − z0|2 + z0,

then,

û(x) =
1

|x− z0|n−α

∫
Rn

+

G

(
x− z0

|x− z0|2 + z0,
z − z0

|z − z0|2 + z0
)

× uβ1

(
z − z0

|z − z0|2 + z0
)
vγ1

(
z − z0

|z − z0|2 + z0
)

1

|z − z0|2n dz

=
1

|x− z0|n−α

∫
Rn

+

G

(
x− z0

|x− z0|2 + z0,
z − z0

|z − z0|2 + z0
)

× ûβ1(z)v̂γ1(z)
1

|z − z0|2n |z − z0|(n−α)β1 |z − z0|(n−α)γ1dz

=

∫
Rn

+

G( x−z0

|x−z0|2 ,
z−z0

|z−z0|2 )

|x− z0|(n−α)|z − z0|(n−α)

× 1

|z − z0|2n−(n−α)(β1+γ1+1)
ûβ1(z)v̂γ1(z)dz

=

∫
Rn

+

G(x, z)
1

|z − z0|2n−(n−α)(β1+γ1+1)
ûβ1(z)v̂γ1(z)dz. (3.18)
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Similarly,

v̂(x) =

∫
Rn

+

G(x, z)
1

|z − z0|2n−(n−α)(β2+γ2+1)
ûβ2(z)v̂γ2(z)dz.

In the following, we discuss the critical and subcritical cases separately.

(A1) In the critical case when β1 + γ1 = β2 + γ2 = n+α
n−α , if (u(x), v(x)) is a solution to (1.5), then

(û(x), v̂(x)) satisfies ⎧⎪⎪⎨
⎪⎪⎩
û(x) =

∫
Rn

+

G(x, y)ûβ1(y)v̂γ1(y)dy,

v̂(x) =

∫
Rn

+

G(x, y)ûβ2(y)v̂γ2(y)dy.
(3.19)

Since u ∈ Lp
loc(R

n
+) and v ∈ Lp

loc(R
n
+), for any domain Ω that is a positive distance away from z0,

we have ∫
Ω

ûp(x)dx <∞,

∫
Ω

v̂p(x)dx <∞.

Now, we apply the method of moving planes to (û, v̂).

In this case, for a given real number λ, we define

Σ̂λ = {x = (x1, x2, . . . , xn) ∈ Rn
+ | x1 � λ},

T̂λ = {x ∈ Rn
+ | x1 = λ},

and let

xλ = (2λ− x1, x2, . . . , xn).

For x, y ∈ Σ̂λ, x �= y, we have

G(x, y) = G(xλ, yλ), G(xλ, y) = G(x, yλ), G(xλ, yλ) > G(xλ, y). (3.20)

In this case, we move the plane T̂λ along the direction of x1-axis until λ = z01 to show that the solution

is rotationally symmetric about the line passing through z0 and parallel to the xn-axis. The proof consists

of two steps.

Step 1 (Prepare to move the plane from near x1 = −∞).

Define

Σ̂u
λ = {x ∈ Σ̂λ \Bε((z

0)λ) | ŵλ(x) < 0},
Σ̂v

λ = {x ∈ Σ̂λ \Bε((z
0)λ) | ĝλ(x) < 0},

ŵλ(x) = ûλ(x)− û(x), ĝλ(x) = v̂λ(x)− v̂(x).

In this step, we will show that for sufficiently negative λ, and sufficiently small ε > 0,

ŵλ(x) � 0, ĝλ(x) � 0, ∀x ∈ Σ̂λ \Bε((z
0)λ). (3.21)

Obviously, we have

û(x) =

∫
Σ̂λ

G(x, y)ûβ1(y)v̂γ1(y)dy +

∫
Σ̂λ

G(x, yλ)ûβ1

λ (y)v̂γ1

λ (y)dy,

ûλ(x) =

∫
Σ̂λ

G(xλ, y)ûβ1(y)v̂γ1(y)dy +

∫
Σ̂λ

G(xλ, yλ)ûβ1

λ (y)v̂γ1

λ (y)dy.

By (3.20), we calculate

û(x)− ûλ(x) =

∫
Σ̂λ

[G(xλ, yλ)−G(x, yλ)][ûβ1(y)v̂γ1 − ûβ1

λ (y)v̂γ1

λ (y)]dy

�
∫
Σ̂u

λ

[G(xλ, yλ)−G(x, yλ)]{ûβ1(y)[v̂γ1(y)− v̂γ1

λ (y)]
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+ v̂γ1

λ (y)[ûβ1(y)− ûβ1

λ (y)]}dy
+

∫
Σ̂λ\Σ̂u

λ

[G(xλ, yλ)−G(x, yλ)]{ûβ1(y)[v̂γ1(y)− v̂γ1

λ (y)]}dy

�
∫
Σ̂u

λ

[G(xλ, yλ)−G(x, yλ)]{v̂γ1

λ (y)[ûβ1(y)− ûβ1

λ (y)]}dy

+

∫
Σ̂v

λ

[G(xλ, yλ)−G(x, yλ)]{ûβ1(y)[v̂γ1(y)− v̂γ1

λ (y)]}dy

�
∫
Σ̂u

λ

G(xλ, yλ)v̂γ1

λ (y)[ûβ1(y)− ûβ1

λ (y)]dy

+

∫
Σ̂v

λ

G(xλ, yλ)ûβ1(y)[v̂γ1(y)− v̂γ1

λ (y)]dy

�
∫
Σ̂u

λ

β1G(x
λ, yλ)v̂γ1

λ (y)ûβ1−1(y)[û(y)− ûλ(y)]dy

+

∫
Σ̂v

λ

γ1G(x
λ, yλ)ûβ1(y)v̂γ1−1(y)[v̂(y)− v̂λ(y)]dy.

Similarly,

v̂(x) − v̂λ(x) �
∫
Σ̂u

λ

β2G(x
λ, yλ)v̂γ2

λ (y)ûβ2−1(y)[û(y)− ûλ(y)]dy

+

∫
Σ̂v

λ

γ2G(x
λ, yλ)ûβ2(y)v̂γ2−1(y)[v̂(y)− v̂λ(y)]dy,

we show that for sufficiently negative λ and for sufficiently small ε > 0, Σ̂u
λ and Σ̂v

λ must be of measure

zero. In fact, the proof of the step is similar to Step 1 in Case 1.

Step 2 (Move the plane to the limiting position to derive symmetry).

Step 1 provides a starting point to move the plane T̂λ. Now we start to move the plane T̂λ along the x1
direction as long as (3.21) holds to the limiting position.

Define

λ0 = sup{λ � z01 | ŵμ(x) � 0, ĝμ(x) � 0, μ � λ, ∀x ∈ Σ̂μ}.
We will show that λ0 = z01 . Suppose on the contrary, if λ0 < z01 , we will prove that (û(x), v̂(x)) is

symmetric about Tλ0 , i.e.,

ŵλ0 (x) ≡ 0, ĝλ0(x) ≡ 0, a.e. ∀x ∈ Σ̂λ0 \Bε((z
0)λ0). (3.22)

If (3.22) does not hold, we will show that

wλ0 > 0, gλ0 > 0, ∀x ∈ Σ̂λ0 \Bε((z
0)λ0). (3.23)

By elementary calculation, we obtian

ûλ0(x)− û(x) =

∫
Σ̂λ0

[G(xλ0 , yλ0)−G(x, yλ0 )][ûβ1

λ0
(y)v̂γ1

λ0
(y)− ûβ1(y)v̂γ1 ]dy

=

∫
Σ̂λ0

[G(xλ0 , yλ0)−G(x, yλ0 )][ûβ1

λ0
(y)(v̂γ1

λ0
(y)− v̂γ1(y))

+ v̂γ1(y)(ûβ1

λ0
(y)− ûβ1(y))]dy. (3.24)

If (3.23) is violated, then there exists some point x0 ∈ Σ̂λ0 \Bε((z
0)λ0) such that

û(x0) = ûλ0(x
0) or v̂(x0) = v̂λ0(x

0).
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Without loss of generality, we may assume û(x0) = ûλ0(x
0). Combining this with (3.24), we have

ûβ1

λ0
(y)v̂γ1

λ0
(y) = ûβ1(y)v̂γ1(y), ∀ y ∈ Σ̂λ0 . (3.25)

By the definition of λ0, we have

ûλ0(y) � û(y), ∀ y ∈ Σ̂λ0 .

By (3.25), we deduce

v̂γ1

λ0
(y) � v̂γ1(y), ∀ y ∈ Σ̂λ0 .

Hence we derive that

v̂γ1

λ0
(y) = v̂γ1(y), ∀ y ∈ Σ̂λ0 .

By (3.25), it is easy to see that

ûγ1

λ0
(y) = ûγ1(y), ∀ y ∈ Σ̂λ0 .

This is a contradiction with our assumptions, and therefore (3.23) must hold.

Next based on (3.23), we show that the plane can be moved further to the right, i.e., for λ > λ0 and

sufficiently close to λ0,

ŵλ(x) � 0, ĝλ(x) � 0, a.e. ∀x ∈ Σ̂λ \Bε((z
0)λ). (3.26)

The proof is similar to that in Step 2 in Case 1. We only need to use Σ̂λ \Bε((z
0)λ) instead of Σλ and

Σ̂λ0 \ Bε((z
0)λ) instead of Σλ0 . So, (3.26) is a contradiction with the definition of λ0. Moreover, (3.22)

must hold, i.e., if λ0 < z01 , for ∀ε > 0, then

ŵλ0 ≡ 0, ĝλ0 ≡ 0, a.e. ∀x ∈ Σ̂λ0 \Bε((z
0)λ0).

Since û is singular at z0, û must be singular at (z0)λ. This is impossible. We get

ŵz0
1
(x) � 0, a.e. ∀x ∈ Σ̂z0

1
.

Similarly, we can move the plane from x1 = +∞ to the left and prove that ŵz0
1
(x) � 0. Hence, we

obtain ŵz0
1
(x) ≡ 0, a.e. ∀x ∈ Σ̂z0

1
. Hence, it is easy to see λ0 = z01 .

(A2) In the subcritical case when n
n−α < β1 + γ1 = β2 + γ2 <

n+α
n−α , if (u(x), v(x)) is the solution

to (0.2), then (û(x), v̂(x)) satisfies

⎧⎪⎪⎨
⎪⎪⎩
û(x) =

∫
Rn

+

1

|y − z0|aG(x, y)û
β1(y)v̂γ1(y)dy,

v̂(x) =

∫
Rn

+

1

|y − z0|bG(x, y)û
β2(y)v̂γ2(y)dy,

(3.27)

where a = 2n− (n− α)(β1 + γ1 + 1) > 0, and b = 2n− (n− α)(β2 + γ2 + 1) > 0.

In this case, we move the plane T̂λ along the direction of x1-axis. The proof consists of two steps.

Step 1 (Prepare to move the plane from near x1 = −∞). Define

Σ̂u
λ = {x ∈ Σ̂λ \Bε((z

0)λ) | ŵλ(x) < 0},
Σ̂v

λ = {x ∈ Σ̂λ \Bε((z
0)λ) | ĝλ(x) < 0},

ŵλ(x) = ûλ(x)− û(x), ĝλ(x) = v̂λ(x)− v̂(x).

In this step, we will show that for sufficiently negative λ,

ŵλ(x) � 0, ĝλ(x) � 0, ∀x ∈ Σ̂λ \Bε((z
0)λ). (3.28)
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We show that for sufficiently negative λ, Σ̂u
λ and Σ̂v

λ are of measure zero. In fact, we have

û(x) =

∫
Σ̂λ

1

|y − z0|aG(x, y)û
β1(y)v̂γ1(y)dy

+

∫
Σ̂λ

1

|yλ − z0|aG(x, y
λ)ûβ1

λ (y)v̂γ1

λ (y)dy,

ûλ(x) =

∫
Σ̂λ

1

|y − z0|aG(x
λ, y)ûβ1(y)v̂γ1(y)dy

+

∫
Σ̂λ

1

|yλ − z0|aG(x
λ, yλ)ûβ1

λ (y)v̂γ1

λ (y)dy.

By (3.20), we calculate

û(x) − ûλ(x) =

∫
Σ̂λ

[G(xλ, yλ)−G(x, yλ)]

[
1

|y − z0|a û
β1(y)v̂γ1 − 1

|yλ − z0|a û
β1

λ (y)v̂γ1

λ (y)

]
dy

=

∫
Σ̂λ

[G(xλ, yλ)−G(x, yλ)]

{
1

|yλ − z0|a
[
ûβ1(y)v̂γ1(y)− ûβ1

λ (y)v̂γ1

λ (y)

]

+ ûβ1(y)v̂γ1(y)

(
1

|y − z0|a − 1

|yλ − z0|a
)}

dy

�
∫
Σ̂λ

[G(xλ, yλ)−G(x, yλ)]

{
1

|yλ − z0|a [û
β1(y)v̂γ1(y)− ûβ1

λ (y)v̂γ1

λ (y)]

}
dy

�
∫
Σ̂v

λ

1

|yλ − z0|a [G(x
λ, yλ)−G(x, yλ)]{ûβ1(y)[v̂γ1(y)− v̂γ1

λ (y)]}dy

+

∫
Σ̂u

λ

1

|yλ − z0|a [G(x
λ, yλ)−G(x, yλ)]{v̂γ1

λ (y)[ûβ1(y)− ûβ1

λ (y)]}dy

�
∫
Σ̂v

λ

1

|yλ − z0|aG(x
λ, yλ){ûβ1(y)[v̂γ1(y)− v̂γ1

λ (y)]}dy

+

∫
Σ̂u

λ

1

|yλ − z0|aG(x
λ, yλ){v̂γ1

λ (y)[ûβ1(y)− ûβ1

λ (y)]}dy.

By the mean value theorem, we have

û(x)− ûλ(x) �
∫
Σ̂v

λ

γ1
1

|yλ − z0|aG(x
λ, yλ)ûβ1(y)v̂γ1−1(y)[v̂(y)− v̂λ(y)]dy

+

∫
Σ̂u

λ

β1
1

|yλ − z0|aG(x
λ, yλ)ûβ1−1(y)v̂γ1

λ (y)[û(y)− ûλ(y)]dy. (3.29)

For 0 < α < n, by (3.6), we also have

G(x, y) � C

|x− y|n−α
. (3.30)

By (3.29) and (3.30), we have

|û(x) − ûλ(x)| �
∫
Σ̂v

λ

C

|x− y|n−α

1

|yλ − z0|a |û
β1(y)v̂γ1−1(y)||v̂(y)− v̂λ(y)|dy

+

∫
Σ̂u

λ

C

|x− y|n−α

1

|yλ − z0|a |û
β1−1(y)v̂β1

λ (y)||û(y)− ûλ(y)|dy. (3.31)

We apply Lemma 3.3 and Hölder’s inequality to (3.31) to obtain, for p > n
n−α ,

‖ŵλ‖Lp(Σ̂u
λ)

� Ĉ1

∥∥∥∥ 1

|yλ − z0|a û
β1 v̂γ1−1ĝλ

∥∥∥∥
L

np
n+αp (Σ̂v

λ)

+ Ĉ2

∥∥∥∥ 1

|yλ − z0|a v̂
γ1

λ ûβ1−1ŵλ

∥∥∥∥
L

np
n+αp (Σ̂u

λ)
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� Ĉ1

∥∥∥∥ 1

|yλ − z0|a û
β1 v̂γ1−1

∥∥∥∥
L

n
α (Σ̂v

λ)

‖ĝλ‖Lp(Σ̂v
λ)

+ Ĉ2

∥∥∥∥ 1

|yλ − z0|a û
β1−1v̂γ1

λ

∥∥∥∥
L

n
α (Σ̂u

λ
)

‖ŵλ‖Lp(Σ̂u
λ)

� Ĉ1

∥∥∥∥ 1

|yλ − z0|a1
ûβ1

∥∥∥∥
L

p
β1 (Σ̂v

λ)

∥∥∥∥ 1

|yλ − z0|a2
v̂γ1−1

∥∥∥∥
L

p
γ1−1 (Σ̂v

λ)

‖ĝλ‖Lp(Σ̂v
λ)

+ Ĉ2

∥∥∥∥ 1

|yλ − z0|a3
ûβ1−1

∥∥∥∥
L

p
β1−1 (Σ̂u

λ)

∥∥∥∥ 1

|yλ − z0|a4
vγ1

λ

∥∥∥∥
L

p
γ1 (Σ̂u

λ)

‖ŵλ‖Lp(Σ̂u
λ)
, (3.32)

where

a1 = [2n− p(n− α)]
p

β1
,

a2 = [2n− p(n− α)]
p

γ1 − 1
,

a3 = [2n− p(n− α)]
p

β1 − 1
,

a4 = [2n− p(n− α)]
p

γ1
.

Similarly, we have

‖ĝλ‖Lp(Σv
λ)

� Ĉ3

∥∥∥∥ 1

|yλ − z0|b û
β2−1v̂γ2

λ

∥∥∥∥
L

n
α (Σ̂u

λ)

‖wλ‖Lr(Σu
λ)

+ Ĉ4

∥∥∥∥ 1

|yλ − z0|b û
β2 v̂γ2−1

∥∥∥∥
L

n
α (Σ̂v

λ)

‖gλ‖Lr(Σv
λ)

� Ĉ3

∥∥∥∥ 1

|yλ − z0|b1 û
β2−1

∥∥∥∥
L

p
β2−1 (Σ̂u

λ)

∥∥∥∥ 1

|yλ − z0|b2 v̂
γ2

λ

∥∥∥∥
L

p
γ2 (Σ̂u

λ)

‖ŵλ‖Lp(Σ̂u
λ)

+ Ĉ4

∥∥∥∥ 1

|yλ − z0|b3 û
β2

∥∥∥∥
L

p
β2 (Σ̂v

λ)

∥∥∥∥ 1

|yλ − z0|b4 v̂
γ2−1

∥∥∥∥
L

p
γ2−1 (Σ̂v

λ)

‖ĝλ‖Lp(Σ̂v
λ
), (3.33)

where

b1 = [2n− p(n− α)]
p

β2 − 1
,

b2 = [2n− p(n− α)]
p

γ2
,

b3 = [2n− p(n− α)]
p

β2
,

b4 = [2n− p(n− α)]
p

γ2 − 1
.

Since u, v ∈ Lp
loc(R

n
+), for any domain Ω that is a positive distance away form z0, we have

∥∥∥∥ 1

|yλ − z0|a1
ûβ1

∥∥∥∥
L

p
β1 (Ω)

<∞,

∥∥∥∥ 1

|yλ − z0|a2
v̂γ1−1

∥∥∥∥
L

p
γ1−1 (Ω)

<∞, (3.34)

∥∥∥∥ 1

|yλ − z0|a3
ûβ1−1

∥∥∥∥
L

p
β1−1 (Ω)

<∞,

∥∥∥∥ 1

|yλ − z0|a4
vγ1

λ

∥∥∥∥
L

p
γ1 (Ω)

<∞, (3.35)

∥∥∥∥ 1

|yλ − z0|b1 û
β2−1

∥∥∥∥
L

p
β2−1 (Ω)

<∞,

∥∥∥∥ 1

|yλ − z0|b2 v̂
γ2

λ

∥∥∥∥
L

p
γ2 (Ω)

<∞, (3.36)

∥∥∥∥ 1

|yλ − z0|b3 û
β2

∥∥∥∥
L

p
β2 (Ω)

<∞,

∥∥∥∥ 1

|yλ − z0|b4 v̂
γ2−1

∥∥∥∥
L

p
γ2−1 (Ω)

<∞. (3.37)
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Next, we will prove that the sets Σ̂u
λ and Σ̂v

λ are empty for sufficiently negative λ. So, we can derive

ŵλ(x) � 0, ĝλ(x) � 0, a.e. in Σλ.

By (3.34)–(3.36), and (3.37), the proof is similar to the proof of (3.10).

Step 2 (Move the plane to the limiting position to derive symmetry). Step 1 provides a starting point

to move the plane T̂λ. Now we start to move the plane T̂λ along the x1 direction as long as (3.28) holds

to the limiting position.

Define

λ0 = sup{λ | ŵμ(x) � 0, ĝμ(x) � 0, μ � λ, ∀x ∈ Σ̂μ},
we will prove that û(x) is symmetric about Tλ0 , i.e.,

ŵλ0 (x) ≡ 0, ĝλ0(x) ≡ 0, ∀x ∈ Σλ.

The proof is similar to that in Step 2 in Case 2(A1), and we derive that λ0 must be z01 .

Thus we complete the proof of Theorem 2.

4 Non-existence of the positive solution of integral equations

In this section, we will complete the proof of Theorem 3.

Proof of Theorem 3. By virtue of Theorem 2, we present the proof in two cases.

For Case 1, we have shown that solutions (u(x), v(x)) are monotonically increasing with respect to the

variable xn, this contradicts with asymptotic behavior of (u(x), v(x)) at infinity. Therefore, we conclude

that the positive solution of (1.5) does not exist.

For Case 2, let x1 and x2 be any two points in Rn
+,

x1 = (x11, x
1
2, . . . , x

1
n−1, xn), x2 = (x21, x

2
2, . . . , x

2
n−1, xn).

Let z0 be the projection of the midpoint x0 = x1+x2

2 , where z0 ∈ ∂Rn
+. In the proof of Case 2, we know

(û(x), v̂(x)) is axially symmetric with respect to x0z0. Set

y1 =
x1 − z0

|x1 − z0|2 + z0, y2 =
x2 − z0

|x2 − z0|2 + z0,

it is easy to see û(y1) = û(y2), hence u(x1) = u(x2). This implies that u(x) only depends on the

xn-variable. Similarly, we derive that v(x) only depends on the xn-variable. Next, we will prove the

non-existence of the positive solution of integral equations (1.5).

For x = (x′, xn) ∈ Rn−1 × [0,+∞), we fix x ∈ Rn
+, let |xn − yn|2 = a2, |x′ − y′|2 = r2, and R be large

enough. By using polar coordinates, we have

+∞ > u(x) = u(xn)

=

∫
Rn

+

Cn

|x− y|n−α

∫ 4xnyn
|x−y|2

0

z
α
2 −1

(z + 1)
n
2
dzuβ1(y)vγ1(y)dy

∼C
∫
Rn

+

1

|x− y|n−α

∫ 4xnyn
|x−y|2

0

z
α
2 −1dzuβ1(y)vγ1(y)dy

� Cx
α
2
n

∫ ∞

0

uβ1(yn)v
γ1(yn)y

α
2
n

∫
Rn−1

1

(|x′ − y′|2 + |xn − yn|2)n
2
dy′dyn

� Cx
α
2
n

∫ ∞

0

uβ1(yn)v
γ1(yn)y

α
2
n

∫ ∞

0

rn−2

(r2 + a2)
n
2
drdyn

= Cx
α
2
n

∫ ∞

0

uβ1(yn)v
γ1(yn)y

α
2
n

1

|xn − yn|
∫ ∞

0

τn−2

(τ2 + 1)
n
2
dτdyn
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∼ Cx
α
2
n

∫ ∞

0

uβ1(yn)v
γ1(yn)y

α
2 −1
n dyn. (4.1)

By similar calculation, we get

+∞ > v(x) = v(xn)

=

∫
Rn

+

Cn

|x− y|n−α

∫ 4xnyn
|x−y|2

0

z
α
2 −1

(z + 1)
n
2
dzuβ2(y)vγ2(y)dy

∼C
∫
Rn

+

1

|x− y|n−α

∫ 4xnyn
|x−y|2

0

z
α
2 −1dzuβ2(y)vγ2(y)dy

� Cx
α
2
n

∫ ∞

0

uβ2(yn)v
γ2(yn)y

α
2
n

|xn − yn|
∫ ∞

0

τn−2

(τ2 + 1)
n
2
dτdyn

∼ Cx
α
2
n

∫ ∞

0

uβ2(yn)v
γ2(yn)y

α
2 −1
n dyn. (4.2)

Obviously, there exists a sequence {ykn} such that

uβ1(ykn)v
γ1(ykn)(y

k
n)

α
2 → 0, as ykn → ∞, (4.3)

uβ2(ykn)v
γ2(ykn)(y

k
n)

α
2 → 0, as ykn → ∞. (4.4)

Let xn = R be sufficiently large, by (4.1),

+∞ > u(xn) � Cx
α
2
n

∫ 1

0

uβ1(yn)v
γ1(yn)y

α
2
n

|xn − yn| dyn

� C

R
R

α
2

∫ 1

0

uβ1(yn)v
γ1(yn)y

α
2
n dyn

� CR
α
2 −1 = Cx

α
2 −1
n . (4.5)

Similarly,

+∞ > v(xn) � Cx
α
2
n

∫ 1

0

uβ2(yn)v
γ2(yn)y

α
2
n

|xn − yn| dyn

� C

R
R

α
2

∫ 1

0

uβ2(yn)v
γ2(yn)y

α
2
n dyn

� CR
α
2 −1 = Cx

α
2 −1
n . (4.6)

For sufficiently large xn = R, applying (4.5) and (4.6),

u(xn) � Cx
α
2
n

∫ R2

R2

2

(Cyn
β1(

α
2 −1))(Cyn

γ1(
α
2 −1))

y
α
2
n

|xn − yn|dyn

= Cx
α
2
n

∫ R2

R2

2

(Cyn
(β1+γ1)(

α
2 −1))

y
α
2
n

|xn − yn|dyn

� CR
α
2 (R2)

(β1+γ1)(
α
2 −1) 1

R2

∫ R2

R2

2

y
α
2
n dyn

= CR2(β1+γ1)(
α
2 −1)+ 3α

2

= Cx
2(β1+γ1)(

α
2 −1)+ 3α

2
n

= Cx
2p1(

α
2 −1)+ 3α

2
n , (4.7)

v(xn) � Cx
2(β2+γ2)(

α
2 −1)+ 3α

2
n = Cx

2p1(
α
2 −1)+ 3α

2
n , (4.8)
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where p1 = β1 + γ1 = β2 + γ2.

For xn = R, repeating this way m times, we obtain

u(xn) � Cxn
(2p1)

m(α−1)+
(2p1)m−1

2p1−1
3α
2 , (4.9)

v(xn) � Cxn
(2p1)

m(α−1)+
(2p1)m−1

2p1−1
3α
2 . (4.10)

By (4.9) and (4.10), we have

uβ1(xn)v
γ1(xn)(xn)

α
2 � Cxf(2p1)

n , (4.11)

where

f(t) =

[
tm(α − 1) +

tm − 1

t− 1

3α

2

]
t

2
+
α

2
.

If f(2p1) > 0, for sufficiently large xn, we can derive the contradiction with (4.3). Next, we will prove

f(2p1) > 0 for some choice of m.

Let

g(t) = f(t)(t− 1).

It is easy to see

g′(t) =
tm

2

[
(m+ 2)

(
α

2
− 1

)
t+ (m+ 1)(α+ 1)

]
− α

4
.

For 1 < t < 2(n+α)
n−α , we will show that g′(t) > 0. We only need to verify

(m+ 2)

(
α

2
− 1

)
t+ (m+ 1)(α+ 1) � α

2
.

For α
2 − 1 < 0, n � 3, and 2n

n−α < t � 2(n+α)
n−α , it suffices to show

(m+ 2)(α− 1)
2(3 + α)

3− α
+ (m+ 1)(α+ 1) � α

2
,

this only requires

m �
⌈−3α2 − 5α+ 18

6(α− 1)

⌋
+ 1,

where 
a� is the integer part of a.

For α
2 − 1 � 0 and 2n

n−α < t � 2(n+α)
n−α , we only need to show

(m+ 2)(α− 1) + (m+ 1)(α+ 1) � α

2
,

which is obviously true since m > 0.

This completes the proof of Theorem 3.
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