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Abstract A new descent method for solving mixed variational inequalities is developed based on the

auxiliary principle problem. Convergence of the proposed method is also demonstrated.
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1 Introduction

Bl intro-

For solving the classical optimization problems, Cohen!" 2 and Cohen and Zhu
duced the auxiliary problem principle and used it as a general framework to develop various
computational algorithms, including the gradient algorithm, the subgradient algorithm, and
the decomposition/coordination algorithms. Cohen extended this framework to develop the
methods of searching solutions to the variational inequalities. Recently, Zhu and Marcottel®l
studied the convergence of the iterative schemes developed on the basis of the auxiliary problem
principle. Vermal® further generalized the auxiliary problem principle to develop the methods
of solving a class of nonlinear variational inequality.

In recent years, to facilitate the development of variational inequality theory, the variational
inequality problem has been generalized along with various directions. A particularly important
generalization is the mixed variational inequalities. It is well known that the projection method

and its various variations, including the Wiener-Hopf equations, are not efficient for developing
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the numerical methods of solving nonlinear mixed variational inequalities. To address this issue,
in this paper we explore the nonlinear mixed variational inequality problem by utilizing the
auxiliary problem principle. With this study, we propose a new descent method for solving the
monotone mixed variational inequalities. Furthermore, we also demonstrate that this method

is convergent with some reasonable conditions.

2 Preliminaries

Let H be a real Hilbert space, and the associated inner product and norm be denoted by
(,) and || - ||, respectively. Let X be a nonempty closed and convex subset of H and F be
a continuous mapping from H to itself. In addition, let ¢(z) : X — R U {+oo} be a proper,
convex and continuous function. Then, the mixed variational inequality (MVI) problem is to
find a vector x* € X, such that

(F(z%),x —2") + ¢(x) — p(z*) >0, VaeX. (2.1)

We denote by X* the set of all the solutions to MVI(X, F').
It is easy to see that for ¢ = 0, MVI reduces to finding x* € X such that

(F(z*),x —2*) >0, VzelX,

which is actually the classical variational inequality introduced by Stampacchial” and Facchinei

8], Noor® ] used the resolvent operator technique to develop some effective iterative

and Pang
methods for solving the monotone mixed variational inequalities. For solving the MVI, we

introduce the following auxiliary problem (AP):
(M(w(@)) = I'(x) + AF(2),y —w(z)) + A(y) — d(w(x))] 20, VyeX, (2.2)

where A is a positive constant and I'(x) is a strongly monotone function with parameter 3. Since

I' is strongly monotone on X, the solution of (2.2), denoted as w(z), is unique. In addition,

it is easy to know that the mapping w(x) is continuous, and when the auxiliary mapping I’

possesses some special structures, the auxiliary variational inequality (2.2) is easy to be solved.
For x € X, we define the residue function as follows:

R(z) =2 —w(z). (2.3)

It is easy to see that z* € X* if and only if R(z*) = 0. For ease of exposition, we present a
well-known result as follows.
Lemma 2.10% (i) If2* € X is a solution of the following problem

(F(z),z — ") + ¢(x) — p(*) >0, VrelX, (2.4)

then it is also a solution of (2.1).
(ii) The solution set of Problem (2.4) is convex and closed.
(iii) If F is monotone, the problem (2.1) is equivalent to (2.4).
@ Springer
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In addition, we assume throughout the paper that:
(Hy) the solution set X* is nonempty.
(Hp) [|[F(z) = F(w(@)]| < {llz —w(@)[l, YVzeX,Iae(0,0).

3 Main Results

In this section, we will develop a descent method for the mixed variational inequalities. Fur-

thermore, we will show that this descent method is convergent with some reasonable conditions.

Proposition 3.1 Suppose that F' is monotone and (Hy) and (Hg) hold, then —{I'(z) —
I(w(2))+A[F(w(z))+y(2)]} is a descent direction of the merit function ||z —z*||* at x, where
v(z) € dp(x) and I(p(x)) is the subdifferential of ¢p(z) at x.

Proof By putting y = x* in (2.2), we have
(Iw(x)) = I'(x) + AF(2),2" — w(®)) + Ap(z") — dp(w())] = 0. (3.1)

Then we get

(F(@) = I'w(®)),z — 2" — (z —w(®))) — (AF(2),w(z) — %) + A[p(z") — d(w(x))] = 0.
So
(I'(z) = I'w(z)), x —2™)

>(I'(z) = I'(w(z)),z = w(@)) + MF(2), w(z) —27) + Ag(w(z)) — d(z7)]
>flx — w(@)l® + MF(z),w(z) — 2) + Ab(w(z)) — o(z")]. (3-2)

Since F' is monotone, we have
(AF(w(z)),z —2%) = (AF(w(2)), 7 — w(z)) + Mo(z") — ¢(w(x))}. (33)
By (3.2) and (3.3), it follows that

(I'(z) = I'(w(z) + AF(w(z)),z — 27)

>fllz — w(@)l® + MF(2),w(z) = 2%) + MF(w(z)), 2 — w(z))
) ) = F(
) ) =

w(T

/\/—\

=Bz — w@)|* = MF(2) - Fw(2)),2 — w(@)) + MF(2), 2 — )
>flle —w@)|? = A|F(2) - F(w(x)
>(B — a)llz —w(@)|* + Alg(z) — ¢(z*

)iz —w@)|| + MF(z), z —27)
)l-

Therefore,

(I(2) = I'(w(x)) + AlF (w(@)) + (@), 2 = 2%) > (B - a)|w(z) — z||*,7(x) € Ig(z).  (3.4)

Since (Hz) holds, it follows that 5 > a and —{I'(z) — I'(w(x)) + A[F(w(z)) +(z)]} is a descent
direction of the merit function } ||z — *||?. Thus, the desired result follows and the proof is

completed.
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Based on Proposition 3.1, an algorithm is stated as follows:
Algorithm 3.1
Step 0 (Initialization) Given an arbitrary z°, 8 > a, 6 € (0,2), k := 0, an error tolerance
e>0.
Step 1 For z*, solving AP(I", X, z*) and finding w(2*) such that
(F(w(@®) = (@) + AF(@*),y — w(@h)) + Mo(y) — ¢w(=®)] >0, Vye X.
Step 2 (Stopping criterion) If |jw(x*) — 2¥||2 < ¢, stop;
else, set d(z¥) = I'(z%) — I'(w(z?)) + AN[F(w(@®)) + v(z*)], y(z*) € dp(zF).
k ky|2
Step 3 Set xFt! = Pg[2* — 6tpd(2¥)] and t;, = (B_al)llc‘;gx,:)‘ﬁgx W™ k= k+1, go to Step 1.

Theorem 3.1 Let z* be a solution of Problem (2.1) and {z*} be a sequence generated by
Algorithm 3.1, then {z*} is bounded.

Proof Let z* be a solution of Problem (2.1), and it follows from (3.4), then we can obtain
that:
2" —a*|* < fJa* — a* — Strd(a")|?
= [la® — 2*|* = 20tx(d(a®), &* — &%) + (tr)?||d(2")||?
< [lo® = 2|f* = 26t0(8 — ) |2* — w(@®)|* + (8tx)?||d ()]

—a)||z* — w(z®)||?
i 6 )l — i

(8- iz — W@\,
+<5 d(z*) 2 )”d(x )l

= ||xk — x*||2 — 26

(B = a)?[la* —w(=h)|
()]

Since 6 € (0,2) and 8 > «, we have ||zFT! — 2|2 < [|2% — 2*[|2 < -+ < |20 — 2*||?, by
which it is easy to see that the sequence {z*} is bounded. Thus, the proof is completed.

— e — 2|2 — (2 - 6)0 (3.5)

Theorem 3.2 The sequence {z*} generated by Algorithm 3.1 converges to a solution of
Problem (2.1).

Proof It follows from (3.5) that
(o)
D let —w(@®)] < oo,
k=0

which implies that
lim ||z — w(z®)|| = 0. (3.6)
k—o0

Let = be a cluster point of {z*} and {z%/} be a subsequence of {z*}, which converges to .
Since R(z) = x — w(z) is continuous, we have R(z) = lim;_o, R(2*) = 0, which leads to that
7 is a solution of Problem (2.1). Again, from (3.5) it follows that [|z**1 — z|? < ||2% — 2|2
Therefore, the sequence {z*} has only one cluster point  and limy_,o. 2% = 2. Thus the desired

result follows and the proof is completed.
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Remark 3.1 If I'(z) = z and ¢(z) is the indictor function on X, then we can obtain the

results of Xiu, et al.l'3l, which is developed for solving the classical variational inequalities.

4 Conclusions

In this paper, we have developed a new descent method for solving the monotone mixed
variational inequalities. Furthermore, we have also demonstrated that this method is convergent
under some reasonable conditions. In the future, we will further explore the applications of this
method in various areas, such as in some complex systems, including the transportation system,

the electricity system, etc.
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