
Vol.:(0123456789)

Education Tech Research Dev (2021) 69:1987–2012
https://doi.org/10.1007/s11423-020-09832-y

1 3

Analyzing children’s computational thinking 
through embodied interaction with technology: 
a multimodal perspective

Theodore J. Kopcha1  · Ceren Ocak1 · Yingxiao Qian2

Accepted: 26 September 2020 / Published online: 29 October 2020 
© Association for Educational Communications and Technology 2020

Abstract
The purpose of this paper is twofold. We first present a methodological framework for the 
analysis of embodied interaction with technology captured through video recording. The 
framework brings together a social semiotic approach to multimodality with the philosoph-
ical and theoretical roots of embodied cognition. We then demonstrate the application of 
the framework by exploring how the computational thinking of two fifth grade learners 
emerged as an embodied phenomenon during an educational robotics activity. The find-
ings suggest that, for young children, computational thinking was extended to include the 
structures in the environment and guided by their embodiment of mathematical concepts. 
Specifically, the participants repeatedly used their bodies to simulate different possibilities 
for action while incorporating both perceptual and formal multiplicative reasoning strat-
egies to conceptualize the robot’s movements. Implications for the design of embodied 
educational robotics activities and future application of the methodological framework are 
discussed.

Keywords Embodied cognition · Embodied interaction · Multimodal video analysis · 
Computational thinking · Multiplicative reasoning

There is growing interest in studying cognition and learning from an embodied perspective 
(Calvo and Gomila 2008; Rowlands 2010). Traditional perspectives view cognition as a 
computational process in which sensory input is transformed into representations that are 
stored and retrieved (Richey et  al. 2010; Rowlands 2010; Shapiro 2019). From this per-
spective, the brain is the primary entity associated with cognition (Newell and Simon 1972; 
Paivio 1986). Embodied perspectives challenge the traditional role of the brain in cogni-
tion, arguing instead that cognition takes place through an intimate coupling of brain, body, 
and environment (Chemero 2009; Gibson 1977, 1986; Goodwin 2007; Merleau-Ponty 
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1962; Thelen and Smith 1994). This environmental coupling moves away from information 
processing and instead suggests that cognition is a reactive, reciprocal process in which 
one’s interaction with the environment shapes how one perceives the environment (Gibson 
1977, 1986; Goodwin 2007). Knowledge is gained through “achieving the more immediate 
goal of guiding behavior in response to the system’s changing surroundings” (Milkowski 
2013, p. 4). Brain and body work together to perceive the environment and this perception, 
in turn, affects how one thinks about and takes action within the environment.

A number of studies in mathematics education (e.g., Abrahamson and Lindgren 2014; 
Alibali and Nathan 2012; Lakoff and Núñez 2000; Nathan and Walkington 2017; Williams 
2012) and language acquisition (e.g., Glenberg and Kaschak 2002; Gallese and Lakoff 
2005; Lakoff and Johnson 2008; Gordon et al. 2019) offer empirical evidence that cogni-
tion is embodied for both children and adults. An embodied perspective is therefore viewed 
as a way to improve teaching and learning because it engages all aspects of the learner 
(i.e., brain, body, and environment) and more fully captures the way learners draw on their 
bodily experience to understand abstract concepts (Hall & Nemirovsky 2012; Abrahamson 
and Lindgren 2014). This is both timely and relevant in the field of learning, design, and 
technology. Applications of mobile technologies such as augmented reality, real-time data 
collection and analysis, and virtual reality offer an opportunity to create learning environ-
ments that integrate brain and body with the environment as a coupled unit when learning 
(Johnson-Glenberg and Megowan-Romanowicz 2017; Lan et al. 2018).

A common way to study embodiment is through gestures. Gestures represent a connec-
tion between one’s way of thinking and one’s bodily experience within the world (Hostetter 
and Alibali, 2008; Alibali and Nathan 2012; Atit et  al. 2016). According to Alibali and 
Nathan (2012), gestures offer evidence that “the body is involved in thinking and speaking 
about the ideas expressed in those gestures” (p. 248). The underlying idea is that abstract 
thinking becomes an observable and bodily-based phenomenon that can be studied through 
one’s hand gestures and bodily movements (Nemirovsky and Ferrara 2009; Nathan and 
Walkington 2017). In this way, gestures serve as an indicator of the coupling that is taking 
place among mind, body, and environment.

Gestures, however, are only one indicator that cognition is embodied. More recent litera-
ture suggests that there are multiple forms of embodied interaction that reveal the way cog-
nition is embodied (Goodwin 2007; Nemirovsky and Ferrara 2009). Embodied interactions 
are the social, verbal, and non-verbal aspects of human interaction that occur as people come 
together within a given space and interact with each other and the environment to solve prob-
lems or take action (Goffman 1964; Goodwin 2007; Streeck et al. 2011). The underlying idea 
of embodied interaction is that cognition is understood through the different ways that people 
come together – that is, through the “mutual orientation of the participants” (Streek et al. 2011, 
p. 2). This mutual orientation reflects the way that people use their bodies and the structures in 
the environment to make meaning: “Like gestures, these displays of mutual orientation are co-
constructed through embodied signs” (Streeck et al. 2011, p.2). While gestures are one indica-
tor that brain and body are intimately coupled with the environment, embodied interactions 
can also be evidenced through one’s spoken words, gaze, and use of tools within the environ-
ment (Goodwin 2007; Goffman 1964). This has led scholars to begin exploring how multi-
modal perspectives can be drawn upon to study embodied cognition (e.g., Nemirovsky and 
Ferrara 2009; Hutchins and Nomura 2011; Flood et al. 2016; Malinverni et al. 2019).

The purpose of this paper is to present scholars with a robust methodological framework 
that can guide the analysis of embodied interaction with technology. We first situate Bezemer’s 
(2014) methodological approach to multimodal transcription in the philosophical and theoreti-
cal roots of embodied cognition. We then apply the framework in the context of K-12 education. 
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Drawing on a social semiotic perspective of multimodality, we conducted a fine-grained analy-
sis of two fifth-grade children who engaged in an educational robotics activity over a two-day 
period. Our analysis was guided by an overarching question about computational thinking:

In what ways do young children experience computational thinking as an embodied 
phenomenon during an educational robotics activity?

By presenting and applying the framework in the same paper, our goal is to offer schol-
ars a robust methodological framework that can be built upon to study the embodiment of 
computational thinking or other learning phenomena currently of interest to the field.

Literature review

(Gibson’s 1979, 1986) ecological approach to visual perception is considered founda-
tional to embodied perspectives of cognition. In that work, Gibson introduces the notion of 
affordance, which represents the opportunities or possibilities for action that are available 
within the environment (see also Rietveld and Kiverstein 2014). These possibilities can 
come from the properties of an object; for example, “a flat horizontal surface affords stand-
ing and walking, a graspable rigid object affords throw” (Hirose 2002, p. 290). At the same 
time, possibilities for action are also determined by one’s perception. Although a flat hori-
zontal surface might afford standing and walking for some, it might represent a place to lie 
down or sleep for others. This ambiguity is an essential piece of Gibson’s (1986) work:

...an affordance is neither an objective property nor a subjective property; or it is 
both if you like. An affordance cuts across the dichotomy of subjective-objective and 
helps us to understand its inadequacy. It is equally a fact of the environment and a 
fact of behavior. It is both physical and psychical, yet neither. An affordance points 
both ways, to the environment and to the observer. (p. 121)

Gibson’s point, that an affordance points both ways, acknowledges how our perception 
of an object is based on both the subjective properties as well as the cultural and situational 
meaning that develops within a local context.

Gibson drew on Merleau-Ponty’s (1962) phenomenological notions of embodiment, 
where brain and body are considered inseparable from both each other and the world. Mer-
leau-Ponty presented embodiment as a dialectical and ongoing relationship between the 
objects in that world and one’s experience with the cultural aspects of that world. Dreyfus 
(1996) later explained this dialectical relationship through Gibson’s example of a postbox, 
noting how cultures that use a postbox daily perceive the purpose and meaning of that 
object differently than cultures who do not. His point was that social context and culture 
affects how one perceives the meaning of an object—that although objects in the world 
have objective properties, the way we experience those cannot be separated from our expe-
rience and, by extension, perception of the world (see also Romdenh-Romluc 2010). This 
helps explain the phrase, “points both ways” by Gibson. It suggests an ongoing, emergent 
‘back-and-forth’ dynamic between person and environment as one interacts with different 
objects and people in the world. This notion sets embodied cognition apart from informa-
tion processing in that cognition is based on our ongoing, bodily perception of the world 
(i.e., brain and body) rather than the way we store, process, and retrieve information stored 
in our brains.
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Gestures and embodied cognition

Gestures are considered action-based evidence that the body is involved in cognition and 
reasoning (Alibali and Nathan 2012). The body (i.e., sensory system) becomes an affor-
dance in the environment, simulating past concepts or ideas as if they were occurring at 
this moment (Alibali and Nathan 2012; Weisberg and Newcombe 2017). Gestures there-
fore have meaning beyond communicative purposes (Goodwin 2007), revealing how one’s 
thinking and perception is grounded in bodily experience (Lakoff and Núñez 2000).

There is growing evidence that gestures serve as a physical manifestation of one’s think-
ing and perception, particularly for young children in the area of mathematics (Alibali & 
Nathan 2012; Hall and Nemirovsky 2012; Alibali et  al. 2014a, b). For example, Alibali 
and Nathan (2012) used McNeill’s (1992) typology of gestures to understand what kind of 
gestures emerge as mathematics teachers and learners communicate their ideas. Research 
on elementary school children further suggests that employing hand gestures can improve 
mathematical reasoning and performance (Hostetter and Alibali 2008; Nathan 2008; How-
ison et al. 2011). Howison et al. (2011) designed the Mathematical Imagery Trainer (MIT) 
to teach proportional equivalence to elementary and middle school children; they reported 
that engaging learners in proportional hand gesturing enhanced their conceptual under-
standing of proportionality. Others have similarly found that sensory-motor activity plays 
an important role in the way young children make sense of and work with abstract mathe-
matical concepts (Williams 2012; Abrahamson and Lindgren 2014; Alibali et al. 2014a, b).

Embodied interaction

One concern over studying embodied cognition through gesturing is that gestures alone do 
not fully reveal how the brain and body are coupled with the environment during embodied 
interaction, or how that coupling develops over time (Goodwin 2007). This concern is rel-
evant to the study of technologies for learning, where the interaction between people, tech-
nology, and the environment is a central focus. Streeck et al. (2011) argued that embodied 
interactions with technology are best understood through multiple modalities:

Rather than just aiding and supplementing verbal communication, every communica-
tion technology - just like each bodily modality that is deployed along with speech or 
in which speech is embedded—comes with its own affordances and constraints and 
reconfigures the ecology of action and interaction within which the parties operate. 
(p.17)

Streek et  al.’s argument connects back to Gibson’s notion of affordances. Tools and 
technology become an extension of (Hirose 2002) or even an inseparable part of our cog-
nition (Hutchins 1995) which, in turn, offers new possibilities for action. As a result, any 
analysis of embodied interaction with technology requires that tool and user are treated as 
an inseparable unit that is coupled with the environment (Harlow et al. 2018). While ges-
tures are one way in which this coupling can be evidenced and understood, embodied cog-
nition can also manifest through interactions such as utterances, tool use, stance, proximity 
to others, and facial expression (Hutchins and Nomura 2011; Goodwin 2007).

The idea that embodied interactions are environmentally coupled is not new. McNeill’s 
(1992) seminal work explained how gesture and language mutually advance one another in 
a complementary fashion. Drawing on Goffman (1964), Goodwin (2007) similarly argued 
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that gestures cannot be understood in isolation because they are intimately tied to both 
the discourse and tools within the environment. Participants co-construct meaning during 
social interaction; their bodily activities, use of objects/tools, and discourse constitute a 
“small ecology” that shapes and reflects that meaning (Goodwin 2007, p.199).

This co-construction of meaning can be seen in several studies of embodiment. Nemi-
rovsky and Ferrara (2009) focused on various modalities (e.g., facial expression, gesture, 
tone of voice) to examine how high school students co-constructed geometric concepts 
through their bodies and environment. Alibali and Nathan (2012) similarly acknowledged 
that the use of objects and tools in the environment can serve as evidence of the way learn-
ers embody their thinking. Overall, these studies suggest that any analysis of embodied 
interaction, both with and without technology, should reveal the meaning behind one’s 
bodily movement. In other words, it is important to understand both how one interacts with 
technology and what the meaning is behind that interaction. Studying technology from this 
perspective therefore requires an approach that emphasizes the complementarity of dif-
ferent modes of human interaction so that the meaning behind those interactions can be 
understood.

Methodological framework

This paper presents a methodological framework for the analysis of embodied interactions 
with technology that emphasizes the complementarity of different modes of human inter-
action. Bezemer and Mavers (2011) noted how growing access to digital technology has 
led to an increased need for and interest in multimodal, ethnographic methods in the social 
sciences. As a result, scholars have begun to explore multimodal perspectives when study-
ing how people use technology as part of their learning, particularly through video-based 
research (e.g., Bezemer 2014; Jewitt et al. 2016). When transcribing video data, the overall 
goal is to bring together various modes of interaction (e.g., gestures, body position, tool 
use, discourse) in a way that visually reveals the meaning behind that interaction (Bezemer 
and Mavers 2011; Jewett et al. 2016; Mondada 2018).

Multimodal transcription

Bezemer’s (2014) framework for multimodal analysis offers a powerful starting point for 
transcribing and analyzing embodied interactions with technology through video data. 
Bezemer sought to analyze social interaction through images and text that aligned differ-
ent modalities (e.g., speech, gaze, gesture) simultaneously. After reviewing current litera-
ture on multimodal methods, Bezemer ultimately created a framework that contained five 
common steps: (1) Choose a methodological framework, (2) Define purpose and focus of 
transcript, (3) Design transcript, (4) Read transcript, and (5) Draw conclusions. Bezemer 
recommended first adopting a methodological framework that aligns with the research 
question being asked (Step 1), then selecting episodes that help answer those questions 
(Step 2). He also recommended employing transcription conventions such as bold and itali-
cized text during the design of the transcript (Step 3) to aid analysis when reading and 
annotating the transcript (Step 4) in that they visually represent different modalities taking 
place simultaneously (e.g., gesture and gaze with spoken words) or in rapid sequence. In 
the final step, Bezemer recommended addressing the driving research questions by return-
ing to the literature to explain the findings.
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Analyzing embodied interaction with technology

Bezemer’s (2014) framework for multimodal analysis aligns with current perspectives 
of embodied interaction. Goodwin (2007) and others (Nemirovsky and Ferrara 2009; 
Flood and Abrahamson 2015) have noted how embodied interaction is a temporally 
organized event in which different modalities (e.g., dialogue, gesture) help reveal the 
meaning behind participants’ actions. However, Bezemer’s (2014) framework was origi-
nally developed to study medical activity through conversation analysis. Our goal was 
to bring his framework into the context of embodied cognition and embodied interac-
tion with technology. To achieve this goal, we drew on a social semiotic approach to 
multimodality. This helped us align Bezemer’s framework more strongly with the philo-
sophical and theoretical roots of embodied cognition while offering a tool for analyzing 
embodied interactions with technology through video data.

Step 1: choose a methodological framework

We drew on a social semiotic approach to multimodality because it focuses on revealing 
how meaning is constructed with and through different modalities during social interac-
tion (Streeck et al. 2011; Jewitt et al. 2016). The general idea is that the “micro-obser-
vation of modal features” (Jewitt et al. 2016, p. 74) can reveal the socially and culturally 
embedded aspects of a phenomenon. This aligns with Gibson’s notion of affordances 
in that each modality helps reveal the meaning behind participants’ perception of each 
other and the objects in the environment. This perspective strongly guided the design 
and reading of our transcript and helped us determine what each modality revealed 
about our participants.

Step 2: focus and purpose

To demonstrate the application of the framework in the context of embodied interaction 
with technology, we explored a topic of current interest in educational research: children’s 
computational thinking during educational robotics. Computational thinking is a process 
that engages students in “solving problems, designing systems, and understanding human 
behavior, by drawing on the concepts fundamental to computer science” (Wing 2006, p. 
33). Learners typically engage in four practices as part of computational thinking: (1) 
Problem decomposition, (2) pattern recognition, (3) algorithmic thinking, and (4) debug-
ging after testing a solution. These practices are considered essential for later success in 
STEM disciplines (Wing 2011; Grover and Pea 2013); they are important components of 
computer science, which has become the focus of various educational initiatives in recent 
years (National Research Council 2010; National Science and Technology Council 2018).

Educational robotics activities are one way to support children’s development of com-
putational thinking skills and promote computer science. Robotics requires students to 
decompose a larger task, develop potential solutions, apply mathematical concepts as they 
program the robot, and debug problems as they negotiate the challenge at hand (Bers et al. 
2014; Chen et al. 2017; Kopcha et al. 2017). In theory, it is likely that young children will 
experience these activities as an embodied phenomenon. Recent evidence suggests that 
children draw on their bodily understanding of the world when engaging in mathematics 
(e.g., Ferrara 2014) as well as educational robotics (Sung et al. 2017). More importantly, 
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programming the robot supports learners in using their bodies to visualize and program 
potentially complex movements that will be enacted by the robot (Yuen et al. 2015).

Current studies of children’s computational thinking , however, do not fully address the 
embodied aspects of their thinking. Scholars more often focus on computational think-
ing as a ‘correct’ answer or solution than the development of a dynamic problem-solving 
process (e.g., Bers et  al. 2014; Román-González et  al.  2018). There is a current interest 
in exploring how children might embody computational thinking to better understand the 
cognitive aspects of the construct (Brennan and Resnick 2012; Grover and Pea 2013; Yasar 
2018). The question that served as our focus, then, was: In what ways do young children 
experience computational thinking as an embodied phenomenon during an educational 
robotics activity?

To answer this question, we transcribed 60 minutes of video in which a pair of 5th grade 
children completed an educational robotics activity over a two-day period. The activity 
was the culmination of a two-week unit that supported computational thinking through 
a hands-on STEM-integrated problem-solving experience (see Kopcha et  al. 2017). As 
shown in Fig. 1, learner activity was recorded both at the computer (Fig. 1a), where the 
pair completed the activity and programmed the robot, and at a larger 3’ × 3’ grid (Fig. 1b) 
where the pair repeatedly tested their programming. In this way, we captured the embodied 

Fig. 1  Learner activity was recorded both at the computer (a) and at the 3′ × 3′ grid where the leaners 
repeatedly tested their programming (b)
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interactions of the learners through multiple modalities as they used technology as part of 
their learning. Analyzing learner behavior and interaction during computer programming 
activity would offer additional insight into children’s computational thinking as an embod-
ied process (Brennan and Resnick 2012; Kopcha and Ocak 2019).

Step 3: design the transcript

To design a multimodal transcript from our video data, we combined the social semiotic 
approach described above with a fine-grained analysis of video data. The goal was not to 
create a verbatim report of the dialogue but rather engage in “re-making of observed activi-
ties in a transcript” (Bezemer and Mavers 2011, p.196) to reveal “fresh insight” (p. 196) 
into the embodied nature of young children’s computational thinking during educational 
robotics. Emphasis was therefore placed on examining both verbal and non-verbal inter-
actions such as gestures, bodily actions, and mimicry (Garcez 1997; Jaspers 2013). Our 
overall approach was to extract and transcribe various forms of participant interaction in a 
way that revealed the meaning and complex dynamics behind that interaction (Baker et al. 
2008; Garcez 1997).

We began by transcribing the audio data alongside images of the participant’s inter-
actions such that the timing of the images and dialogue matched the time code in the 
video. Our selected images focused specifically on moments where the participants inter-
acted with each other through gesture and/or different tools (e.g., the robot, the computer). 
Arranging the images and dialogue in this way helped us preserve the temporal organiza-
tion of the modalities presented in the video and understand the nuanced meaning revealed 
through the participant’s bodies, their spoken words, and the elements of the environment 
over time. Table 1 contains an example of the side-by-side organization of our transcript, 
which included the transcribed dialogue (first column) and associated images (second col-
umn). The final transcript contained over 20 pages of text and images.

Step 4: read the transcript

According to Bezemer (2014), “transcripts don’t speak for themselves” (p.163), meaning 
that researchers must engage in reading the transcript in a way that addresses the guiding 
research question. To achieve this goal, we employed a process called transduction. Trans-
duction is part of a social semiotic approach to multimodality in that it emphasizes the 
“remaking of meaning involving a move across modes” (Jewitt et al. 2016, p. 72). In other 

Table 1  Side-by-side organization of dialogue, embodied interaction, and transduction
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words, transduction represents an effort on the researcher’s part to look across the different 
modalities of interaction and develop insight about the research question. An important 
part of this process is the use of transcript conventions, such as notes in brackets, sign sys-
tems, and variation in font styles. This helps guide the reader’s attention to the most salient 
aspects of the transcript.

Our transduction appears in the third column of our transcript (see Table 1). The trans-
duction process entailed constructing a single narrative that described how different modal-
ities emerged and supported the participant’s computational thinking. This required us to 
treat the dialogue (first column) and related images (second column) as a single unit of 
analysis – meaning that they were analyzed together rather than separately. We then ana-
lyzed the transduction to identify major themes (e.g., CT was extended, embodiment of 
mathematical concepts). Themes were identified through consensus building. In this study, 
consensus was established through four cycles of independently reading the transcripts fol-
lowed by group meetings in which the researchers determined the consistent patterns that 
were present in the data (Baxter and Jack 2008).

To aid consensus building, we drew on Grover and Pea (2013) and Wing (2006) to 
establish a shared understanding of the various computational thinking skills. For example, 
we agreed that decomposition was evident whenever the participants discussed the sub-
steps associated with their overall goal. Algorithmic thinking was evident whenever the 
participants used precise, step-by-step calculations to solve the task at hand, whereas pat-
tern recognition referred to the way that participants applied the knowledge gained from 
previous experience to the current situation. Debugging and testing involved moments in 
which the learners tested their computer program or fixed the program based on their test.

To aid our analysis, we employed two primary conventions. First, we incorporated a 
description of the participant’s gestures and body movements in the second column. Each 
description appears in a set of brackets (e.g., [holds up four fingers]). Second, we noted 
the specific computational thinking skills present during the participant’s embodied inter-
action. These appear in brackets in the third column (e.g., → algorithmic thinking). The 
right-facing arrow (→) was used to indicate the skill that participants were moving toward. 
Incorporating these conventions into our multimodal transcript helped reveal how compu-
tational thinking emerged as an embodied phenomenon for our participants.

Step 5: draw conclusions

Once we completed our transduction, we addressed our research question and drew conclu-
sions about our findings as they related to the literature. Those findings and discussion of 
our conclusions are presented below.

Findings and discussion

Our multimodal analysis of video data revealed two major themes about the nature of 
young children’s computational thinking: (1) computational thinking was extended to 
include both the participant’s bodies and structures in the environment and (2) computa-
tional thinking was guided by participant’s embodiment of mathematical concepts. With 
regard to the extended nature of cognition, the participants used their bodies and resources 
in the environment to simulate the robot’s actions while away from the larger 3’ x 3’ grid 
by acting as if they, themselves, were the robot. As part of their computational thinking, the 
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participants also embodied the mathematical concept of proportionality. The participants 
first established a set of unit movements for controlling the robot based on the relationship 
between distance, speed, and time. The participants then used multiplicative reasoning to 
manipulate the forward unit movement by halves and doubles. This helped them decom-
pose the overall task and anticipate the success of the robot’s movements through pattern 
recognition and algorithmic thinking. Table 2 contains a summary and description of each 
theme; those themes are also described in detail below.

Computational thinking was extended

The first theme addresses the way that the participants’ computational thinking was 
extended onto their own bodies and the structures in the environment. Favela and Chemero 
(2016) explained how cognition is extended in that “cognition is not restricted to the 
boundaries of the organism” (p. 61) but rather is a matter of “what it does and how it 
relates to other aspects of a system” (p. 60). Simply put, extended cognition focuses on the 
dominant interactions between an organism and its environment. These interactions, which 
can occur spontaneously, are not restricted to one’s brain or even brain and body. Rather, 
they are part of an interacting system in which the brain, body, and the structures in the 
environment play an essential role in one’s reasoning (Richardson and Chemero 2014, p. 
48).

In this study, the extended nature of cognition was reflected in the way that the robot 
and other resources in the environment became an integral aspect of the participants’ com-
putational thinking. As shown in Fig. 3, the participants used their bodies to communicate 
and interact with each other, acting as if they, themselves, were the robot moving in a spe-
cific direction (Fig. 2a), making a 90° turn (2b), and pivoting in place (2c).

As shown in Fig. 3, the participants’ interaction with the environment also included a 
small map that contained their overall solution path at larger grid (Fig. 3a). The small map 
helped the participants develop numerically precise movements (3b) and make a connec-
tion between the robot, themselves, and the components of the computer program that con-
trolled the robot (3c and d). Taken together, these interactions suggest how the participant’s 
cognitive system extended beyond their own bodies to include the resources and structures 
available in the environment (Favela and Chemero 2016).

The way that participants coordinated their physical activity with the robot and struc-
tures in the environment is an important finding. Maneuvering the robot is a complex 
task that is highly spatial in nature; one must conceptualize the robot’s movement without 
immediately seeing the movement play out, then convert that movement into block-based 
programming. For young children, such activities are cognitively demanding due to their 
abstract nature (Liben 2012; Sung et  al. 2017). In this study, the participants negotiated 
these demands by acting as if they, themselves, were the robot when interacting with each 
other, the small map, and the computer program. By taking on the characteristics of the 
robot with their own bodies, the participants engaged in what Papert (1980) termed “analo-
gizing oneself to a computer” (p. 155). The robot became an object to think with—that is, 
the robot became an object that helped ground and align the participant’s knowledge and 
thinking with their own bodily experience (Papert 1980; see also Reinholtz et al. 2010). 
By embodying the characteristics of the robot, the participants were able to simulate the 
robot’s actions while away from the larger grid and convert that action into a computer 
program. This finding supports other scholars who have suggested how working with a 
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robot can support young children’s reasoning when engaged in computational thinking and 
computer science (Liben 2012; Sung et al. 2017).

This finding also offers insight into the results reported by Sung et al. (2017) who found 
that children who used their bodies to support their thinking were more successful than 

Fig. 2  The participants used their bodies to simulate (a) the robot moving forward, (b) the robot’s wheels 
when turning, and (c) the robot pivoting when turning. They also used heir hands and bodies to indicate (d) 
numerical precision, (e) linear distance (e.g., pulling hands apart), and (f) the revolutions of the robot=’s 
wheels (e.g., rolling hands)

Fig. 3  Participants used (a) a scaled-down map in their (b) workbook to program the robot with mathemati-
cal precision while away from the larger 3′ × 3′ grid. They then used (c) the computer to (d) program the 
robot using block coding
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those who did not when programming a robot. The authors of that study attributed their 
results to the way that learners shifted their perspective from themselves to the robot, 
which in turn helped them focus on sequencing the robot’s actions with accuracy. Our find-
ings expand on the nature of Sung et  al.’s explanation, suggesting that their participants 
were doing more than taking the perspective of the robot. Rather, it is likely that their par-
ticipants were including the objects in the environment, such as the robot, as an integral 
part of their cognitive system. By acting out the robot’s movements, the robot became an 
embodied artifact as an object-to-think-with that helped them simulate the robot’s actions 
and convert those actions into a block-based program more successfully than the partici-
pants who did not.

Computational thinking was guided by embodied mathematical concepts

The second theme addresses the way that the participants’ computational thinking was 
guided by their embodiment of mathematical concepts. As shown earlier in Fig. 2, a num-
ber of mathematical concepts were represented through gestures; the participants used their 
hands and bodies to indicate moving forward one unit square (Fig. 2a), communicate angle 
measurement such as a right angle (2b), and express numerical precision (2d), and repre-
sent distance (2e and f). The way that the participants used gestures to communicate and 
engage with mathematical concepts was not unexpected. Mathematics is considered inte-
gral during computational thinking (Wing 2006, 2011). Given growing evidence that math-
ematical thinking is embodied for young children (Alibali and Nathan 2012; Abrahamson 
2017), it makes sense that the participants in this study used their hands and bodies as part 
of their thinking.

Of greater interest was the way that the participants drew on proportional reasoning 
to guide their computational thinking when working away from the larger 3’ × 3’ grid. 
Proportional reasoning involves making “multiplicative comparisons between quantities” 
(Lannin et al. 2013). It involves understanding the way two numbers relate to one another 
and how that relationship can be used to construct smaller or larger units that uphold the 
underlying relationship. In this study, the participants first engaged in proportional reason-
ing by creating unit movements to control the robot. They then used those unit movements 
to create novel movements by thinking in multiplicative quantities. The way proportional 
thinking emerged is explained below.

Unit movements

The participant’s proportional reasoning first became evident as they established two unit 
movements for controlling the robot—one for moving the robot forward and one for turn-
ing the robot. With regard to moving forward, the participants learned that the robot would 
move forward two unit squares for one second on the large grid if it moved at speed five 
(i.e., 2 units : 1 second). Next, they learned to move the robot one 90° turn by moving the 
wheels opposite of each other (i.e., one forward, one backward) for 0.4 seconds at speed 
four. Those unit movements played an essential role in the way the participants conceptual-
ized and communicated about the movement of the robot while away from the larger 3’ × 
3’ grid.

In the moment displayed in Table 3, the pair returns from testing the robot at the larger 
grid. The boy recounts the last movement made, then proposes the goal of moving the 
robot forward two unit squares. To do this, he draws on the unit movement for moving 
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forward: “Now we need to go forward one second at speed 5.” As he speaks, he points at 
the small map. This suggests he is decomposing the task while also determining the speed 
and time values needed to move the robot with precision (i.e., algorithmic thinking).

In the rest of the moment displayed in Table 3, the girl considers the proposed action, 
pointing at the computer screen while the boy explains the mathematical concept underly-
ing his thinking. This time he recalls the unit movement for making a turn while simulating 
the action with his body: “We are doing less time but more speed...so change that so the 
[time] is 0.4.” He then raises four fingers, suggesting that his body is involved in his under-
standing of the relationship between time and distance.

The way that participants established and called on unit movements reveals how their 
computational thinking emerged as an embodied phenomenon. From an embodied perspec-
tive, cognition is a tool for action; we use the information currently available (i.e., percep-
tion) to take action (Hirose 2002, Wilson 2002). Our bodies play an important role in this 
process—our ability to reason in a given moment draws on previous experiences that have 
become internalized as simulated action (Lakoff and Johnson 2008; Nathan and Alibali 

Table 3  Dialogue and Embodied Interactions associated with Unit Movements

B: We stopped right 

there, then we turned. 

Now we need to go 

forward one second, at 

speed �ive. [he points to small map 

in workbook]

[→ from testing] The pair returns from the 

larger grid and engages in decomposition. 

The boy recounts the robot’s previous 

movement, then uses the previously 

established speed and time values to move 

the precise distance of two units. He points 

at the small map, indicating that he is 

visualizing the movement as if at the larger 

3’ x 3’ grid. 

G: No, wait - we go 

forward one second, 

and then...turn.

[she points at computer]

[→ from decomposition] The pair’s 

thinking becomes coordinated. The girl 

considers where the forward movement 

occurs in the computer program, while the 

boy points at the small map.

B: We are doing less 

time, but more speed...

[he moves hands like 

wheels of robot]

[→ to algorithmic thinking] The boy uses 

proportional reasoning to set the speed 

and time values for a 90° turn. His hands 

approximate the robot’s wheels, with one 

hand moving forward while the other 

moves back. 

B: ...so change that so 

the [time] is 0.4.

[he holds up four �ingers]

He then raises four �ingers, indicating an 

adaptation of his body as he engages in 

algorithmic thinking. The value of 0.4 was 

previously established as a unit turn.

Dialogue Embodied Interaction Transduction
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2012; Abrahamson and Lindgren 2014). This helps reduce the cognitive work required to 
take action in a way that helps accomplish our immediate goals (Wilson 2002).

In this study, the unit movements served as the foundation for simulating possible action 
that repeatedly supported the participant’s computational thinking. For example, the boy 
used unit movements to decompose the overall task and conceptualize an action that would 
move the robot two units (i.e., “go forward one second”) and then turn. The boy’s body 
helped him simulate those possibilities for action so that he could achieve his immediate 
goals. Rather than generating new speed and time values for each proposed action, he used 
pattern recognition to recall the values previously established for each unit movement. He 
used his body to simulate the robot’s movements, coordinating that movement with the 
small map and the computer screen. This ultimately helped him conceptualize whether the 
proposed action would help move the robot the desired amount.

The unit movements also helped reveal the participants’ process of computational think-
ing. Recent trends in the computational thinking literature suggest that computational 
thinking is a complex, dynamic interaction among different systems (e.g., person, technol-
ogy, environment) that supports effective problem solving (Berland and Wilensky 2015; 
Yasar 2018). Any change in one system affects each of the others, making computational 
thinking a reactive process in which learners must consider and respond to what emerges 
over time (see also Richardson and Chemero 2014).

The reactive nature of CT was evident in the participant’s interactions. At one point, the 
boy uses decomposition to conceptualize a possibility for action while at the same time 
engaging in pattern recognition and algorithmic thinking to bring accuracy to the action: 
“We need to go forward one second, at speed five.” The girl then reacts to what the boy 
suggested. She first considers the boy’s suggestion, repeating, “No, wait—we go forward 
one second,” while pointing at the computer. This suggests she is coordinating her brain 
and body with the computer program to consider the boy’s suggestion. She then immedi-
ately decomposes the next move: “...and then...turn.” Her response suggests that she has 
accepted the boy’s suggestion and is ready to continue. The boy reacts, engaging again in 
algorithmic thinking and pattern recognition to establish the appropriate time value (i.e., 
“change the [time] to 0.4”).

The unit movements played a critical role in supporting the participant’s reasoning dur-
ing these interactions. Thinking in units helped the boy simulate the robot’s actions in one 
moment (i.e., moving his hands like the wheels of the robot making a turn) while also 
anticipating the results of that action in the next. Pattern recognition and algorithmic think-
ing served to bring precision to his thinking, which helped the pair decide whether the 
action was viable or not. The process was not linear or organized but rather reactive; the 
participants drew upon computational thinking skills as they were needed in the moment. 
This pattern supports the perspectives of Papert (1980) and others (Wing 2011; Grover and 
Pea 2013; Kong et al. 2019), who argued that computational thinking is more than com-
puter programming; rather, it is a complex process of problem solving that is responsive to 
what emerges in the system over time.

Multiplicative reasoning

As the participants continued working on their task, they used the unit movements to cre-
ate new movements through multiplicative reasoning. Multiplicative reasoning is related to 
proportional reasoning in that it involves thinking about quantities in terms of groups and 
the underlying relationship between groups (Lannin et al. 2013). It represents more formal 
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mathematics in that it builds on children’s innate ability to think in additive terms (e.g., 
adding one object to another yields a group of two objects). An example of multiplicative 
reasoning is when children use the relationship between speed and time (e.g., 30 miles 
per hour) to predict the distance travelled over differing amounts of time. Multiplicative 
reasoning is therefore a precursor to more advanced mathematical operations such as alge-
braic functions and proportional reasoning.

Multiplicative reasoning: a perceptual approach In this study, multiplicative reasoning 
first emerged just after the moment presented, earlier, in Table 3. The participants return 
from testing and realize that the original unit movement (i.e., 2 square units for 1 second) 
did not move the robot far enough to achieve their goal. As shown in Table 4, the girl con-
ceptualizes a possible solution in which the robot needs to “go faster,” where “faster” refers 
to the timing of the movement (i.e., “...not [speed] faster”). She anticipates that making a 
small increase in time (i.e., 0.3 seconds) will result in a corresponding small increase in the 
distance the robot travels. Her approach relies on a perceptual strategy that develops in early 
childhood in which information about one length or distance is coded in a way that preserves 
a corresponding relation to another length or distance without the need for discrete or com-
plex mathematical calculation (Boyer and Levine 2015). Her thinking is multiplicative in 
that she upholds the underlying relationship between distance and time while holding speed 
constant.

The boy considers the possible action, working between the small map and the com-
puter program to simulate the robot’s movement. He first retraces the robot’s movement 
on the small map, forming a 90° angle with his arms: “Yea, that’s right...we already made 

Table 4  Multiplicative reasoning using a perceptual approach

[→ from testing] The pair realizes that the 

a 
small amount 

a small amount more 

B: Yea, that’s right...we [→ to debugging] The boy begins to 

deconstruct the robot’s movements. He 

begins by recalling the robot’s last move at 

and 

[→ to algorithmic thinking] The boy then 

distance travelled. He con�irms the girl’s 
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it [past that turn].” He then acknowledges that “the [time] needs to go higher.” His body 
suggests that he is conceptualizing the same underlying relationship as the girl. His finger 
moves upward while also moving forward, indicating that he associates an increase in time 
with an increase in the distance the robot will travel.

Multiplicative reasoning: halves and doubles After testing their idea at the larger grid, 
the participants use multiplicative halves and doubles to create new movements based on 
the unit movement. Table 5 presents the participants’ use of halving; it begins as the pair 
attempts to move the robot one square unit on the large grid. The girl recognizes this as a 

Table 5  Multiplicative halving of time and distance

turn…

moves like robot’s wheels]

[→ from testing] The pair returns from a 

“we”

[→ to decomposition and algorithmic 

corresponds with the girl’s thinking 

B: Let’s try �ive. 

[→ to algorithmic thinking] The 

my notes. ‘Cause I am 

G: Point �ive...that’s 

[→ to pattern recognition] The speed of 

halves
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portion of a full forward unit movement, suggesting: “we wanna go forward for 25 hundreths 
[of a second].” Although the suggested time value will not achieve her goal, it reflects her 
multiplicative reasoning. The value 0.25 comes from the repeated reduction of the original 
unit movement by halves (i.e., 2 units: 1 sec → 1 unit : ½ sec → ½ unit : ¼ sec). Her body 
plays an integral role in her thinking; she rolls both hands forward, simulating the wheels of 
the robot moving the desired distance. This suggests that she is using her bodily experiences 
to conceptualize the results of the suggested movement.

The boy checks his notes about the original unit movement and realizes that the girl has 
made an error—she has halved the original unit movement too many times. He then sug-
gests that the time should be “half a second,” which would move the robot one square unit 
(i.e., half of the original unit movement).

Table 6 presents the participants’ use of multiplicative doubling; it begins as the pair 
attempts to move the robot forward four unit squares. The boy recognizes the distance as 
being two forward unit movements and doubles the time value: “Because two [units] would 
be one second, so four would be two [seconds].” At the same time, he holds up four fingers, 
then points at the small map. These actions suggest that he is performing a mathematical 
calculation while also conceptualizing the effects of that calculation at the same time.

Table 6  Multiplicative doubling of time and distance

Dialogue Embodied Interaction Transduction
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The embodied nature of the participant’s reasoning can be seen in the way they used 
their bodies and the environment to support more formal, symbolic forms of mathematics. 
This is most evident in Tables 5 and 6, where the boy repeatedly refers to his small map 
while using his body to simulate the robot’s actions as he multiplies and divides the origi-
nal unit movement by twos. This highly coordinated activity is consistent with the find-
ings of Reinholtz et al. (2010), who found that children come to understand proportions by 
first grounding the concept in their own bodies. The underlying principle, called dynamical 
conservation, suggests that “the learner needs to discover an action pattern...that maintains 
a constant property of the system.” In Reinholtz et  al. (2010) study, children lifted two 
handheld devices above a table surface to discover an underlying proportional relationship 
(e.g., the left hand raised double the distance of the right). The bodily experience associ-
ated with discovering that action pattern later served to support more formal, symbolic 
mathematical calculations in the absence of the devices.

In our study, the robot may have helped to support the principle of dynamical conser-
vation. Similar to the handheld devices in Reinholtz et  al. (2010), the robot served as a 
body-based referent (i.e., an object-to-think-with) that helped the boy engage in a pattern 
of action that maintained the properties of the system. Simulating the robot’s movements 
with his body helped him uphold the underlying relationship between distance and time 
while also decomposing the task and calculating mathematically precise time values (i.e., 
algorithmic thinking). The way that the robot supported dynamical conservation is impor-
tant. Children often struggle with multiplicative reasoning due to a lack of authentic learn-
ing activities that draw on their bodily understanding of proportion (Reinholtz et al. 2010; 
Abrahamson and Trninic 2015). Our findings suggest working with a robot may be one 
way to engage young children in a pattern of bodily action that supports more formal mul-
tiplicative reasoning.

The embodied nature of the participants’ reasoning was also evident in the way they 
varied their approach based on the complexity of the task. They initially used a perceptual 
strategy, moving the robot a small amount more by increasing the time a corresponding 
small amount (see Table 4). Later, they manipulated the original unit movement by halves 
and doubles to create new movements (see Tables 5 and 6). The most likely explanation is 
that the participants were responding to the information in the environment in a way that 
efficiently and effectively met their immediate goal. Mathematics in grades 3–5 builds on 
children’s existing understanding of one-half as it relates to other fractions (Barth et  al. 
2009). Precisely halving and doubling the original unit movement, then, would have been 
somewhat easy because it builds on this focus. In contrast, moving the robot a small dis-
tance more would have been more difficult. It would have required the participants to first 
measure the desired distance, then create a fractional representation of the desired distance 
that could be used to calculate the proportional time value needed to move the correspond-
ing distance. When faced with this mathematical complexity, it is likely that the partici-
pants instead chose the strategy that required less cognitive work.

The participants’ varied use of multiplicative reasoning makes sense from an embod-
ied perspective. Embodied perspectives suggest that humans seek to reduce the cognitive 
work required to make decisions efficiently and effectively (see Wilson 2002; Shapiro 
2019). Rather than analyze and process every small detail of the situation, humans make 
small adjustments to their actions based on their perception. In our study, the participants 
selected the strategy that best balanced their need for precision with their goal of being 
efficient. When the mathematical calculations required to move the robot became too com-
plex, they instead made quick adjustments based on perception. This is consistent with 
other studies that found young children typically prefer visually comparing quantities over 
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performing more complex mathematical calculations (Jeong et al. 2007; Boyer and Levine 
2015).

Implications for practice

One implication of our study is that children’s computational thinking during educational 
robotics may be embodied. Our participants repeatedly used their bodies, the robot, and 
other structures in the environment to decompose the overall task, engage in algorithmic 
thinking, and develop unit movements that supported them in anticipating the results of 
their thinking. The design of our robotics activity likely supported those outcomes. Our 
participants were challenged to reason about the robot’s movement across two different 
representations of the same space — the larger 3’ × 3’ grid and the smaller map. As noted 
by Möhring et al. (2018), working between two representations of the same space is a cog-
nitive challenge for young children. It requires them to conceptualize, visualize, and accu-
rately predict how objects and movement in one space might be represented at a different 
scale in another space. This, in turn, naturally encourages children to engage in propor-
tional reasoning as part of their computational thinking (see also Abrahamson and Lind-
gren 2014).

The use of a coordinate grid was also an important aspect of our design. Children often 
struggle with developing more formal, discrete mathematical understandings of proportion 
(Boyer and Levine 2015; Jeong et al. 2007). Working with a coordinate grid, however, can 
offer a referent that helps children encode their perceptual, bodily understanding of propor-
tion with formal mathematical calculations (Abrahamson 2017; Möhring et al. 2018). This 
appears to be the case in our study. Our participants supported their computational and 
mathematical thinking by working in discrete units that corresponded with the unit squares 
on both the larger grid and small map. This likely helped them connect their embodied 
understanding of multiplicative reasoning with the symbolic manipulation of unit move-
ments by half and double. Duijzer et al. (2017) and others (Reinholtz et al. 2010; Abraham-
son and Trninic 2015) similarly found that children were better able to engage in formal 
mathematics when they connected their bodily experience of proportionality with square 
units on a grid. Future research might examine this design principle more fully, explor-
ing how using a coordinate grid during robotics activity can help children use their bod-
ies to conceptualize the robot’s movements and engage in a more formal understanding of 
proportion.

Our findings also hold implications for the study of computational thinking. Compu-
tational thinking is often assessed through scenarios in which there is ultimately a correct 
solution, and evidence of computational thinking is measured by how close participants 
come to the correct solution (e.g., Bers et  al. 2014; Atmatzidou and Demetriadis 2016; 
Weintrop et  al. 2016). Our findings suggest that it may be as important, if not more, to 
examine computational thinking through children’s embodied interactions. This would 
focus less on whether children generate a correct or incorrect solution and more on the 
ways that they draw on their bodies and the environment to learn to achieve their immedi-
ate goals with efficiency and accuracy. Future research might therefore focus on the ways 
that children’s use of gestures and other structures in the environment can reflect their 
ongoing development of computational thinking as an embodied process of problem solv-
ing. Studying computational thinking in this way would help address current issues with 
computational thinking, bringing additional insight into the cognitive aspects of computer 
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science and how computer science skills develop over time (Brennan and Resnick 2012; 
Yasar 2018).

Implications for research

For scholars interested in studying the way that learning is embodied, our framework offers 
a strong methodological starting point for the study of learning phenomena currently of 
interest to our field. For example, learning through games and play is naturally embodied 
in that the learner determines how best to engage with the physical and/or social dynamics 
present in a game (Sutton-Smith 2009). Augmented and virtual reality draw on embodi-
ment in that technology plays a critical role in coordinating learning through one’s brain 
and body, and blending real and virtual resources in the local environment (e.g., Gor-
don et al. 2019). User experience and user interface design (UX/UI) similarly assume an 
embodied perspective in that they focus on the way participants interact with objects in the 
environment and the meaning of that interaction for the participant. Our framework offers 
an adaptable approach to future research in these areas that focuses on learner’s embodied 
interactions with technology.

At the same time, there is no single way to transcribe embodied interaction. The pur-
pose of our framework was to provide a structure for demonstrating through words and 
images how meaning develops during interaction with others and the environment (Mon-
dada 2018). Scholars who draw on our framework must therefore take care to establish 
the temporal and spatial organization of both verbal and non-verbal interactions in a given 
context (Jewitt  et al. 2016; Mondada 2018). This requires that scholars make clear the 
alignment between their phenomenon of interest, the roots of embodiment, and the “rep-
resentational choices” made when transcribing and analyzing embodied interactions with 
technology through multimodal transcription video data (see Bezemer and Mavers 2011, 
p. 194). While our framework was grounded in Gibson and Goodwin’s work, notions of 
self-organization and emergence in nested systems (see Richardson and Chemero 2014) 
might align better with studies of the embodied nature of workplace dynamics or in-the-
moment decision making. Thus, situating one’s purpose and focus not only helps others 
understand the perspectives that informed the temporal and spatial organization of the data, 
but also helps explain the decisions made throughout the analysis (e.g., selection of epi-
sodes, images used, focus of the transduction). This clarity is critical for establishing the 
credibility of multimodal transcripts based on video data; it helps others “assess whether 
inferences drawn from the data are plausible” (Blikstad-Balas 2017, p. 515).

Limitations

Several limitations are worth noting. First, video data is dense and full of details that reveal 
the meaning behind one’s words and actions. While our transcript revealed some of the 
ways that computational thinking might be embodied, these are not necessarily all of the 
ways young children might embody this type of thinking. There are, by necessity, layers 
of detail that are lost during transcription—some modes of interaction were prioritized 
over others because they helped address our focus and driving question. It is important 
to remember, then, that the findings of this study offer insight into what is possible — 
the goal being to better understand the nature of a phenomenon of interest. To that end, 
we engaged in practices that improve the validity and trustworthiness of our findings. For 
example, we explained the theory and the perspectives that drove our methodological 
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decisions, established inter-rater reliability when coding our transcript, and employed a 
three-column structure that presented dialogue, images, and our transduction in a tempo-
ral fashion. These practices are essential for conducting high-quality multimodal transcript 
analysis (Bezemer 2014; Mondada 2018).

It is also important to note that the framework presented in this study does not represent 
the only way to engage in multimodal analysis of embodied interaction through video data. 
As Mondada (2018) explained, high quality multimodal transcription is not the result of 
following a set of steps; rather, it is the result of upholding specific requirements:

They must be able to accommodate a variety of resources, including unique, ad hoc, 
and locally situated ones, besides more conventional ones. In other words, they must 
be able to represent the specific temporal trajectories of a diversity of multimodal 
details, including talk where this is relevant, but also silent embodied action when 
talk is not the main resource or activity. (p. 88)

The framework we present reflects these requirements. It  encourages others to attend 
to the locally situated aspects of embodied interactions and the modalities through which 
they emerge. It is not a prescription for but rather a flexible, modifiable structure that can 
consistently support scholars in analyzing the meaning behind both verbal and non-verbal 
interactions from a multimodal perspective.

Conclusion

While embodied cognition is still relatively in its infancy with regard to learning (Hall and 
Nemirovsky 2012), there is growing sentiment that the question is no longer if learning is 
embodied but how (Ferrara 2014; Flood and Abrahamson 2015). This study is timely, then, 
in that it offers insight into how young children’s computational thinking is embodied, and 
how such thinking can be studied through children’s embodied interactions with technol-
ogy and others. Our hope is that scholars will find both the methodological framework and 
the findings presented in this paper useful as our field continues to explore how embod-
ied interaction with technology might be leveraged to enrich our work in various learning 
contexts.
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