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Abstract The authors searched five scholarly databases for a decade of research publi-

cations examining learning from failure as an instructional strategy. Out of 187 publica-

tions, 62 were found to be relevant to the topic from which only 12 used experimental

design to examine the issue and reported statistics appropriate for meta-analysis. The

studies also represented only two of our search domains-productive failure and failure-

driven memory. The small number of experimental studies on this topic is a telling indi-

cation of the state of experimental research in this area. However, they revealed a mod-

erately positive result for the effect of learning from failure. An examination of moderating

variables indicated that participants’ grade level, subject matter domain, and study’s

duration, while not significant in explaining the differences across the examined studies,

showed positive medium effect sizes. Instructional design implications of our findings and

limitations of the study are discussed.

Keywords Learning from failure � Failure-based instructional strategy � Meta-analysis �
Learning strategy

Effective methods of instruction and training that lead to learners’ productive performance

have always been the topic of interest among education scholars. Over a century ago,

Morgan (1894), introduced the concept of ‘‘trial and error’’ as a method of learning. Since

then, the topic has been explored in different domains in search of efficient methods for

facilitating novice learners’ promotion to proficient and perhaps expert performers. In

recent decades, scholars like Brown et al. (1989) suggested authentic methods and situated
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learning where learners face ill-structured problems and learn from the challenges of a real

performance environment. Zimmerman (1989) introduced self-regulation method as a

meta-cognitive skill that learners can use to learn from their failures. In expertise research,

Ericsson et al. (1993) introduced the concept of ‘‘deliberate practice’’ which they suggested

will turn a ‘‘novice’’ into an ‘‘expert’’ over time as they recognize their errors and over-

come them through deliberate practice. The common theme among these methods, one can

argue, is the learners’ reflection on their errors, correcting them, and learning from their

experience.

The recent advances in instructional design have minimized the learners’ errors due to

the ‘‘extraneous’’ features of instruction and facilitated their concentration on the ‘‘ger-

mane’’ part of learning (Sweller 1994; Paas et al. 2003). This distinction seems to have

gone unnoticed by scholars studying learning from failure who argue that the purpose of

the instructional design is to eliminate learners’ errors. For instance, Kapur (2008) extend

this argument to the point that he describes the goal of instructional design as to prevent

learners’ failure.

The fact is that over the decades, instructional designers have been concentrating on

facilitating learners’ achievement of learning objectives through formulating design of

instruction to minimize the learners’ cognitive load caused by confusion and misunder-

standing (e.g., Dick et al. 2014; van Merriënboer et al. 2003). These scholars emphasized

presentation of instruction in small learning increments and carefully sequenced instruc-

tional activities for learners’ accomplishment of objectives. They further differentiated

among types of cognitive load emanating from instruction (see Sweller 1994; van Mer-

riënboer et al. 2003; Paas et al. 2003; Kalyuga 2011) and suggested that the purpose of

instructional design is to eliminate the extraneous load and mediate the germane load of

instruction for better accomplishments of learning objectives.

We believe that statements such as Kapur’s (2008) that design approaches potentially

limit room for learners’ errors or prevents learners’ failure, confuses the extraneous errors

caused by the poor design of instruction with the errors that might be due to germane load

of learning tasks or the errors purposefully imbedded in the instruction as instructional

strategies. In our view, the latter type of errors are the concerns of learning from failure

strategies. We contend that a robust design of instruction that expands the learners’ ability

to focus on their solutions to the germane challenges of instruction, is a complement to

learning from failure strategies.

According to Kapur and Rummel (2012) structured instructional strategies typically

produce four types of outcomes: productive success, productive failure, unproductive

success and unproductive failure:

1. Productive success occurs when short-term performance results in long-term learning.

This outcome has been examined through most research in learning and performance.

Scafolded practice items imbedded in the performance of an instructional task could

be an example of productive success. Here, the learners solve problems within their

level of understanding, through some scaffolding. The scaffolding is there to ensure

that the learners succeed in application of the instruction. Thus, the learners are

succeeding in short-term performance (i.e., task or part-task practices) aimed at long-

term learning.

2. Productive failure refers to a learning instance in which short-term performance is not

successful, but leads to long-term learning. Unlike other strategies for learning from
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failure, the productive failure strategy (Kapur 2008) requires the learners to solve

unscaffolded-complex problems prior to receiving instruction to consolidate the

presented learning concepts (Kapur 2016).

3. The other two approaches, unproductive success and unproductive failure allude to the

short-term success or failure in performance where there are no benefits of sustained

learning.

In search of a common thread among learning from failure research, based on which

they can create a ‘‘unified model of failure’’, Tawfik et al. (2015) identified five prominent

failure theories: cognitive disequilibrium, impasse-driven learning, productive failure,

failure-driven memory, and negative knowledge. Tawfik et al. (2015) introduced these

theoretical perspectives that refer to the same learning experience in which, ‘‘…failure

generates an additional inquiry process at the point of failure that may not exist during a

successful experience’’ (p. 977).

Given this discussion, we decided to search for studies conducted in these areas. This

expanded the scope of our meta-analysis by including studies using instructional strategies

concerned with failure as part of the learning condition. Following is a brief discussion of

each of these theoretical perspectives.

Literature Review

Cognitive disequilibrium

Much of the theoretical basis for learning from failure is based on Piaget’s cognitive

disequilibrium. Cognitive disequilibrium occurs when learners encounter a situation con-

trary to their current mental model. Learners will be challenged until they either assimilate

those differences into their mental model or modify their mental model according to the

new situation (Piaget 1952). These challenges can come in various forms such as

‘‘…deviations from the norms, obstacles to goals, interruptions of action sequences,

contradictions, anomalous information, unexpected feedback, and other forms of uncer-

tainty’’ (D’Mello and Graesser 2014, p. 106). Disequilibrium is a foundational state of

learning as it forces an individual to realize their lack of understanding (Piaget 1977;

Tawfik et al. 2015).

Impasse-driven learning

Impasse-driven learning is a theory that explains how students learn from failure when

solving procedural problems. This theory builds upon the notion of Piaget, by specifically

looking at how an impasse is beneficial for students to learn new information (Tawfik et al.

2015). According to VanLehn (1988), when solving a problem learners encounter an

impasse caused by a lack of knowledge or skills or a level of uncertainty. VanLehn notes

two options for the learners to attempt overcome the impasse: repairing or seeking help.

Repairing occurs when learners decide to solve the impasse on their own, without any

outside support from experts or resources (e.g., texts, tutors, or teachers). When repairing,

if learners find the correct solution there will usually be ‘‘bugs.’’ These bugs prevent the

learners from appropriately encoding the information, which can lead to problems in

transferring knowledge. The other option allows learners to seek help identify the correct

procedure to follow and overcome the impasse. The help can come in various forms, but
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according to VanLehn, it can lead to more accurate performance. However, when learners

possess relatable knowledge or skills, they are more likely to recognize and overcome these

impasses without help and without creating bugs (Blumberg et al. 2008).

D’Mello et al. (2014) introduced confusion as a means of creating an impasse for

learners, though in the same element these confusion instances are creating a cognitive

disequilibrium. Those learners that overcame the impasse, or confusion, learned more than

those who did not (D’Mello et al. 2014; Lehman et al. 2012). VanLehn et al. (2003) found

that students at an impasse were more likely to learn in a tutoring situation than those not

facing an impasse. Though, these impasses can be considered as productive or unpro-

ductive, as learning is not guaranteed (D’Mello and Graesser 2014).

Productive failure

Kapur (2008) notes that productive failure was built upon research in the areas of impasse-

driven learning and cognitive disequilibrium. As an instructional strategy, productive

failure focuses on learners solving problems, usually ill-structured or complex, prior to

instruction. This method allows for learners to develop multiple problem representations

and solutions before receiving some type of reconciliation or consolidation of responses. In

a sense, productive failure as a teaching strategy asks students to invent multiple solution

to a difficult learning task preceding the instruction for that task. Kapur (2008) found that,

those learners who attempt to solve ill-structured problems, even though not outperforming

their counterparts solving well-structured problems in their initial solutions, outperformed

their counterparts in future application of both well-structured and ill-structured problems.

The opportunity to generate solutions to unknown problems was beneficial in preparing the

learners for the content of instruction that followed their problem experience.

Productive failure treats the problems encountered by learners as impasses they must

overcome or reconcile. In this strategy, the reconciliation or consolidation period is in the

form of instructor-led instruction and discussion (Kapur 2014). The instruction has varied

in different studies but most recently instruction is shown to focus on common solutions

generated in the problem-solving phase comparing those to a canonical solution (Kapur

2013, 2014; Loibl and Rummel 2014b).

The productive failure approach has been compared against solving well-structured

problems (Kapur 2008; Kapur and Kinzer 2009), direct instruction or lecture and practice

(Kapur 2009, 2010, 2012, 2014; Loibl and Rummel 2014a, b; Westermann and Rummel

2012), facilitated problem solving (Kapur 2010; Loibl and Rummel 2014a), worked

examples (Glogger-Frey et al. 2015) and solution evaluation (Kapur 2013, 2014) with most

results showing it as a favorable approach towards learning, specifically higher level

learning.

Failure-driven memory

Failure-driven memory stems from case-based reasoning (Tawfik et al. 2015). Schank

(1999) argued that failure experiences were just as important to success experiences when

modifying one’s script. Failure experiences occur when learners’ expectations are not met.

Based on these failure experiences, learners learn to predict failure taking certain actions

and avoid failure by taking a different route. However, just failing does not guarantee

learners’ scripts will change, instead learners must be able to explain and understand why

failure occurred (Schank 1999) by deliberately evaluating their own performance, prac-

ticing for success (Ericsson et al. 1993), or using self-regulation skill (Zimmerman 1989).
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Failure experiences do not necessarily have to come from individual experience to be

beneficial as demonstrated by Tawfik and Jonassen (2013). Learners can learn vicariously

from the cases of failures of others dealing with a very similar problem within the same

domain. The researchers found that students using failure cases performed better than those

accessing success cases in an argumentation task. The failure-case group performed better

overall, including with better rebuttal and counterclaim scores. However, as Tawfik et al.

(2015) notes, the empirical evidence available for this approach is lacking.

Negative knowledge

Negative knowledge is simply defined by Gartmeier et al. (2008) as non-viable knowledge.

Gartmeier et al. (2008) continue by highlighting that ‘‘…non-viable knowledge is

knowledge that somehow stands in contradiction to prior knowledge or is counterpro-

ductive regarding a certain goal’’ (p. 89). Non-viable negative knowledge is beneficial as it

focuses learners to see the broader picture to avoid making future errors and to do so with

relative confidence (Tawfik et al. 2015).

The impact of negative knowledge was further investigated by Gartmeier et al. (2011) in

the career of elderly-care nurses. These researchers found that the most experienced group

of nurses had the most specific negative knowledge. They proposed that this was poten-

tially the cause of their ability to avoid errors and perform well. However, Gartmeier et al.

(2008, 2011) studies are focused on experiential and workplace learning. Heemsoth and

Heinze (2013), focused on classroom learning when exploring negative knowledge. They

found that students learning from incorrect examples generated more negative knowledge

than those learning from correct examples. This negative knowledge led to improved

performance as learners had a more comprehensive understanding of the topic.

Given these relationships, we designed a meta-analysis study to examine the empirical

research conducted on these topics for a period of 10 years. Our purpose was to review this

body of research and document whether the learners’ failure in its different forms con-

tributes to their learning from that experience. In the following sections, we present the

methodology and the results of the analysis and continue to discuss our findings. We

conclude by highlighting the implications of our findings for designing instructional

strategies.

Methodology

Data collection

Given their familiarity with the relevant literature, the authors met in a discussion session

to identify the searching, screening, and selecting criteria for the investigation. Considering

the salient topics of learning from failure represented in the instructional model synthe-

sized by Tawfik et al. (2015), the authors decided on a search procedure to include the

following keywords: cognitive disequilibrium, impasse-driven learning, productive failure,

and failure-driven memory, and negative knowledge. We agreed to use Tawfik et al. (2015)

comprehensive set of keywords, which seemed to be constructed based on the prior lit-

erature concerning the concepts that lead to research on learning from failure.

We realized that most scholarly investigations looking at learning from failure as an

instructional strategy appeared in recent years, even though the root sources of this
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construct were introduced long before (i.e., cognitive disequilibrium and impasse-driven

learning). For this reason, we decided to search only for studies that concentrated on this

construct in the literature during the past 10 years.

The authors identified five scholarly databases (i.e., ERIC, PsychInfo, Google Scholar,

Web of Science, and Dissertation Abstracts) to search for the period of 2005–2015 using

the identified keywords. All the publications drawn from these five databases were written

in English. Besides the authors, a graduate student and a research associate were recruited

for assistance with the search. They were trained in an orientation session by the leading

author and instructed about the studies’ purpose and the search criteria.

The studies identified in our search covered a variety of domains such as: mathematics

(Kapur 2012; Loibl and Rummel 2014a, b) science (Kapur 2009; Pathak et al. 2008), basic

device interaction (D’Mello et al. 2014) or other complex fields such as business, edu-

cation, or nursing (Gartmeier et al. 2008; Glogger-Frey et al. 2015; Tawfik and Jonassen

2013). Many of the articles took place across varying time frames and locations including:

Singapore, India, Canada, Germany, and the United States of America. Lastly, the edu-

cational level of participants ranged from junior high to professionals. The enumerated

variation in the studies provided us with a general framework for understanding the key

concepts to be coded and examined in these articles. From our point of view, these codes

mediate the effectiveness of learning from failure based on which the framework of this

meta-analysis was built.

Our search resulted in 187 studies across the five databases conducted within the

10-year period. A copy of each publication was saved on a Blackboard organization page

to be accessed by the reviewing team. We initially coded the 187 publications with the

following identifiers in preparation for our review process:

• Publication author(s)

• First author’s affiliate institution

• First author’s country

• Year published

• Publication title

• Type of publication (e.g. article, dissertation, book chapter, presentation, etc.)

• Publication/presentation venue

Inclusion and exclusion criteria

The authors reviewed the 187 publications using the first criteria demonstrated in Fig. 1.

The first selection criterion was to determine whether the publications were directly

examining learning from failure. In this review, for a publication to be selected for further

examination, it should have included an examination of a clear learning experience where

learners were likely to fail, encounter failure of their own, or be exposed to failure of

others and use that experience for better learning performance. Through this process, 62

publications relevant to failure-based learning were identified. The remaining 125 publi-

cations were picked up in our search because they had mentioned one or more of the

keywords in their title, abstract, or in their review of literature but they were not specifi-

cally examining our topic of interest. The authors conducting this review and selection

process, discussed the cases individually and came to full agreement on selecting the 62

publications for further analysis.

In the second review and selection round, the same two authors applied our second

selection criteria—whether the studies compared a failure condition with a control
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condition (i.e., a treatment where failure was not expected or where the process is scaf-

folded to prevent failure). This review resulted in identifying 17 publications and four

presentation manuscripts that included group comparison or within-subjects design.

However, we found three of the presentation manuscripts to have been already included in

three of the identified published articles and thus they were dropped from our analysis. This

left us with a total of 18 publications that basically represented the five research domains of

learning from failure as our search keywords indicated.

Our next step was to scrutinize the selected studies in terms of specifics of their research

design, group comparison procedures, and statistical analysis. This time six of the studies

were found not to fit the parameters set for our investigation and had to be excluded. Two

of the studies used repeated measures of learning from failure strategy versus conventional

strategy within the same group of subjects that led to the fluctuation of effect sizes due to

the brief time between the strategies. Another pair of articles reported post-test scores and

standard deviations in percentages which would have slanted the results due to extremely

high variability had we included them in our analysis. Lastly, another two articles did not

provide sufficient information in the sense that the stats were poorly reported (i.e., some

comparisons were mentioned as non-significant but not reported in the article).

Because of our detailed and systematic screening and scrutiny looking for the best-fit

empirical publication, we selected 12 articles that used an experimental design to measure

learning from failure and reported statistics that lend themselves to the analytical purpose

of this study. We calculated Cohen’s kappa (j) to examine the authors’ agreement on

inclusion and exclusion of the publications. The test yielded 0.89 which indicates strong

agreement among the authors.

Fig. 1 Inclusion and exclusion flowchart. A visual depiction of the studies removed and their reason for
removal
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Coding procedures

Meta-analysis methodology typically requires establishing a framework for identifying the

key characteristics of the topic of study to be coded. As discussed above, selecting and

categorizing the publications provided us with information that we needed to use in

conducting our analysis. We used that information to create a database and store the design

characteristics and the reported statistics of the 12 studies. The lead author conducted a

short coding orientation and practice meeting for the two coauthors who then proceeded to

retrieve and code the following information from each article to be stored in our data base:

• Means, and standard deviations for the experimental and control groups

• Number of subjects in treatment group

• Number of subjects in control group

• Total number of subjects

• Study’s treatment instructional strategy

• Study’s reported outcome

• Study’s research design

• Sampling method

• Group assignment method

• Study’s lead author

• Study’s location by country

• Participants’ grade level

• Study’s subject matter

• Study’s duration

Indicators of study quality (Valentine and Cooper 2008) such as sampling and group

assignment methods were included in the list even though quality of study was not used as

a moderator due to low variation among the 12 studies on these variables. The publications

reported mostly a convenience sampling method and group assignments were mostly based

on the available grouping (i.e., quasi-experimental). These studies represented only two of

the domains, productive failure and failure-driven memory, that we searched as keywords

(see Table 1).

Average interrater agreement among coders was calculated at 93%. Disagreements

between coders were resolved by discussion between coders and consultation with the

project lead when needed. At the completion of coding process, we reviewed the coded

variables and identified six of them that could differentiate among the studies in terms of

their findings in line with our stated purpose. Table 2 presents a list of these ‘‘moderating’’

variables and their coding values as entered in the database.

Table 1 Selected publications
and domains they represented

Research domain/keyword Publications

Productive failure Glogger-Frey et al. (2015)
Kapur (2009, 2010, 2012, 2014)
Kapur and Bielaczyc (2012)
Kapur and Lee (2009)
Loibl and Rummel (2014a, b)
Pathak et al. (2008)
Westermann and Rummel (2012)

Failure-driven memory Tawfik and Jonassen (2013)
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Effect size calculation and analysis

We used means, standard deviations, and sample sizes for the experimental and control

groups to calculate the Cohen’s d (Cohen 1988). Specifically, we divided the post-test

mean score differences between the experimental and control groups by the pooled stan-

dard deviation

d ¼ �xT � �xC
sp

where �xT is the mean of the treatment group, �xC is the mean of the control group, and sp is

the pooled standard deviation obtained as follows:

sp ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

nT � 1ð Þs2T þ ðnC � 1Þs2CÞ
nT þ nC

s

Here, nT and nC represent sample sizes, and sT and sC are standard deviations for the

treatment and control groups, respectively. To avoid the small sample bias, we then

transformed Cohen’s d to Hedges’ g effect size (Hedges 1981) where a positive stan-

dardized mean difference favors the ‘‘learning from failure’’ strategy and negative one

favors the control strategies.

For the studies that provided multiple outcomes either because of various outcome

measures or multiple comparisons with the same control group, we computed variance of

the composite score and combined the effect sizes across outcomes into one to ensure the

independence of effect sizes for overall analysis. Studies that reported effect sizes from

independent groups were treated as independent (Borenstein et al. 2009) resulting in

multiple effect sizes for some of the articles.

Data analysis

Given the calculated effect sizes, we used the Comprehensive Meta-Analysis software,

version 2 (Borenstein et al. 2005) and R studio to do the following:

1. Calculate standardized mean differences and transform them into Hedge’s g.

Table 2 Moderating variables
and their coded values

Variables Code values

Study’s location by country 1. Germany
2. Singapore
3. United States of America

Participants’ grade level 1. Junior high (grades 6–8)
2. High (grades 9–12)
3. College (undergraduates)

Study’s subject matter domain 1. Science/mathematics
2. Other (education, business)

Reported means 1. Pretest/posttest
2. Adjusted posttest

Study’s duration 1 = within 1 week
2 = within more than 1 week

Study’s lead author Authors name
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2. Test the homogeneity of standardized mean differences under random-effects model to

examine the overall differences.

3. Draw funnel plot and forest plots and calculate all relevant statistics.

4. Conduct subgroup analysis with a mixed-effects model to explore the potential effects

of moderators on the differences between learning from failure groups and control

group.

Results modeling

Random-effects model assumes that each study differs from population effect by subject-

level sampling error and a random component (Hedges and Olkin 1985; Lipsey and Wilson

2001). In mixed-effects model the errors term is treated as random and the moderators

treated as fixed effects. In other words, the fixed-effects model is adopted across subgroups

and the random-effects model is adopted within groups. In the present study, we used the

random-effects model to explore the variability of the effect sizes and used the mixed-

effect (similar to analysis of variance for categorical moderators) to examine our cate-

gorical moderating variables.

Homogeneity tests

We adopted the random-effects model to synthesize overall mean effect size. We examined

Q test, a Chi square test of homogeneity of effect sizes (Hedges and Olkin 1985) and I2

(Higgins et al. 2003) to assess the presence of heterogeneity. A significant Q test would

indicate a significant variation of the effect size, and a non-significant Q test would indicate

a non-significant variation (Borenstein et al. 2009).

Results

Our analysis of the 12 studies resulted in 23 effect sizes corresponding to varying research

settings reported by these studies. For instance, Kapur and Lee (2009) presented results

from three different settings within one study which resulted in three effect sizes. The

average effect size across all the studies with 95% confidence intervals (g is 0.43; 95% CI

is 0.19 to 0.68) is presented in Fig. 2. The average effect size, albeit modestly, indicates

superiority of learning from failure compared to other instructional strategies used in the

selected studies. The Q test shows statistically significant heterogeneity (Q (22) = 77.5,

p\ 0.001) which supported the choice of random-effects model. Also, the high hetero-

geneity (I2 = 73.5%; T2 = 0.22) indicates that the variability across studies is beyond

sampling error. It shows that 73.5% of the total variation in effect size is due to true

between-study variability, rather than sampling error (Borenstein et al. 2009; Lipsey and

Wilson 2001). To examine this high variability, we analyzed moderating variables.

Moderator analyses

Among the 6 identified moderating factors (see Table 2), Study’s location contained the

same information as the Study’s lead author thus it was precluded from the final analysis.

The five-remaining categorical moderating variables were examined for explaining the

variability in effect sizes. We used a mixed-effects model by implementing subgroup
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analysis (treating the error as random and the moderators as fixed effects). This was

followed by an investigation of the between-group heterogeneity (QB). The results of these

analyses are displayed in Table 3 followed by a description of findings on moderating

variables.

Education

Participants’ education ranged from junior high school to college. Studies with subjects

from junior high school and high school showed a higher effect (g = 0.65 and g = 0.38

respectively) compared to studies with college students that produced a smaller effect size

Fig. 2 Forest plot. The average effect size (g) across studies and their 95% confidence interval
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(g = 0.06). The Q test showed no significance of between-level variance (QB (2) = 2.6,

p = 0.27) indicating that subjects’ education level is not a significant moderator in

explaining the heterogeneity between the studies.

Subject matter domain

Studies’ subject matter domain were coded into two categories of science and math versus

other fields. We found a small effect size for the other fields category (g = 0.06) but the

science and math category produced a relatively larger effect size (g = 0.5). However, the

low Q value (QB (1) = 1.1, p = 0.29) of the variance between the domain categories

suggesting there is not a substantial variability among studies in terms of this moderator.

Duration

Duration of the studies’ treatments were reported in various units (e.g., sessions, lessons

units, periods, weeks, etc.). We converted the studies duration into a dichotomous variable

by determining whether the duration would fit into a week or would extend further. Effect

size for the studies conducted within one-week period was moderate (g = 0.44) and for the

studies that lasted more than a week was slightly higher (g = 0.46). Although both

duration categories produced medium effect sizes, the between-level variance for this

variable was not statistically significant (QB (1) = 0.01, p = 0.93).

Table 3 Modeling results for overall and by moderating variables

Moderating variables n Effect size 95% confidence
interval

Test of null Heterogeneity

g SE LL UL z-value Qb df p

Fixed-effects 23.00 0.28 0.06 0.17 0.39 4.89

Random-effects 23.00 0.43 0.12 0.19 0.67 3.61

Education

Junior high 11.00 0.65 0.16 0.33 0.96 4.05

High school 9.00 0.38 0.17 0.04 0.71 2.21 2.6 2.00 0.27

College 3.00 0.06 0.40 - 0.73 0.84 0.14

Domain

Science/math 20.00 0.50 0.13 0.25 0.75 3.95 1.1 1.00 0.29

Other 3.00 0.06 0.40 - 0.73 0.84 0.14

Reported means

Pre/post test 12.00 0.19 0.15 - 0.10 0.49 1.28 7.4 1.00 0.01

Adjusted post test 11.00 0.72 0.12 0.48 0.96 5.87

Duration

\ 1 week 16.00 0.43 0.16 0.12 0.74 2.75 0.01 1.00 0.93

[ 1 week 7.00 0.45 0.13 0.19 0.71 3.43

Researcher

Kapur 13.00 0.85 0.11 0.65 0.11 8.06 30.9 1.00 \ 0.001

Others 10.00 0.02 0.11 - 0.20 0.23 0.14
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Researcher

We created a dummy variable based on the study’s lead author and used it as a moderator

to investigate whether the effect of learning from failure was different in terms of who

conducted the studies. Kapur’s significant share of the selected studies and the number of

effect sizes calculated for his studies (13 of the 23) provided a sensible base for comparing

his studies with all others. Our examination showed a large mean effect sizes (g = 0.86)

for Kapur’s studies compared to other authors that had smaller mean effect size (g = 0.02)

with a detectable between-level variance (QB (1) = 30.95, p\ 0.01).

We noticed that Kapur reported adjusted mean scores for post-test scores where the pre-

test scores were used as covariate for both control and treatment groups. Considering that

this might be the reason for the difference between his studies and others, we created

another moderator called ‘‘reported means’’ for further examination.

Reported means

We divided the studies into two categories, one that reported mean score for treatment and

control groups and other that reported adjusted posttest scores for the treatment and control

groups. Studies reported adjusted mean value for posttest score had a relatively large effect

(g = 0.72) and those that reported unadjusted post-test scores had smaller effect

(g = 0.19) with significant between-level variability (QB (1) = 7.4, p\ 0.01). This find-

ing supported our speculation about the difference between Kapur’s studies and others

discussed above.

Publication bias

Meta-analytic results were accompanied by the inspection of publication bias through

visual inspection of the funnel plot, and the Duval and Tweedie (2000) ‘‘trim and fill’’

methods to find out if any ‘‘missing studies’’ were needed. In the present study, we reported

a funnel plot (Fig. 3) which plots inverse standard error (SE) against Hedge’s g. Studies

with larger standard errors will be close to bottom of the plot and vice versa. The funnel

plot of SE by Hedges’ g appears to be asymmetric with an unequal proportion of studies in

both sides of the plot suggesting that publication bias may exist within our selected studies

due to the lack of sufficient number of studies with negative effect. Figure 3 displays the

trim and fill results, which indicates an imbalance presented by eight imputed studies

(white circles) on the left of the funnel plot. This means that our overall effect size

(g = 0.43, 95% CI 0.17, 0.66), represented by the black circles, was reduced to 0.11

(- 0.14, 0.36) when considering the eight imputed studies. The results of the ‘‘trim and

fill’’ method for this funnel plot (Fig. 3) detects a possible bias in the results of this

analysis.

Discussion

The fact that out of 62 publications examining the learning-from-failure strategy we ended

up with only 12 articles with experimental design, is a telling indication of the state of

experimental research in this area. However, even though small in numbers, these studies

still revealed a moderately positive result for the effect of learning from failure as an
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instructional strategy. Further test results revealed a substantial variability among studies

which justified examining several moderating variables to explain the issue. The results of

this analysis indicated that participants’ grade level, study’s subject matter domain, and

study’s duration had no significant role in the variability among the studies because the

effect sizes were similar across the categories within these moderators.

However, these moderators yielded positive medium effect sizes (see Cohen 1988).

Given these effect sizes, one can speculate that a well-designed experiment in this field

should use sufficient time for application of the strategy in terms of duration of instruction.

In the studies we examined, the duration did not exceed 2 weeks. We contend that longer

exposure to this learning strategy might result in better gain.

In terms of subject matter domain, the majority of studies we examined dealt with math

and science. One can speculate that these authors found math or science to be more

appropriate domains for application of this strategy due to their problem-solving proper-

ties. Further research in areas other than math and science will provide information on

strategy’s effectiveness across subject domains (Kapur 2015).

For grade level, the moderate effect size for junior high and high school participants

over the college level participants might be explained by citing the difficulties of con-

trolling conditions when conducting experiments in college level classes. Further research

of the failure-based learning strategy at the college level may prove to the contrary.

A large number studies included in our analysis were conducted by one scholar by

himself or in collaboration with others. This behooved us to examine the studies in terms of

the researcher. We found a significant difference between the studies of this one scholar

and others in terms of the effect size reported. Examining the results further, we realized

that the difference was due to this author’s reporting of adjusted means for his studies.

Focusing on adjusted means as a moderator, we further analyzed the studies and found that

studies that reported unadjusted means showed lower effect sizes. On the other hand,

studies with adjusted means reported significantly higher effect sizes. These findings

prompted us to speculate that by reporting adjusted means one practically account for or

Fig. 3 Funnel plot. This figure depicts publication bias in our results
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control some of the variables that may contribute to the lower effect size of the treatment

thus making the analysis more robust in terms of reporting the impact of the strategy used

with treatment groups.

Another issue worthy of discussion is the fact that we computed a combined effect

across outcomes for the studies with multiple outcomes and multiple comparisons. Just like

calculating means for any sets of data, one may misrepresent the size of the actual reported

effect sizes individually for each outcome. For example, the effect sizes for Loibl and

Rummel (2014a, b) studies were reported close to zero while the authors reported a

positive effect size for their treatment group dealing with conceptual knowledge (e.g.,

d = 1.35) and a negative effect size for the same subjects in procedural knowledge (e.g.,

d = - 0.68) favoring the control group’s participants.

The implications of these findings for designing and developing instruction includes

using the strategy because of its effectiveness, especially as it seems to be more malleable

to systematic design of instruction. Compared to other strategies used in the studies

included in this analysis the failure-based strategy showed a positive and significant result.

This indicates that the instructional designers and instructors may include the strategy in

the courses they design and teach. However, the work of Tawfik et al. (2015) demonstrate

the design complexity of using the strategy. This implies that in designing instruction, one

need to consider the components of the strategy in relation to the instructional goals. We

suggest complementing the strategy with ones that have more empirical basis. The sys-

tematic features of instructional design will lend themselves to more easily employing this

strategy.

Limitations

A major limitation in our study was the lack of sufficient number of studies reporting

negative effect sizes due to the limited number of group comparison studies in this area.

This limitation presents the possibility of publication bias. Even though the reported funnel

plot (Fig. 3) was almost symmetric, we still need more studies with negative effect sizes to

eliminate a potential bias. The insufficient number of studies in this area presented another

problem which could be a limitation for gaining a better understanding of the impact of

learning from failure as an instructional strategy. Even though we used several keywords in

our search for related studies from multiple sources, we ended up with a number of studies

that represented only two of the keywords: Productive Failure and Failure-Driven

Memory. This again, is another indication of lack of empirical studies dealing with this

topic. We suggest that a better analysis such as ours would benefit from having more

studies available.

The complexity of this topic is demonstrated by the number of constructs related to the

different dimensions of the topic (see Tawfik et al. 2015). Failure-based learning, while a

topic of interest for scholars, seems to present a multi-faceted area of research which limits

conducting experimental studies in which one can control or account for this multi-di-

mensionality. Thus, this presents a limitation for future studies interested in exploring this

topic.
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