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Abstract Given that grammatical and spelling errors have been found to influence per-

ceived competence and credibility in written communication, this study examined how a

student’s grammar and spelling errors affect how other students respond to the student’s

postings in four online debates hosted in asynchronous threaded discussions. Message-

response exchanges were sequentially analyzed to identify patterns in students’ replies to

arguments and challenges with counter-challenges, explanations, and evidentiary support

posted by students that exhibited low versus high number of grammatical and spelling

errors. Although no causal inferences can be drawn from this study, the findings never-

theless suggests that: (a) arguments posted by high-error students are more likely to be

challenged than arguments posted by low-error students; (b) exchanges between high-error

students can amplify the effects of grammar/spelling errors; and (c) higher levels of

argumentation can be achieved by placing students into groups that are heterogeneous in

writing skills in general. The findings and methods used in this study lay the groundwork

for further research on strategies for managing individual differences in students’ grammar

and spelling (and other student behaviors in general) and increasing the level of critical

discourse in online discussions.
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Introduction

Asynchronous online discussions are widely used as a key component of online courses

(Ertmer et al. 2007) based on the assumption that dialogue is a process that helps students

articulate supporting and opposing viewpoints, explain and justify their reasoning, and

construct new meaning and knowledge (Pena-Shaff and Nicholls, 2004). However, studies

on student interactions in online discussions more often than not report interactions that

exhibit very little critical discourse and higher-order thinking (Meyer 2003; Rourke and

Kanuka 2007; Hew et al. 2010). Moreover, most people in general are not very good

arguers (Tannen 1998). One approach to addressing this problem is to use asynchronous

discussion forums in ways that facilitate collaborative argumentation—an instructional

activity used to foster critical reflection and discussion in both face-to-face and online

environments (Veerman et al. 2002). Argumentation involves the process of building

arguments to support a position, considering and weighing evidence and counter-evidence,

and testing out uncertainties to extract meaning, achieve understanding, and resolve dif-

ferences of opinion (Van Eemeren et al. 2008). This process not only plays a key role in

increasing students’ understanding but also in improving group decision-making and

problem solving (Lemus et al. 2004; Wegerif et al. 1999). As a result, argumentation is a

skill that is not only essential across academic disciplines like science, law, business, but

also essential for everyday life.

A variety of online environments have been developed to facilitate argumentation using

argumentation scripts presented in the form of question prompts and sentence openers

(e.g., ‘‘I disagree because…’’ and ‘‘This is true because…’’). This technique is used to

provide students with guidance on what dialog moves to perform and at what specific times

to help students construct and evaluate one another’s arguments (Noroozi et al. 2012).

Some of these online environments include Belvedere (Cho and Jonassen 2002; Jonassen

and Kwon 2001), CSILE (Scardamalia and Bereiter 1996), ACT (Duffy et al. 1998; Sloffer

et al. 1999), Hermes (Karacapilidis and Papadias 2001), FLE3 (Leinonen et al. 2002),

AcademicTalk (McAlister et al. 2004), Interloc (Ravenscroft et al. 2008), and Negotia-

tionTooli (Beers and Boshuizen 2004). The use of sentence openers for example has been

found to increase the frequency of relevant claims and arguments (Schwarz and Glassner

2007), reasoned claims, disagreements, rebuttals (McAlister et al. 2004), qualified claims,

counter arguments (Stegmann et al. 2007), and on-task contributions (Baker and Lund

1997; Schwarz and Glassner 2007). Overall, this body of research provides insights into the

intersection between two of three elements in the ‘‘community of inquiry’’ framework

(Garrison and Archer 2003) used to guide research on online learning—these two elements

being teaching presence (e.g., designs for facilitating discourse) and cognitive presence

(e.g., cognitive operations like those used in argumentation). Social presence (e.g., socio-

emotional relationships, effective communication) is the third element in the framework

that has been examined frequently in recent research on online learning, but one that needs

to be examined in relation to (not artificially separate from) cognitive and teacher presence

(Garrison 2007).

One way to gain insight into the intersection between all three elements (social, cog-

nitive, and teaching presence) is to examine how students express their arguments, how this

affects the way students perceive one another, and how their perceptions of one another

affect the way they respond to one another in terms of the cognitive operations they

perform in producing a response. One approach to conducting this type of study is to use

sequential analysis to examine argumentation in terms of dialog move sequences and to
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determine how particular social characteristics of a message (or messenger) influences the

way students respond to the message. By using sequential analysis to capture the dynamic

nature of online discourse in terms of temporal and sequential patterns in message-re-

sponse exchanges, one can test and determine the relationships between social and cog-

nitive presence (Kapur 2011). However, only two studies have used this particular

approach to examine students’ interactions in computer-supported collaborative argu-

mentation (Jeong 2005a, b, 2006).

Jeong (2006) used sequential analysis to examine how messages presented versus not

presented in a more pleasant, socially-amenable, and ‘‘conversational’’ style (with greetings,

emoticons, acknowledgments, addressing others by name) affected how students responded

to messages. In this study, students participated in online debates and were instructed to

restrict and tag each of their postings as either an argument that supports or opposes the main

claim under debate (?ARG, -ARG), a challenge (BUT), an explanation (EXPL), or sup-

porting evidence (EVID). The findings showed that arguments presented in a conversational

style elicited challenges in .90 of its replies whereas arguments presented in a purely

expository style elicited challenges in only .52 of its replies. Challenges presented in a

conversational style elicited up to eight times more responses providing further explanations

for a given argument than challenges presented in expository style. In addition, the proba-

bility of eliciting an explanation in response to a challenge was .09 when challenges were

presented in expository style versus .23 when presented in a conversational style.

In the second study, Jeong (2005a) again used sequential analysis to examine the

number and types of replies elicited by arguments and challenges presented with versus

without the use of linguistic qualifiers (e.g., if, maybe, might, sometimes, but, probably, I

think, though) in online debates. Like Jeong’s (2006) study, students participating in the

debate classified and labeled their messages as arguments, challenges, supporting evidence,

or explanations prior to posting each message. Using this approach, the study found that

qualified arguments elicited .41 fewer replies (effect size = -.64). Furthermore, the

reduction in replies was greatest when qualified arguments were presented by females as

opposed to arguments posted by males. No significant differences were found in the

number or the types of replies elicited by challenges presented with versus without

qualifiers. Both studies above (Jeong 2005a, b, 2006) illustrate how the manner and form in

which ideas are presented can influence the level of argumentation in online debates when

argumentation is examined in terms of message-response sequences.

Another way in which students’ postings can vary in manner and form is the number of

grammatical and spelling errors (GSE) found in students’ postings. At this time, no studies

have yet been conducted to provide direct evidence to show a direct link between GSE and

the way students post replies to messages. However, findings from prior studies have found

that GSE can affect perceived credibility (Liu 2004; Morris et al. 2012) much like the way a

speaker’s verbal fluency, such as the number of verbal stumbles or ‘‘speed and ease of verbal

production’’ (Lezak et al. 2004, p. 518), can affect how others perceive the competence,

credibility and persuasiveness of the speaker (Burgoon et al. 1990; Berger 1997; Myers and

Bryant 2004). Most of all, perceived credibility has been found to affect message acceptance

(Carpenter 2012). These two sets of findings when taken together suggest that GSE can

affect message acceptance. Under the assumption that accepted messages are likely to elicit

responses that provide supporting evidence and explanations whereas rejected messages are

likely to elicit challenges and/or counter-evidence, it is reasonable to believe that GSE in a

message can potentially affect the types of responses elicited by messages.

As a result, the purpose of this studywas to examine how students’ GSE in online postings

influence how postings elicit certain types of responses (e.g., how likely students are to
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respond to arguments with challenges and respond to challenges with counter-challenges

versus explanations versus supporting evidence). This study hypothesized that: (a) argu-

ments are more likely to elicit replies that challenge the arguments when arguments are

posted by students with high GSE than by students with low GSE; (b) challenges posted by

students with high GSE are more likely to elicit counter-challenges, supporting evidence,

and explanations than challenges posted by students with low GSE. The Dialogic theory of

language (Bakhtin 1981; Koschmann 1999) provided the rationale in this study to focus

exclusively on four and only four specific types of messages-response sequences (in order to

minimize chances of committing Type I error) and how they are affected by students’ GSE.

The main assumption of the Dialogic theory is that conflict is produced not by examining an

utterance by itself (e.g., comparing the frequency of challenges posted in an online debate),

but by examining the relationship between utterances (e.g., the probability that a presented

claim elicits a response that challenges the claim). As a result, meaning is re-negotiated and

re-constructed as a direct result of cognitive conflict produced in social exchanges

(ARG ? BUT), and that conflict is the primary force that drives the processes of critical

inquiry by eliciting supporting evidence (BUT ? EVID), further explanations

(BUT ? EXPL), and rebuttals (BUT ? BUT). In other words, the need to explain, justify,

and understand is felt and acted upon only when conflicts or errors are brought to attention

(Baker 1999). Support for this theory and its assumptions can be found from the extensive

research on collaborative learning that show conflict and the consideration of both sides of an

issue is what drives inquiry, reflection, articulation of individual viewpoints and underlying

assumptions, and deeper understanding (Johnson and Johnson 2009; Wiley and Voss 1999).

Based on the assumptions of the Dialogic Theory and the role of conflict in driving

further inquiry, the purpose of this study was to examine the effects of students’ GSE on

four specific message-response exchanges (ARG ? BUT, BUT ? BUT, BUT ? EXPL,

BUT ? EVID) to determine how likely a presented argument elicited responses that

challenged the argument, and how likely a challenge elicited supporting evidence versus

explanations versus counter challenges. As a result, the questions examined in this study

were the following:

1. What are the response probabilities across the four types of exchanges when

arguments and challenges are posted by students that exhibit high versus low GSE, and

what differences exist in the response probabilities between the two groups?

2. To explore the potential effects of GSE in homogeneous groups, what are the

differences in response probabilities in each of the four types of exchanges when both

the message and the responses are posted by students with high versus low GSE?

3. To explore the potential differences between homogeneous versus heterogeneous

groups, what are the response probabilities in each of the four types of exchanges

when high-GSE students respond to the messages of low-GSE students, and vice

versa? How do these probabilities differ from those produced in homogeneous groups?

Method

Participants

The participants were 72 graduate students (42 females, 30 males; five international stu-

dents) aggregated across the fall 2005 (n = 20), fall 2006 (n = 17), spring 2007 (n = 20),

and fall 2007 (n = 15) semesters of an online graduate-level course titled ‘‘Introduction to
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distance learning’’ at a large southeastern university. The majority of the students were

Master’s level students majoring in instructional systems. Eight of the students were

doctoral students in instructional systems.

Debate procedures

The students participated in four weekly online team debates using asynchronous threaded

discussion forums in BlackboardTM, a web-based course management system, in weeks 4,

5, 7 and 10 of the semester. The debates were structured so that: (a) student participation in

the four debates contributed to .036 of the course grade; (b) for each debate, students were

required to post at least four messages; (c) prior to each debate, students were randomly

assigned to one of two teams (balanced by gender with half the class assigned to one team

and half the class assigned to the other team) to either support or oppose a given position;

and (d) students were required to vote on the team that presented the strongest arguments

following each debate. The purpose of each debate was to critically examine design issues,

concepts and principles in distance learning covered during the week of the debate. Stu-

dents debated on the following claims: ‘‘Given the data and needs assessment, the fictitious

country of NED should not develop a distance learning system’’, ‘‘The Dick & Carey ISD

model is an effective model for designing the instructional materials for this course’’,

‘‘Type of media does not make any significant contribution to student learning’’, and ‘‘Print

is the preferred medium for delivering a course study guide’’.

Prior to each debate, students were presented a list of four message categories (Table 1)

that determined the types of postings students can contribute to the online debates. Based

on Toulmin’s (1958) model of argumentation, each message category was presented with a

description of its function, an example posting, and an assigned message label. In each

debate, students were instructed to restrict each posting to serve only one function at a

time, and to insert the corresponding message label into the subject headings of each

message (Fig. 1). The course instructor occasionally checked and asked students to correct

errors or omissions in the message labels and subject headings. No participation points

were awarded for a given debate if a student did not follow the protocol. Overall, the

percentage of labels that students correctly assigned to their postings was 86.7% (based on

a review of a sample of the 1557 postings contributed to the debates).

Students were also instructed to identify each message by team membership by pref-

acing each message label with a ‘‘-’’ for opposing or ‘‘?’’ for supporting team (e.g.,

?ARG, -ARG). These tags enabled students to locate the exchanges between the

opposing and supporting teams during the debates (e.g., ?ARG ? -BUT) and respond to

the exchanges to advance their team’s position. An example debate forum is illustrated in

Fig. 1.

The data set

The 1557 messages posted to the debates were copied and pasted into Microsoft WordTM

and the number of grammatical errors (identified in MS Word by green underlined text)

and spelling errors (identified in MS Word by red underlined text) observed in each posting

was counted. Spelling errors noted in proper names, word abbreviations and message labels

posted in the subject headings were not counted as an error. Although it is not known to

what extent students used grammar and spelling checking outside of the BlackboardTM

discussion forums prior to making each posting, each student was classified into either the

high or low GSE group based solely on the total number of GSE each individual student
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produced in all their postings across all four debates (M = 4.96, SD = 6.99) divided by the

total number of words (M = 513.39, SD = 565.8) contributed by the student. The median

score was used to classify each student as high-GSE (n = 35, 1 international student) and

low-GSE (n = 37, 4 international students). Overall, 53% of the errors identified by MS

Word were spelling errors and 47% were grammatical errors (e.g., use of passive voice,

over use of contractions, lack of precision, missing comma, missing space after period or

parentheses, over use of jargon, wordiness). To examine the validity of the grammar and

spelling errors identified by MS Word, the errors found in the first two debates from the fall

2005 semester (consisting of a total of 226 student postings) were cross examined. Of the

35 spelling errors identified by MS Word, all 35 were correctly identified misspellings. Of

the 55 grammatical errors identified by MS Word, 49 of the 55 (or 89%) were found to be

legitimate errors in grammar/style. The 6 grammatical errors that were found to be bor-

derline errors were cases where students used phrases commonly found in conversations

but not typically found in written expository text (e.g., ‘‘Point well taken’’, using don’t

versus do not).

The message labels that students assigned to each posting was modified to identify both

the type of posting (ARG, BUT, EXPL, EVID) and group (i.e., H = low-GSE, L = high-

GSE). An L and H was added to the end of the label to identify a message posted students

that produced a low and high number of GSE, respectively. As a result, a total of eight

message types were included in the data analysis (ARGL, BUTL, EXPLL, EVIDL, ARGH,

BUTH, EXPLH, EVIDH). The messages that students did not explicitly or clearly label at

the time of posting were assigned the code OTHER. The message labels were then entered

in one single column of a spreadsheet in the order in which they appeared on the discussion

forum like the one shown in Fig. 1. To the immediate right of each message label listed in

the spreadsheet, the number of indentations (or thread level) preceding each message label

and heading presented in the forum was entered into the adjacent column. This sequential

data was copied and pasted into the Discussion Analysis Tool or DAT (Jeong 2013) to tally

Table 1 Example instructions on how to label messages posted to the online debates

Label Definition of label

? If you are on the SUPPORTING team, ALL your posted messages must include the ? tag before
each message label

- If you are on the OPPOSING team, ALL your posted messages must include the—tag before each
message label

ARG# ARGUMENT: Identifies a message that presents one and only one argument or reason to support
your team’s position. Number each posted argument by counting the number of arguments
already presented by your team. Example argument supporting use of threaded discussions over
use of chat rooms: ?ARG2 Produces Deeper Discussions

EXPL EXPLANATION: Identifies a response that provides additional support or sub-arguments,
explanation, clarification, or elaboration:

?EXPL Can Participate in Multiple Threads

BUT CHALLENGE: Identifies a response that questions/challenges the merits, logic, relevancy,
validity, accuracy or plausibility of a claim or challenge:

BUT Multiple Threads Produces Cognitive Overload

EVID EVIDENCE: Identifies a response that provides numbers, data, proof or evidence to verify or
establish the validity of an argument or challenge: ?EVID Discussion Threads Are 50% Longer
On Average
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the frequency in which each type of message was posted in direct reply to the other

message types across all 1557 postings. DAT was then used to compute transitional

probabilities based on the observed frequencies, compute z-scores to determine which

probabilities are significantly higher and lower than the expected probability, and generate

transitional state diagrams to visually convey observed patterns in the transitions between

the four types of messages examined in this study.

Figure 2 shows that in this study, for example, a total of 112 arguments (ARGH) were

posted by high-GSE students. Among the replies to ARGH, .39 of the responses were

challenges from high-GSE students (.39 = 71 BUTH replies divided by 183 total replies to

ARGH). In contrast, only .18 of all responses to ARGH were challenges (BUTL) from low-

GSE students (.18 = 33 divided by 182 total replies to ARGH). Using z-scores to oper-

ationally define which message-responses sequences are to be identified as a ‘‘response

pattern’’, the .39 probability (presented in bold font) of a BUTH response to ARGH was

significantly higher than the expected probability because its z-score value of ?4.55 was

greater than the critical z-score of ?1.96 at p\ .05. The .18 probability (presented in bold

and underlined) of a BUTL response to ARGH was significantly lower than the expected

probability because its z-score value of -4.06 was lower than the critical z-score of -1.96

at p\ .05.

Fig. 1 Debate with labeled messages in a BlackboardTM threaded discussion forum. Messages assigned
with incorrect message labels (e.g., ?SUPP in line 12) were omitted from analysis
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The z-score statistic was based on a formula developed by Bakeman and Gottman

(1997) that takes into account not only the observed total number of responses following

each given behavior, but also the marginal totals of each response observed across all

behaviors. The stability of the z-scores, however, depends on two conditions: a) the

observed transitional probability with a significant z-score must be based on a cell fre-

quency of 4 or more; and b) the total number of tallies in each frequency matrix should be

four to five times the total number of cells in the frequency matrix (Bakeman and Gottman

1997, p. 145). The data presented in Fig. 2 in addition to all subsequent partitioning of the

data used to address the research questions examined in this study meet both of these

conditions. Given the large number of z-score tests presented in the z-score matrices, the

chances of committing a Type I error was minimized by focusing on only the four types of

message-response exchanges (e.g., ARG ? BUT, BUT ? BUT, BUT ? EVID, and

BUT ? EXPL) viewed to be fundamental to the process of argumentation in accordance

to the Dialogic theory and its assumptions.

Fig. 2 DAT screen shot of a table presenting the transitional probabilities for the type and number of
replies to each message type with their corresponding z-scores. Labels in left column lists the messages by
category, and labels in the top row lists the types of responses posted in reply to the messages listed in the
left column. ARGH and ARGL argument posted by high-GSE and low-GSE students, respectively; BUT
challenges; EXPL explanations; EVID supporting evidence; Replies total number of message posted in reply
to the given message identified in the left-most column; Given the total number of messages of the message
type identified in the left-most column; No Replies the number of messages of the given message type that
elicited no replies at all. Transitional probabilities in bold and probabilities in bold plus underlined are
significantly higher and significantly lower than expected, respectively, based on z-score values (presented
in gray)
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Results and discussion

Responses to messages posted by high- versus low-GSE students

Data analysis

To examine how students (high- and low-GSE students combined) responded to messages

posted by high-GSE students, the observed response frequencies for ARGL, BUTL,

EXPLL, and EVIDL presented in the top left quadrant of Fig. 2 were aggregated with the

frequencies in the top right quadrant of Fig. 2 to produce the transitional probability and z-

score table presented on the left side of Fig. 3. In addition, the observed response fre-

quencies for ARGH, BUTH, EXPLH, and EVIDH in the lower left quadrant of Fig. 2 were

aggregated with the frequencies in the lower right quadrant of Fig. 2 to produce the

transitional probability and z-score table presented on the right side of Fig. 3.

The probabilities presented in each of the two tables in Fig. 3 were converted into two

transitional state diagrams (Fig. 4). The state diagrams are graphical representations used

to visually and efficiently identify similarities and differences in response patterns gen-

erated by messages posted by high- versus low-GSE students. The diagrams can also be

used to determine whether there are more global patterns in longer sequences and chain of

responses (e.g., EXPL ? BUT ? BUT). In the state diagrams, the black-colored arrows

and the arrows drawn with dotted lines identify transitional probabilities found to be

significantly higher and lower than expected, respectively, based on z-score tests with

alpha p = .05. Gray-colored arrows identify probabilities that were neither greater nor

lower than the expected probability. The first and second value in each node specifies

number of times the given message type was observed and the number of responses posted

in reply to the given message type, respectively. The size of the glow emanating from each

node conveys the frequency in which the message type was observed relative to the

frequency of other message types observed within the group.

Main findings on response probabilities

Arguments posted by high-GSE students elicited proportionally more challenges than

arguments posted by low-GSE students (.58 versus .41). These findings support the

hypotheses that arguments posted by high-GSE students (and the resulting decrease in

Fig. 3 Screen shot from DAT with aggregated response frequencies and probabilities for examining
patterns in responses to messages posted by high and low-GSE students
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perceived credibility/authority) can increase students’ inclination to challenge the argu-

ments posted by high-GSE students. Challenges posted by high-GSE students elicited

proportionally more counter-challenges than challenges posted by low-GSE students (.70

versus .62). The findings also show that challenges posted by high-GSE students elicited

proportionately fewer responses with supporting evidence than challenges posted by low-

GSE students (.12 versus .13) and fewer responses to explain and build on the arguments

(.18 versus .24). As a result, the overall trend in these findings provide some support for the

hypotheses that challenges posted by high-GSE students (and students that are possibly

perceived to possess less credibility/authority) elicits proportionately fewer rebuttals and

justifications in the form of explanations and supporting evidence.

The Yule’s Q test was used to determine to what extent these observed differences in

response probabilities were associated with students exhibiting high and low GSE. The

range of possible values for the phi-coefficient ø is -1 to 1 with zero indicating no

association, with .90 an above indicating an extremely strong relationship, .70 to .89

indicating a strong relationship, .50 to 69 a moderate relationship, .30 to .49 a low rela-

tionship, and .30 and below a weak relationship. The tests revealed the following findings:

Fig. 4 Transitional state diagrams revealing patterns in responses to messages posted by high- versus low-
GSE students. a Responses to messages posted by students with HIGH errors. b Responses to messages
posted by students with LOW errors. ARG argument, BUT challenge, EVID supporting evidence, EXPL
explanation; H suffix denotes messages posted by low-GSE students, L suffix denotes messages posted by
high-GSE students; Black and gray colored arrows denote transitional probabilities that are and are not
significantly higher than expected, respectively, based on z-scores at p\ .05; Dotted lines denote
probabilities significantly lower than expected; the size of glow surrounding each dialog move conveys the
relative frequency of the dialog move; first digit in node conveys number of times dialog move was
observed, and second digit following the greater than symbol is the total number of messages posted in
response to the dialog move
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(1) differences in the probability of challenges posted in reply to the arguments of high-

versus low-GSE students (.58 versus .41) showed a low association with students’ errors

(ø = .242; SE = .075); (2) differences in the probability of counter-challenges posted in

reply to challenges from high- versus low-GSE students (.70 versus .62) showed little or no

association with student errors (ø = .119; SE = .068); (3) differences in the probability of

evidentiary support posted in reply to challenges from high- versus low-GSE students (.12

versus .13) showed no association with student errors (ø = -.019; SE = .141); and (4)

differences in the probability of explanations posted in reply to challenges from high-

versus low-GSE students (.18 versus .24) showed little or no association with student errors

(ø = -.147; SE = .11).

Post-hoc tests on differences in response frequencies

Given the observed differences in some of the response probabilities, post hoc Bonferroni

two-tailed t-tests were conducted to test for differences in response frequencies. A sig-

nificant difference was found in the mean number of challenges posted in reply to argu-

ments posted by high (M = .93, SD = 1.03, n = 112) versus low-GSE (M = .59,

SD = .82, n = 248) students, t(358) = -3.30, p = .001. Arguments posted by high-GSE

students elicited .57 more challenges (ES = ? .18) than arguments posted by low-GSE

students. No significant difference was found in the mean number of counter challenges

posted in reply to challenges from high-GSE (M = .42, SD = .689, n = 322) versus low-

GSE students (M = .38, SD = .631, n = 393), t(713) = -.925, p = .36. No significant

difference was found in the mean number of EVID posted in reply to BUTH (M = .071,

SD = .258, n = 322) versus BUTL (M = .079, SD = .279, n = 393), t(713) = .367,

p = .71. No significant difference was found in the mean number of EXPL posted in reply

to BUTH (M = .10, SD = .318, n = 322) versus BUTL (M = .15, SD = .367, n = 393),

t(713) = -1.59, p = .11. These findings altogether correspond with the observed differ-

ences in response probabilities because: a) higher response probabilities correlated with

higher response frequencies (Pearson r = .734); and b) significant differences in response

frequencies were found where some association was found between response probabilities

and errors, and no significant differences in response frequencies were found where little or

no association was found between response probabilities and errors.

Overall comparisons of message-response patterns

A full post hoc comparison of the state diagrams in Fig. 6 revealed two similar patterns in

the responses to messages posted by low-GSE and high-GSE students: (1) arguments from

both high- and low-GSE students had the tendency to elicit less than the expected number

of challenges, with arguments from high-GSE students eliciting challenges in .58 of its

responses (z-score = -2.11, p\ .05) and arguments from low-GSE students eliciting

challenges in .41 of its responses (z-score = -5.35, p\ .05); and (2) challenges from both

high- and low-GSE students elicited significantly more than expected counter-challenges,

with challenges from high-GSE students eliciting counter-challenges in .70 of its responses

(z-score = 2.26, p\ .05) and arguments from low-GSE students eliciting counter-chal-

lenges in .62 of its responses (z-score = 2.97, p\ .05). Because both high- and low-GSE

students showed a tendency to respond to arguments with challenges less often than

expected, this likely helped to increase the potential for the arguments of high-GSE stu-

dents to elicit more challenges than the arguments posted by low-GSE students (which was

the case as reported above). In contrast, there was likely to be less potential for the

A sequential analysis of responses in online debates to… 1185

123



challenges from high-GSE students to elicit more counter challenges than the challenges

from low-GSE students because the challenges from low-GSE students already possessed

the tendency to elicit counter-challenges at a higher than expected probability. Note: The

number of arguments posted in reply to other arguments was omitted from analysis

because students were instructed to post each argument in a new discussion thread (not in a

reply to a previously posted argument).

With regards to the differences in response patterns, the state diagrams revealed three

unique patterns in the responses to messages posted by low-GSE students. Arguments

posted by low-GSE students showed a tendency to elicit supporting evidence (z-

score = 5.05, p\ .05). Yule’s Q test revealed a low association between this pattern and

student errors (ø = -.369; SE = .103). This finding suggests that students were more

inclined to accept and lend evidentiary support (as opposed to challenging) to the argu-

ments posted by low-GSE students (students that may be perceived to have more credi-

bility/authority). Challenges posted by low-GSE students elicited fewer than expected

responses with supporting evidence (z-score = -3.45, p\ .05). This finding suggests that

students were more likely to bow down to the challenges from low-GSE students. As a

result, students were less inclined to rebut these challenges with evidentiary support for the

challenged argument. However, the Yule’s Q test revealed no association between this

pattern and student errors (ø = -.019; SE = .141). Explanations posted by low-GSE

students had the tendency to elicit more challenges (z-score = 2.29, p\ .05). However,

the Yule’s Q test revealed no association between this pattern and student group

(ø = -.078; SE = .106).

Response patterns in exchanges between students within group

Data analysis

To determine the potential effects of GSE when students engage in argumentation in

homogeneous groups, patterns in how high-GSE students responded to other high-GSE

students were compared with how low-GSE students responded to other low-GSE students.

To make this comparison, the frequencies reported in the upper left quadrant of Fig. 2

(along with the marginal total for number of givens) were extracted and placed into its own

frequency matrix in the DAT software (see Fig. 5) to compute a new set of transitional

probabilities and z-scores. These results are presented graphically in the right transitional

state diagram in Fig. 6. Next, the frequencies reported in the lower right quadrant of Fig. 2

(along with the marginal total for number of givens) were extracted and placed into its own

frequency matrix to compute a new set of transitional probabilities and z-scores. These

results are presented graphically in the left transitional state diagram in Fig. 6.

Differences in response probabilities within group

The arguments posted by high-GSE students elicited proportionally more challenges than

arguments posted by low-GSE students (.53 versus .34). The Yule’s Q test showed a low

association between this response pattern and student errors (ø = .306; SE = .087). This

finding supports the hypotheses that high-GSE students (and resulting decrease in per-

ceived credibility/authority) can increase students’ inclination (particularly high-GSE

students) to challenge the arguments posted by high-GSE students. Challenges posted by

high-GSE students elicited proportionally more counter-challenges than challenges posted

by low-GSE students (.75 versus .58). However, the Yule’s Q test showed a weak
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association between this response pattern and student errors (ø = .181; SE = .078). The

challenges posted by high-GSE students elicited proportionately fewer responses with

supporting evidence than challenges posted by low-GSE students (.10 versus .16). The

Yule’s Q test showed a weak association between this response pattern and student errors

(ø = -.234; SE = .162). The challenges posted by high-GSE students elicited propor-

tionately fewer explanations than the challenges posted by low-GSE students (.15 versus

.26). The Yule’s Q test showed a weak association between this response pattern and

student errors (ø = -.285; SE = .127). Although the association between the patterns of

responses to challenges and student errors were weak overall, the overall consistency and

trends in the observed differences supports the hypothesized effects of GSE on how stu-

dents respond to arguments and challenges. Furthermore, the phi coefficients observed

across all four types of exchanges between students that exhibited the same level of errors

(low or high) were consistently greater in absolute value than the phi coefficient produced

in exchanges between students with mixed levels of errors (.24 vs. 30, .12 vs. .18, -.02 vs.

-.23, -.15 vs. -.28). This finding suggests that the effects of GSE may be amplified when

students debate in groups that are homogeneous in GSE.

Differences in response frequencies

A post hoc Bonferroni t test revealed no significant differences in the mean number of

challenges posted in response to arguments from high-GSE students (M = .663, SD = .88,

n = 112) versus low-GSE students (M = .459, SD = .725, n = 124), t(df = 234) = 1.665,

p = .097. No significant differences were found in the mean number of counter-challenges

posted in response to challenges from high-GSE students (M = .313, SD = .639, n = 322)

versus low-GSE students (M = .266, SD = .536, n = 394), t(df = 714) = 1.073,

p = .283. No significant differences were found in the mean number of evidence posted in

response to challenges from high-GSE students (M = .04, SD = .197, n = 332) versus low-

GSE students (M = .071, SD = .267, n = 393), t(df = 713) = -1.724, p = .085. No sig-

nificant differences were found in the mean number of explanations posted in response to

challenges high-GSE students (M = .062, SD = .254, n = 322) versus from low-GSE

students (M = .119, SD = .347, n = 394), t(df = 714) = -2.464, p = .014. Although the

correlation between these response frequencies and their corresponding response proba-

bilities was r = .653, these findings suggest that differences in response probabilities do not

necessarily produce significant differences in response frequencies. Moreover, the goal of

increasing response frequencies may not be of any significance or importance given Kapur’s

(2011) finding that response probabilities (not frequency counts) observed in students’

discourse is what predicts learning outcomes achieved in groups.

Overall comparison of message-response patterns

The state diagrams in Fig. 6 reveal more or less the same similarities, differences, and trends

reported previously in the analysis of the state diagrams in Fig. 4. The main finding of

particular interest was produced by cross comparing the state diagrams in Fig. 6. A cross

comparison revealed that when high-GSE students engaged in exchanges with other high-

GSE students and when low-GSE students engaged in exchanges with low-GSE students, the

differences in response rates to messages posted by high- versus low-GSE students noted

previously in Fig. 4 were further amplified. In Fig. 4, the transitional probabilities between

ARGL ? BUT (.41) and ARGH ? BUT (.58) differed by .17. This difference increased to

.19 when examining the transitional probabilities in Fig. 6 between ARGL ? BUTL (.34)
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and ARGH ? BUTH (.53). Likewise, the difference of .08 between BUTL ? BUT (.62)

and BUTH ? BUT (.70) increased to .17 between BUTL ? BUTL (.58) and

BUTH ? BUTH (.75). The difference of .01 between BUTL ? EVID (.13) and

BUTH ? EVID (.12) increased to .06 between BUTL ? EVIDL (.16) and BUTH ? E-

VIDH (.10). The difference of .06 between BUTL ? EXPH (.24) and BUTH ? EXPH

(.18) increased to .11 between BUTL ? EXPLL (.26) and BUTH ? EXPLH (.15).

This set of findings suggests that students’ response to messages may have been

influenced not only by the GSE of the students (and their perceived credibility) that posted

the message, but also by the grammar/spelling skills and perceived credibility of the

student responding to messages. One plausible explanation is that the perceived credibility/

authority of one student is lower from a relative standpoint of another student who per-

ceives him/herself to be high or higher in credibility/authority. In contrast, the perceived

credibility of the one student may be relatively higher from the standpoint of a student who

perceives him/herself to be low or lower in credibility/authority. The implication of this

finding is that the level of argumentation in online debates could be influenced by the

group’s composition in terms of students’ skills in grammar and spelling.

In Fig. 2, the multitude of probabilities that were significantly higher than expected in the

upper left quadrant of the transitional probability matrix (combined with the multitude of

probabilities that were significantly lower than expected in the lower left quadrant) suggests

that high-GSE students were more likely to post replies to other high-GSE students than to

low-GSE students. The multitude of probabilities that were significantly higher than

expected in the lower right quadrant of the transitional probability matrix (combined with the

multitude of probabilities that were significantly lower than expected in the upper right

quadrant) suggests that the low-GSE students were more likely to post replies to other low-

GSE students than to high-GSE students. This pattern suggests that students may be more

inclined (or perhaps more comfortable) to engage in argumentative exchanges with students

that exhibit similar levels of GSE and/or similar level of perceived credibility/authority.

Response patterns in exchanges between students across groups

Data analysis

To determine the potential effects of GSE in heterogeneous groups, post hoc analysis was

conducted to test for differences in response probabilities produced in: a) the responses of

high-GSE students to the messages from low-GSE students; and b) the responses of low-

GSE students to the messages from high-GSE students. The purpose of this analysis was to

Fig. 5 Screen shot from DAT with aggregated response frequencies and probabilities to identify patterns in
responses to messages exchanged between high-GSE and between low-GSE students
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determine if level of argumentation can be improved by forming groups that are homo-

geneous or heterogeneous in GSE by comparing the highest of these response probabilities

to the lowest probabilities observed in the exchanges between students of similar skill. The

left table in Fig. 7 presents the probabilities of responses from low-GSE student to the

messages of high-GSE students, and the right table presents the probabilities of responses

from high-GSE students to the messages of low-GSE students.

Differences in response probabilities

Arguments in the exchanges between low-GSE students elicited proportionately fewer

challenges (.34) than in the exchanges where low-GSE students replied with challenges to

arguments from high-GSE students (.73), ø = .802; SE = .04. Given that a strong asso-

ciation was found between this response pattern and group composition, the finding sug-

gests that heterogeneous groups can nearly double the likelihood of producing challenges

in reply to arguments than groups with only low-GSE students. Challenges in exchanges

between low-GSE students elicited proportionately fewer counter-challenges (.58) than in

the exchanges where high-GSE students replied with challenges to challenges from low-

GSE students (.75), ø = .184; SE = .102. Challenges in exchanges between high-GSE

students elicited proportionately fewer responses with supporting evidence (.10) than in the

exchanges where low-GSE students replied with supporting evidence to the challenges of

high-GSE students (.17), ø = -.358; SE = .189. Challenges in exchanges between high-

Fig. 6 Transitional state diagrams revealing patterns in message-response exchanges between high-GSE
students and between low-GSE students. a Message-response exchanges between students with HIGH error.
b Message-response exchanges between students with LOW error
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GSE students elicited proportionately fewer explanations (.15) than in the exchanges where

low-GSE students replied with explanations to the challenges of high-GSE students (.24),

ø = -.322; SE = .163. These observed differences in response probabilities (and the

associations found between errors and group composition) suggest that higher levels of

argumentation can be achieved by placing students into groups that are heterogeneous

(rather than homogeneous) in grammar/spelling skill.

Association between use of qualifiers and GSE

One of the underlying assumptions of this study was that GSE can affect response patterns

because GSE can negatively impact one’s perceived level of credibility. Similarly, a prior

study (Jeong, 2005a) found that the use of qualifiers (e.g., maybe, might, probably, I think,

though) affected how other’s respond to one’s messages (based on the assumption that

one’s use of qualifiers can also lower one’s perceived credibility). As a result, additional

analysis was conducted to test the relationship between the number of qualifiers

(M = 1.00, STD = .871, n = 453) and number of GSE (M = .494, STD = .780, n = 453)

observed within each message. After removing 12 messages with outlying values in

number of errors and/or qualifiers at 2 standard deviations and above, a significant cor-

relation was found between number of qualifiers and errors, Spearman rank correlation

R = .348, p = .000, n = 453. In addition, the mean number of GSE in messages with

qualifiers (M = 1.179, STD = .846, n = 452) was significantly greater than the number of

errors in messages with no qualifiers (M = .909, STD = .870, n = 452), t(452) = -.317,

p = .001. One plausible reason for the observed association between GSE and use of

qualifiers is that the students that produced more errors may be students that were less

competent than the students that produced fewer GSE, and hence were less confident and

certain about the accuracy and veracity of the claims they presented in the debate.

Discussion

Given that no prior studies have examined how GSE affect message-response exchange in

online discussions, this study produced the first findings to show that GSE can affect the

nature of student-to-student interactions and level of argumentation in online debates. The

Fig. 7 Screen shot from DAT with aggregated response frequencies and probabilities to examine patterns
in low-GSE students’ replies to high-GSE students and vice versa
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main findings in this study were the following: a) arguments posted by high-GSE students

elicited significantly more challenges than arguments posted by low-GSE students, while

the challenges posted by high-GSE students (though not statistically significant) showed

the tendency to elicit fewer replies with counter-challenges, supporting evidence, and

explanations; b) these differences in response probabilities were magnified when high-GSE

students responded with challenges to the arguments of other high-GSE students; and c)

level of argumentation was higher when students of different levels of error exchanged

messages and responses with one another compared to exchanges between only high-GSE

students and/or only low-GSE students. Overall, responding to arguments with a challenge

was the one type of exchange most likely to be affected by students’ GSE. The other three

types of exchanges (challenge ? counter-challenge, challenge ? supporting evidence,

challenge ? explanation) were also found to be affected by GSE, but its effects were very

small. These negative yet small effects are consistent with the findings in Carpenter’s

(2012) study which found the effects of verbal stumbles on persuasiveness and message

acceptance to be negative but small.

The main explanation for these findings can be drawn from prior studies showing that:

(1) GSE in written communications can affect perceived credibility (Liu, 2004; Morris

et al., 2012) just like the way verbal fluency (e.g., pauses, stutters) in face-to-face com-

munication can affect how people perceive the speaker’s credibility and competence

(Burgoon et al., 1990; Berger, 1997; Myers, and Bryant, 2004); and most of all, (2)

perceived credibility can influence the decision to accept or challenge the ideas presented

by the speaker (Carpenter, 2012). Furthermore, the students in this study that made the

most GSE showed a moderate tendency to use more qualifiers to hedge their claims. These

two factors together (GSE and use of qualifiers) help to explain why the arguments posted

by high-GSE students were less likely to be accepted by other students and instead were

more likely to be challenged by students than the arguments posted by low-GSE students

(students that used fewer qualifiers and were perceived to be more competent and credible).

The same explanation can be applied to the differences in the probability of responses to

challenges with counter-challenges, supporting evidence, and explanations. One reason as

to why the effects of GSE on the responses to challenges (counter-challenge, supporting

evidence, explanations) were smaller than its effects on the response to arguments with

challenges is that these three particular types of exchanges occurred later in a discussion

thread following the posting of an argument. Previous studies have found that the later a

message is posted to the discussion thread, the less likely the message is to elicit a response

due to the growing number of new messages posted to the discussion forum that competes

for students’ attention and responses (Hewitt, 2005; Jeong, 2004). As a result, the prob-

ability of a response of any kind to a given challenge was likely depressed by this inherent

nature of online threaded discussions.

In regards to the instructional implications, the findings suggest that instructors

encourage students to: (1) minimize GSE by using a spell checker; and (2) do their best to

focus less attention on GSE while focusing more attention on the substantive nature (e.g.,

accuracy, veracity, relevance) of other students’ postings. By doing so, students may be

more likely to evaluate and rebut all presented arguments (and not just the arguments of the

select few) and as a result, exchange and integrate more diverse viewpoints from all

participants. In addition, the findings suggest that instructors take the necessary steps to

form discussion groups that are heterogeneous in GSE (or more broadly speaking,

heterogeneous in writing skills, language proficiency, and/or nationality) in order to

maximize opportunities for all students to engage in high-level argumentation. These

practices can help to ensure that all ideas posted by all students regardless of their writing
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skills are critically discussed and cross-examined to evaluate and establish the accuracy

and veracity of each claim presented in a debate. Future studies down the line will be

needed to determine (using controlled experiments) whether these strategies promote

higher levels of argumentation, and to what extent improvements in argumentation help to

achieve particular outcomes like better group decision making and problem solving. Such

tested and proven strategies will become increasingly important as international partner-

ships in distance learning programs grow in number and bring together students with more

diverse language and writing proficiencies.

However, the findings in this study are not necessarily conclusive. Future studies will

need to: (a) measure the quality of students’ postings (e.g., accuracy, clarity, relevance,

veracity) and its effect on how students respond to the posting to isolate and determine the

relative effects of students’ GSE and use of qualifiers; (b) control for and test the effects of

group composition; (c) control for GSE by comparing two debates—one with and one

without the use of grammar/spelling checking—to verify the cause-effect relationship

between GSE and level of argumentation; (d) directly measure how students’ perceptions

of credibility/authority are affected by students’ GSE to determine to what extent response

patterns are affected by GSE versus perceptions of credibility versus message quality;

(e) test the effects of GSE observed in each type of message when messages are posted

anonymously; (f) examine exchanges produced by students with greater variance in GSE

(e.g., undergraduates, high school students) to seek out larger differences in response

patterns and test the effects of the observed patterns on specific learning outcomes;

(g) control for prior face-to-face contact between students; and (h) omit the use of message

labels in students’ postings and remove minimum number of posting requirements to

increase the generalizability of the findings (although it is not known as to whether

message labels affect responses to messages with errors more than messages without

errors, or vice versa). All of these noted limitations provide directions for further research

to achieve a better understanding of the effects of students’ grammar/spelling skills (or

other associated characteristics of students’ messages) on level of critical discourse in

online discussions.
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