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Abstract In order to counter cyber-attacks and digital
threats, security experts must generate, share, and exploit
cyber-threat intelligence generated from malware. In this
research, we address the problem of fingerprinting malicious-
ness of traffic for the purpose of detection and classification.
We aim first at fingerprinting maliciousness by using two
approaches: Deep Packet Inspection (DPI) and IP packet
headers classification. To this end, we consider malicious
traffic generated from dynamic malware analysis as traf-
fic maliciousness ground truth. In light of this assumption,
we present how these two approaches are used to detect
and attribute maliciousness to different threats. In this work,
we study the positive and negative aspects for Deep Packet
Inspection and IP packet headers classification. We evaluate
each approach based on its detection and attribution accu-
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racy as well as their level of complexity. The outcomes of
both approaches have shown promising results in terms of
detection; they are good candidates to constitute a synergy to
elaborate or corroborate detection systems in terms of run-
time speed and classification precision.

1 Introduction

We present a combined study using data mining techniques to
classify malicious packets produced by malware comparing
the header approach and full packets classification and com-
pare their strengths and weaknesses. The primary intent of
both approaches is to detect malicious traffic at the network
level. In [11], authors showed that singular packet headers
can be used to fingerprint maliciousness at the network level.
In this paper, we extend the aforementioned research by using
flow packet headers to detect and attribute malware families
(see Section 4.2.1 and Appendix 9), as well as investigating
DPI-based maliciousness fingerprinting capabilities.

1.1 Motivations

Perpetrating cyber-attacks negatively impacts organizations
as well as individual people. In the recent past, IT secu-
rity experts have observed a rise in cyber-attacks against
individuals, corporations, and government organizations.
Hackers tend to elaborate more sophisticated attacking and
threatening tools. Malware are frequently subjected to meta-
morphosis and are targeting more sensitive networks. For
instance, vulnerabilities have been discovered in infrastruc-
tures controlled by SCADA systems. These systems can
control nuclear energy, water distribution, and electricity
systems. A particular malware known as Flame [14] has
infected computers linked to SCADA systems mainly in Mid-
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dle Eastern countries. This malware can spread through local
networks or USB keys. It has the ability to record screenshots,
keystrokes, and Skype conversations, and can change the
behavior of industrial controllers. According to Kaspersky,
Flame struck approximately one thousand machines [107]
including those belonging to government organizations, uni-
versities, and individuals. In this context, the detection of
malicious traffic generated from infected machines or com-
mand and control servers is of paramount importance for the
early interception and mitigation of these attacks.

1.2 Contributions

1. Packet Headers Flow Based Fingerprinting:
Detection.
We use flow packet headers for the purpose of malicious
traffic detection. To do so, we apply several machine
learning techniques to build classifiers that fingerprint
maliciousness on [P traffic. As such, J48, Naive Bayesian,
SVM and Boosting algorithms are used to classify mal-
ware communications that are generated from dynamic
malware analysis. Generated network traces are re-
processed to eliminate noisy traffic and extract traffic that
is considered as a maliciousness ground truth. This traf-
fic is used to collect attributes from bidirectional flows
packet headers. These attributes aim to characterize mali-
ciousness in flows. Data mining algorithms are applied
on these features. The comparison between different
algorithm results has shown that J48 and Boosted J48
algorithms have performed better than other algorithms.
We obtained a detection rate of 99% with a false positive
rate less than 1% for J48 and Boosted J48 algorithms.
The experiments have been conducted on many benign
datasets, representing a residential setting, a research lab-
oratory, an ISP edge router and a private company.

2. Packet Headers Flow Based Fingerprinting:
Attribution.
In addition to detecting maliciousness using flow attri-
butes collected from packet headers, we aim to corrob-
orate fingerprinting capability with malware families’
attribution using Hidden Markov Models (HMMs). To
do so, we use a clustering approach to label inbound and
outbound unidirectional flows. Similar to the detection
approach, the clustering takes as input flow attributes
obtained from packet headers. However, the attributes
are extracted from unidirectional flows instead of bidi-
rectional flows. The reason for this is that we do not want
to lose the semantics of traffic direction when we charac-
terize malicious traffic. Once the different unidirectional
flows are labeled, we derive sequences of malicious flows
and index them per malware family. These sequences of
malicious flows are used through an iterative process to
build HMMs representing malware families. HMMs mir-
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ror the behavior of malware families at the network level.
We conduct the experiment on 294 malware families and
generate profiling models for each malware family.

. Signal and NLP DPI Fingerprinting: Detection and

Attribution.

In the second approach, namely, DPI, we apply machine
learning techniques on complete packet captures (pcaps).
The intent is to fingerprint malicious packets by using
MAREF open-source [55] framework and its MARFPCAT
application (originally based on MARFCAT, designed
for the SATE static analysis tool exposition workshop
it was used to machine-learn, detect, and classify vul-
nerable or weak code quickly and with relatively high
precision). Initially, we train models based on malware
pcap data to measure detection accuracy. Then, we test
obtained models on unseen labeled data. It is impor-
tant to mention that the training and testing phases
are based on combining many machine learning tech-
niques [58] to select the best options. In this work,
we elaborate on the details of the methodology and
the corresponding results. We applied signal processing
and natural-language processing (NLP) machine learning
techniques to analyze and detect maliciousness in pcap
traces. Being inspired by the works introduced in [57] to
detect and classify vulnerable and weak code (Java byte-
code and C object code) with a relatively high precision,
we integrated a proof-of-concept tool, namely, MARF-
PCAT, a MARF-based PCAP Analysis Tool, which is
used to train 70% different malware network traces and
measure the precision on remaining network traces. It is
important to mention that training and testing data are
indexed per malware family.

. Comparison of Both Approaches.

In this paper, we address the issue of malicious IP traffic
detection. As a requirement, we formulate the following
objectives: (1) detection of malicious IP traffic even in the
presence of encryption, and (2) scalable detection. To this
end, we initiated research to fingerprint maliciousness at
the level of network traffic. Thus, we present a compara-
tive study between fingerprinting maliciousness based on
Deep Packet Inspection (DPI) and high-level properties
of flows (flow packet headers). In this context, we put
forward an attempt to answer the following questions:

— How to fingerprint maliciousness at the IP traffic level
using the properties of flow packet headers?

— How to fingerprint maliciousness at the IP traffic level
using DPI?

— What are the advantages and drawbacks for each
approach?

Looking at the problem of detection and classification
from another perspective, we obtain the malicious-
ness ground truth from network traces generated from
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dynamic malware analysis. We exploit the fact that these
traces are generated from a large set of malware families
to infer maliciousness through machine learning algo-
rithms. The availability of detection tools would help
network security experts to discover infected machines
or the existence of botnet communication generated from
command-and-control servers as well as uploads and
downloads from deposits of stolen information. While
Intrusion Detection Systems (IDSs) are cornerstones
among defense artifacts to protect computer networks,
they lack the necessary strength to cope with encrypted
traffic as well as large traffic volumes. As such, there
is an objective to fingerprint maliciousness in IP traffic
through the classification of either DPI, packet headers,
or both, in order to achieve higher confidence levels. A
comparative study for both approaches is a vital necessity
to grasp the dynamics to fingerprint maliciousness at the
IP traffic level.

2 Related work

The pure-packet content approach has shown good results in
terms of malware detection at the network level, but it fails in
capturing maliciousness when the traffic is encrypted. More-
over, it requires sampling to preserve scalable detection in the
presence of a large amount of traffic. Our first approach is
malware network behavior-based rather than content-based
to avoid these two limitations. Our second approach treats
the whole packet, including headers and the payload, for the
same task. Both approaches rely on machine learning and
various data processing algorithms detailed in the methodol-
ogy aiming to ascertain the common characteristics shared
by malicious flows at the network level. Subsequently, we
introduce the related works related to the identification of
maliciousness using a malware network behavioral approach.
In the sequel, we present the different related works, which
span over: (1) Network Traffic Analysis and (2) Malware
Analysis and Classification.

2.1 Network traffic analysis

Data mining techniques have been used in the analysis of
network traffic for many purposes, i.e., application protocols
fingerprinting, anomaly detection for intrusion and zero-
day attacks identification. In protocols fingerprinting, many
research efforts have been proposed. For instance, Density
Based Spacial Clustering of Application with Noise was
proposed [102] in 2008 to use clustering algorithms to iden-
tify various FTP clients, VLC media player, and UltraVNC
traffic over encrypted channels. Li et al. [44] used wavelet
transforms and k-means classification to identify communi-
cating applications on a network. Alshammari et al. [4,5]

put forward research efforts to identify ssh and Skype
encrypted traffic (without looking at payload, port numbers,
and IP addresses). Additionally, comparison of algorithms
and approaches for network traffic classification were pro-
posed separately by Alshammari ez al. [3] in 2008 and Okada
etal.[68]in 2011, surveying and comparing various machine
learning algorithms for encrypted traffic analysis.

In addition to application protocols fingerprinting, many
research efforts have been introduced to identify anomalies
in traffic for the purpose of intrusion and malicious traf-
fic detection. In 2000, Lee et al. [43] introduced a data
mining approach for the purpose of intrusion detection.
They described a data mining framework, which leverages
system audit data as well as relevant system features to
build classifiers that recognize anomalies and known intru-
sions. Bloedorn et al. [9] in 2001 described data mining
techniques needed to detect intrusions along with needed
expertise and infrastructure. Fan et al. [18] proposed an algo-
rithm to generate artificial anomalies to force the inductive
learner to segregate between known classes (normal traffic
and intrusions) and anomalies. In [90], the authors provided
an overview of Columbia IDS Project, where they presented
the different techniques used to build intrusion detection sys-
tems. In [42], Lee reported on mining patterns from system
and network audit data, and constructing features for the pur-
pose of intrusion events identification. This work provided an
open discussion about research problems that can be tackled
with data mining techniques. Locasto et al. [48,49] brought
the use of collaborative security at the level of intrusion
detection systems. They proposed a system that distributes
alerts to collaborative peers. They integrated a component
that extracts information from alerts and encodes it then in
Bloom filters. Another component is used to schedule corre-
lation relationships between peers.

In [98], Wang et al. integrated a tool, namely, PAYL, which
models the normal application payload of network traffic.
The authors used a profile byte distribution and standard devi-
ation for hosts and ports to train the detection model. They
took advantage of Mahalanobis distance to compute the sim-
ilarity of testing data against pre-computed profiles. If the
distance exceeds a certain threshold, the alert is generated.
Zanero et al. [105] presented a hybrid approach, which lies
in: (1) an unsupervised clustering algorithm to reduce net-
work packets payload to a tractable size, and (2) an anomaly
detection algorithm, to identify malformed and suspicious
payloads in packets and flow of packets. In the same spirit
of aforementioned work, Zanero showed explicitly in [104]
how Self Organizing Map algorithm (SOM) is used to iden-
tify outliers on the payload of TCP network packets. In [106],
Zanero et al. extended their work by introducing approximate
techniques to speed up the SOM algorithm at runtime. They
provided more elaborated results and compared their work
with existing systems. In [94], the authors depicted Payload

@ Springer



72

A. Boukhtouta et al.

Content based Network Anomaly Detection (PCNAD), which
a corroboration to PAYL system. They used Content-based
Payload Partitioning (CPP) to divide the payload into differ-
ent partitions. The subsequent anomaly analysis is performed
on partitions of packet payloads. They showed that PCNAD
has a high accuracy in terms of anomaly detection on port
80 by using only 62.64% of packet payload length. Perdisci
et al. [74] presented the multiple classifier payload-based
anomaly detector (McPAD). Like PAYL system, the authors
use n-grams but with features reduction to avoid the curse
of the dimensionality problem [17]. They applied a feature
clustering algorithm proposed in [15] for text classification
to reduce features. McPAD detects network attacks having
shell-code in the malicious payload as well as some advanced
polymorphic attacks.

Song et al. [88] introduced Spectrogram to detect attacks
against web-layer code-injection (e.g., PHP file inclusion,
SQL-injection, XSS attacks, and memory-layer exploits).
They built a sensor that builds dynamically packets to con-
struct content flows and learns to recognize legitimate inputs
in web-layer scripts. They used the Mixture-of-Markov-
Chains to train a model that detect anomalies in web-content
traffic. Golovko et al. [22] discussed the use of neural
networks and Artificial Immune Systems (AIS) to detect
malicious behavior. The authors studied the integration and
the combination of neural networks in modular neural sys-
tems to detect malware and intrusions. They proposed a
multi-neural network approaches to detect probing, DoS,
user-to-root attacks, and remote-to-user attacks. In [10],
Boggs et al. elaborated on a system that detects zero-day
attacks. The authors correlated web requests containing user
submitted data considered abnormal by Content Anomaly
Detection (CAD) sensors. Boggs et al. filtered the requests
with high entropy to reduce data processing overhead and
time. They evaluated their correlation working prototype
with data collected during eleven weeks from production
web servers. Whalen et al. [99], adapted outlier detection
to cloud computing. The authors proposed an aggregation
method where they use random forest, logistic regression,
and bloom filter-based classifiers. They showed the scalabil-
ity of their proposed aggregation content anomaly detection
with indistinguishable detection performance in comparison
with content anomaly detection classical methods.

As being the first step of an attack’s vector, network scan-
ning (reconnaissance) has been the target of many research
efforts. For instance, Simon et al. [84] formalized the scan-
ning detection as a data-mining problem. They converted
collected datasets as a set of features to run off-the-shelf
classifiers, like Ripper classifier, on. They showed that the
data-mining models encapsulate expert knowledge that out-
perform in terms of coverage and precision in scanning
identification. The emergence of botnets and malicious con-
tent delivery networks has pushed researchers to investigate
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the identification and detection of such networks. For exam-
ple, in [8,47], authors put forward methods to detect IRC
botnets. In [8], Binkley et al. presented an anomaly-based
algorithm to detect IRC-based botnet meshes. The algorithm
uses a TCP scan detection heuristic (TCP work weight)
and other collected statistics gathered on individual IRC
hosts. The algorithm sorts the channels by the number of
scanners producing a list of potential botnets. The authors
deployed a prototype in a DMZ and managed to reduce the
number of botnet clients. In [47], Livadas et al. presented
machine learning-based classification techniques to iden-
tify the command-and-control (C&C) traffic of IRC-based
botnets. They proposed a two-stages detection system. The
first stage consists of distinguishing between IRC and non-
IRC traffic, whereas the second lies in segregating botnet
and real IRC traffic. In [31], Karasaridis et al. put forward
an approach to identify botnet C&Cs by combining heuris-
tics characterizing IRC flows, scanning activities, and botnet
communications. They used non-intrusive algorithms that
analyze transport layer data and do not rely on application
layer information.

In [23], Gu et al. introduced BotHunter, which models all
bot attacks as a vector enclosing scanning activities, infection
exploits, binary download and execution, and C&Cs commu-
nication. The tool was coupled with Snort [89] IDS with mal-
ware extensions to raise alerts when different bot activities
are detected. Based on statistical payload anomaly detection,
statistical scan anomaly detection engines and rule-based
detection, BotHunter correlates payload anomalies, inbound
malware scans, outbound scans, exploits, downloads and
C&C traffic and produces bot infection profiles. In [24],
Gu et al. used aggregation technique to detect botnets. They
explained how bot infected hosts have spatial-temporal sim-
ilarity. They introduced BotSniffer, which is a system that
pinpoints to suspicious hosts that have malicious activities
such as sending emails, scanning, and shared communication
payloads in IRC and HTTP botnets by using shared bi-grams
technique. In [25], Gu et al. exposed BotMiner, which aims to
identify and cluster hosts that share common characteristics.
It consists of two traffic monitors (C-plane and A-plane mon-
itors) deployed at the edge of network. The C-plane monitor
logs network flows in a format suitable for storage and analy-
sis. The A-plane monitor detects scanning, spamming, and
exploit attempts. The clustering components (C-plane clus-
tering and A-plane clustering components) process the logs
generated by the monitors to group machines that show very
similar communication patterns and activity. The cross-plane
correlator combines the results and produces a final decision
on machines that belong to botnets.

Another noticeable research using aggregation technique
was introduced in [103], where Yen et al. presented TAMD,
an enterprise network monitoring prototype that identifies
groups of infected machines by finding new communication
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flows that share common characteristics (communication
“aggregates”) involving multiple network internal hosts.
Their characteristics span over flows that communicate with
the same external network, flows that share similar payload,
and flows that involve internal hosts with similar software
platforms. TAMD has an aggregation function, which takes
as input a collection of flow records and outputs groups of
internal hosts having a similarity value based on the input
flow record collections. To reduce the dimensionality of
vectors representing hosts, the authors used Principal Com-
ponent Analysis (PCA). To cluster different hosts, authors
used k-means algorithm on reduced vectors. In [13], Chang
et al. proposed a technique that detects P2P botnets C&C
channels. They considered a clustering approach (agglom-
erative clustering with Jaccard Similarity criterion function)
to capture nodes’ behavior on the network, then, they used
statistical tests to detect C&C behavior by comparing it with
normal behavior clusters. In [67], Noh et al. also defined a
method to detect P2P botnets. They focused on the fact that
a peer bot generates multiple traffic traces to communicate
with large number of remote peers. They considered that
botnet flows have similar patterns, which take place at irreg-
ular intervals. They used a flows grouping technique, where
a probability-based matrix is used to construct a transition
model. The features representing a flow state are protocol,
port, and traffic. A likelihood ratio is used to detect poten-
tial misbehavior-based transition information in state values.
In [92], the authors introduced a novel system, BotFinder,
which detects infected hosts in a network by considering
high-level properties of the botnet network traffic. It uses
machine learning to identify key features of C&C com-
munication based on bots traffic produced in a controlled
environment. Our approach has the same flavor of BotFinder;
however, we create a detection model based on machine
learning techniques by considering not only bots, but any
malware type. In [16], Dietrich et al. introduced CoCoSpot,
which recognizes botnet C&Cs channels based on carrier
protocol distinction, message length sequences and encoding
differences. The authors used average-linkage hierarchical
clustering to build clusters of C&C flows. These clusters
are then used as knowledge base to recognize potentially
unknown C&C flows.

2.2 Malware analysis and classification

In addition to network analysis for the purpose of mali-
cious and intrusion traffic detection described earlier, many
research efforts have emerged to tackle malware classifica-
tion. Part of our methodology shares some similarities with
the related work on automatic classification of new, unknown
malware and malware in general, such as viruses, web mal-
ware, worms, spyware, and others where pattern recognition
and expert system techniques are successfully used for auto-

matic classification [59]. Malware classification falls into
system-based classification and network-based classifica-
tion. Regarding the first strand, Schultz ez al. [82] proposed a
data-mining framework that automatically detects malicious
executables based on patterns observed on some malware
samples. The authors considered a set of system-based fea-
tures to train classifiers, such as inductive rule-based learner
(Ripper), which generates Boolean rules, and a probabilistic
method that computes class probabilities based on a set of
features. A multi-classifier system combines the outputs from
several classifiers to generate a prediction score. In [6], Bailey
et al. proposed a behavioral classification of malware bina-
ries based on system state changes. They devised a method
to automatically categorize malware profiles into groups that
have similar behaviors. They demonstrated how their cluster-
ing technique helps to classify and analyze Internet malware
in an effective way. Rieck et al. [77] aimed to exploit shared
behavioral patterns to classify malware families. The authors
monitored malware samples in a sandbox environment to
build a corpus of malware labeled by an anti-virus. The
corpus is used to train a malware behavior classifier. The
authors ranked discriminative features to segregate between
malware families. In [96], Trinius et al. introduced Malware
Instruction Set (MIST), which is a representation of malware
behavior. This representation is optimized to ease and scale
the use of machine learning techniques to classify malware
families based on their behavior. Bayer et al. [7] put forward
a scalable clustering approach to group malware exhibiting
similar system behavior. They performed dynamic malware
analysis to collect malware execution traces. These traces
are transformed to profiles (features set). The authors used
Locality Sensitive Hashing (LSH) to hash features values and
improved scalability of profiles hierarchical clustering.
Wicherski [100] introduced a scalable hashing non-
cryptographic method to represent binaries using a portable
executable format. The hashing function has the ability to
group malware having multiple instances of the same poly-
morphic specimen into clusters. Hu et al. [29] implemented
and evaluated a scalable framework, namely, MutantX-S, that
clusters malware samples into malware families based on
programs’ static features. The program is represented as set
of opcodes sequence easing the extraction of n-gram fea-
tures. The dimensionality of vectors representing the features
is reduced through a hashing function. Regarding malware
network-based profiling and classification, Rossow et al. [79]
provided a comprehensive overview about malware network
behavior obtained through the use of Sandnet tool. The
authors conducted an in-depth analysis of the most popu-
lar protocols that are used by malware, such as DNS and
HTTP. Nari and Ghorbani [66] classified malware sam-
ples based on network behavior of malware. Their approach
transforms pcap files representing malware families into a
protocol based behavioral graph. The features (graph size,
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root out-degree, average out-degree, maximum out-degree,
number of specific nodes) are extracted from these graphs and
aJ48 classifier was used to classify malware families. In [34],
Kheir et al. presented WebVisor, a tool that derives patterns
from Hypertext Transfer Protocol (HTTP) C&C channels.
The tool builds clusters based on statistical features extracted
from URLs obtained from malware analysis. The approach
is a fine-grained, noise-agnostic clustering process, which
groups URLs for the purpose of malware families attribut-
ion.

2.3 Static analysis

Being inspired by machine learning techniques used for the
detection of security-weak, vulnerable or malicious code we
use to some extend the same techniques in fingerprinting
maliciousness through our DPI approach (Section 5). We
are motivated by the fact that such techniques can detect
and classify malware-specific payload in the network traf-
fic regardless the packet size or architecture very fast. In the
sequel, we list the different related works where machine
learning techniques were used to detect flaws in the static
analysis of code. In [38-40], Engler’s team proposed the
use of statistical analysis, ranking, approximation, dealing
with uncertainty, and specification inference in static code
analysis. Encouraged by the statistical NLP techniques such
as the ones described in [50], research efforts have been
proposed to detect vulnerabilities in static code. Arguably,
the first time that a research effort attempted to classify
vulnerable/weak code, was in 2010. The first results were
demonstrated in SATE2010 workshop [69], where the MAR-
FCAT project [57,62,63] demonstrated promising results. In
the prevailing of what was presented at the SATE2010 work-
shop and the fact that MARF has the ability apply machine
learning techniques for quick scans of large collection of

Server

Fig. 1 Dynamic Malware
Analysis Topology

files [59], the authors used core ideas and principles behind
the MARF’s pipeline to test various algorithms and expose
results. A similar approach was introduced in [12]. There, the
authors classify and predict vulnerabilities by using SVMs.
BitBlaze (and its web counterpart, WebBlaze) are two other
recent tools that perform fast static and dynamic binary code
analysis for vulnerabilities, developed at Berkeley [86,87].
Kirat er al. introduced their tool SigMal to do static signal
processing analysis of malware [35].

3 Maliciousness ground truth

We execute collected malware samples in a controlled
environment (sandbox) to generate representative malicious
traffic. This is used as a ground truth for maliciousness finger-
printing. The sandbox is based on a client-server architecture,
where the server sends malware to clients. It is important
to mention that the dynamic analysis setup allows malware
to connect to the Internet to generate inbound/outbound
malicious traffic. Figure 1 illustrates the dynamic malware
analysis topology. We receive an average of 4, 560 malware
samples on a daily basis from a third party. We execute the
malware samples in the sandbox for three minutes. We chose
this running period to make sure that we can handle up to
14, 400 malware runs per day. The period gives the ability
to run all malware samples with a re-submission. The latter
is important in case where malware do not generate network
traffic during the initial runs. For each run, a client monitors
the behavior of each malware and records it into report files.
These files contain malware activities such as file activities,
hooking activities, network activities, process activities, and
registry activities. The setup of dynamic malware analysis
lies in a network, which is composed of a server and 30
client machines. The server runs with an Intel(R) Core’™

1- The Server sends malware sample to clients.
2- The Server collects malware behavior reports and pcaps.

=
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Malware
Binaries
Storage
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1- Clients run malware samples and report their activities in reports and pcaps.
2- Clients send reports and pcaps to the server.



Network malware classification comparison using DPI and flow packet headers

i7 920@2.67 GHz, Ubuntu 11 64 bit operating system and
12.00 GB of physical memory (RAM). Each client runs
with an Intel(R) Core” ™ 2 6600 @2.40 GHz, Microsoft Win-
dows XP Professional 32-bit operating system and 1.00 GB
of physical memory. Such physical machines are used for the
reason that some malware cannot run in virtual machines.
As a downstream outcome of the aforementioned dynamic
analysis, we gathered the underlying traffic pcap files that
were generated. The dynamic malware analysis has gen-
erated approximately 100, 000 pcap files labeled with the
hashes of malware, which corresponds to a size of 3.6 GB.
In our work, we considered inbound and outbound traffic
generated by malware labeled by Kaspersky malware naming
schema. The reasons behind using this naming schema are as
follows: (1) We noticed that it manages to cover the naming of
the majority of malware samples considered in experiments.
(2) The malware naming provided by Kaspersky follows the
malware convention name (7Type.Platform.Family.Variant).
The number of bidirectional flows is 96, 235 and the number
of unidirectional flows is 115, 000.

4 Packet headers flow based fingerprinting

In this section, we describe how packet headers flow finger-
printing is done. By fingerprinting, we mean (1) malicious
traffic detection and (2) malware family attribution. First,
for detection, we extract bidirectional flow features from
malicious traces generated from dynamic malware analysis,
together with benign traces collected from trusted third par-
ties. These features are used by classification algorithms to
create models that segregate malicious from benign traffic
(see Section 4.1.1). Regarding attribution, we elaborate non-
deterministic malware family attribution based on Hidden
Markov Models (HMMs). The attribution is done through
probabilistic scores for different sequences of malicious
labeled unidirectional flows. The obtained models act as
probabilistic signatures characterizing malware families.

4.1 Malicious traffic detection

Malicious traffic detection’s goal is to isolate malicious com-
munication sessions. These sessions include flows used to
perform various malicious activities (e.g., malware payload
delivery, DDoS, credentials theft). These flows are usually
intermingled with a large portion of IP traffic that corre-
sponds to benign activities over computer networks. As such,
maliciousness detection amounts to the segregation of mali-
cious from benign flows. To this end, we represent flows
through a set of attributes (features) that capture their network
behaviors. By leveraging these features, we create classi-
fiers that automatically generate models to detect malicious
traffic. With this in mind, we define four phases to infer

Dynamic Malware
Analysis

Clean Traffic

prwwn| ® ® ==
Training Set Flow Features Malicious
& Extraction Traffic

— Testing Set
Validation

@{:|

Fig. 2 Flow Based Detection Approach

Table 1 Benign Datasets

Source Bidirect. Flows Traffic Source
WisNet (Home) 10, 513 (85MB) Residential setting
WisNet (ISP) 65,000 (1.1GB) Research laboratory
WisNet (SOHO) 16, 504 (1.3GB) Edge router of an ISP
Private 64, 004 (5.6GB) Private company

maliciousness at the network level: selecting and extract-
ing the bidirectional flow features, labeling of the traffic
(malicious and benign), training the machine learning algo-
rithms, and evaluating the classifiers produced by these algo-
rithms. Figure 2 illustrates how detection of maliciousness is
performed.

4.1.1 Benign traffic datasets

For the purpose of building a classification model that distin-
guishes between malicious and benign traffic, we collected
benign traffic from WISNET [101] and private companies.
These datasets have been built to evaluate Intrusion Detec-
tion Systems in terms of false alerts and to detect anomalies
in network traffic. In our work, we use such datasets to build
baseline knowledge for benign traffic. These datasets have
been used together with the malicious traffic dataset to assess
classification algorithms in terms of accuracy, false positives
and negatives. Table 1 shows the number of benign flows
in each dataset. The different datasets used in this work
illustrates four different location datasets, namely, residen-
tial setting, research laboratory, ISP edge router and private
company networks.

4.1.2 Bidirectional flow features extraction

We capture malicious network traces from the execution of
malware binaries in the ThreatTrack sandbox [95]. We label
these traces accordingly as malicious, while the clean traffic
traces obtained from trusted third parties [101] are labeled
as benign. Flow features are extracted from these labeled
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network traces to capture the characteristics of malicious and
benign traffic. It is important to mention that these features
can be extracted even when the traffic is encrypted, as they
are derived from flow packets headers. The flow features
exploited are mainly based on flow duration, direction, inter-
arrival time, number of exchanged packets, and packets size.

A bidirectional flow is a sequence of IP packets that share
the 5-TCP-tuple (source IP, destination IP, source port num-
ber, destination port number, protocol). The outbound traffic
is represented by the forward direction, while the back-
ward direction represents the inbound traffic. In terms of
design and implementation, the module in charge of net-
work traces parsing, labeling, and feature extraction reads
network streams using jNetPcap API [85], which decodes
captured network flows in real-time or offline. This module
produces values for different features from network flows.
The resulted values are stored in features files that are pro-
vided to Weka [93]. The network traces parser represents
each flow by a vector of 22 flow features. Table 2 illustrates
the description of the bidirectional flow features.

4.1.3 Traffic classification

The feature files resulting from the previous phase are
provided as input to classification algorithms. The intent
is to build models that have the ability to distinguish
between malicious and benign flows. To this end, we use
machine learning algorithms, namely, Boosted J48, J48,
Naive Bayesian, Boosted Naive Bayesian, and SVMs. The
classification module is based on a Java wrapper that runs
these machine learning algorithms. The module has two exe-
cution phases: learning and testing. In the learning phase, we
build the classifier using 70% of malicious and benign traces.
In the testing phase, we evaluate the classifier with the rest of
the data (30%). It is important to mention that training and
testing datasets do not overlap with each other. In the sequel,
we give a brief overview of the classification algorithms.

J48 Algorithm: It is Java implementation of C4.5 classifica-
tion algorithm [75]. J48 [19] builds the tree by dividing the
training data space into local regions in recursive splits. The
split is pure if all observations in a decision branch belong to
the same class. To split the training dataset, J48 computes the
goodness of each attribute (feature) to be the root of a decision
branch. It begins by computing the information need factor.
The J48 algorithm splits recursively datasets to sub-datasets
and computes the information need per feature. If the split
is not pure (presence of many classes), the same process will
be used to split the sub-dataset into pure classes. The split
stops if each sub-dataset belongs to one class (pure split).
The decision tree result is composed of nodes (the attributes)
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Table 2 Bidirectional Flow Features

Features

1 Flow Duration

2 Number of forward packets

3 Number of backward packets

4 Protocol

5 Minimum inter-arrival time for forward packets

6 Maximum inter-arrival time for forward packets

7 Mean inter-arrival time for forward packets

8 Std deviation inter-arrival time for forward packets
9 Total forward packets size

10 Minimum forward packets size

11 Maximum forward packets size

12 Mean forward packets size

13 Std deviation forward packets size

14 Minimum inter-arrival time for backward packets
15 Maximum inter-arrival time for backward packets
16 Mean inter-arrival time for backward packets

17 Std deviation inter-arrival time for backw. packets
18 Total backward packets size

19 Minimum backward packets size

20 Maximum backward packets size

21 Mean backward packets size

22 Std deviation backward packets size

and terminal leaves (classes). That will be used to identify
the unseen data when the model is deployed [27].

Naive Bayesian Algorithm: It is based on Bayes’ theorem
[27]. It is a statistical classifier, which outputs a set of proba-
bilities that show how likely a tuple (observation) may belong
to a specific class [27]. Naive Bayesian assumes that the
attributes are mutually independent. Naive Bayesian starts
by computing the probability of an observation. Once the
probabilities are computed, Naive Bayesian associates each
observation with the class that has the higher probability with
it. Naive Bayesian is an incremental classifier, which means
that each training sample will increase or decrease the prob-
ability that a hypothesis is correct.

Boosting Algorithm: It is a method used to construct a strong
classifier from a weak learning algorithm. Given a training
dataset, boosting algorithm incrementally builds the strong
classifier from multi-instances of a weak learning machine
algorithm [21]. Boosting algorithm takes, as input, the train-
ing dataset and the weak learning algorithm. It divides the
training dataset into many sub-datasets (x1, y1), ..., (xi, y;),
where x; belongs to X (a set of observations) and y; belongs
to Y (set of class attribute values), and calls the weak learn-
ing algorithm to build the model for each sub-dataset. The



Network malware classification comparison using DPI and flow packet headers 77

Fig. 3 Non-Deterministic
Approach for Malware Family
Attribution

Malware Feeds @

Dynamic Malware Analysis

|®

= Indexation per Malware @
Family

Network Traces

gl

Sequencing Flows

Labeling Sequences

|®

Malware Family @

Attribution Models

Hidden Markov Modeling

resulted models are called decision stumps. The latter exam-
ine the features and return the decision tree with two leaves
either +1 if the observation is in a class, or —1 if it is not
the case. The leaves are used for binary classification (in case
the problem is multi-classes, the leaves are classes). Boosting
algorithm uses the majority voting schema between decision
stumps to build a stronger model.

SVM Algorithm: The Support Vector Machines (SVM)
[20,28] algorithm is designed for discrimination, which is
meant for prediction and classification of qualitative vari-
ables (features) [70]. The basic idea is to represent the data
in a landmark, where the different axes are represented by
the features. The SVM algorithm constructs a hyper-plane or
set of hyper-planes in a high-dimensional. Then, it searches
for the hyper-plane that has the largest distance to the nearest
training data points of any class. The larger is the distance,
the lower is the error of the classification.

4.2 Malicious traffic attribution

The attribution of malicious traffic to malware families
corroborates detection since it (1) shifts the anti-malware
industry from the system level to the network level, and (2)
eases the mitigation of infected machines. It gives the abil-
ity to networking staff to undertake actions against botnets,
depots of stolen information, spammers, etc. For instance, if
an administrator notices the presence of malicious traffic in
the network, and this traffic can be attributed to a bot family.
He/She responds to the threat by blocking malicious con-
nections and quarantine infected machines for a removal of
malware. Thus, to enhance maliciousness fingerprinting at
the network level, we decide to integrate the malware family
attribution. To do so, we use network traces obtained from

dynamic malware analysis and index them with malware
families. For each set of traces belonging to a malware family,
we extract sequences of unidirectional flows. These flows are
labeled through a clustering method. The labeled sequences
obtained are used to train HMMs for different malware fam-
ilies. Figure 3 illustrates how malware families’ attribution
is performed.

4.2.1 Malware family indexation

As a downstream outcome of dynamic malware analysis, we
collect approximately 100, 000 network traces (pcap files).
Each trace is labeled by the corresponding malware sample
hash. We use Kaspersky malware name schema to recog-
nize the malware family of each hash (see example malware
families in tables in Appendix 9). Subsequently, we index
network traces based on their malware family. In this work,
we obtain 294 malware families.

4.2.2 Sequencing flows

For each malware family, we browse collected network traces
to extract unidirectional flows. These flows fall into inbound
and outbound flows, which are used to build sequences of
flows. For each sequence, a flow precedes another flow if
its timestamp occurrence precedes the timestamp of the fol-
lowing flow. As a result, the sequences are indexed by the
corresponding malware family.

4.2.3 Labeling sequences
In order to label different flows belonging to a sequence,

we adopt a clustering approach. The reason behind doing
so is to characterize outbound and inbound malicious flows
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into clusters representing their network behaviors. To do
so, we represent flows by vectors of 45 features. Table 3
illustrates unidirectional flow features. To perform cluster-
ing of inbound/outbound traffic, we generate feature files
that are readable by CLUTO clustering toolkit [32]. This
was used in diverse research topics such as information
retrieval [111] and fraud detection [73]. To label flows, we
use the k-means Repeated Bi-Section algorithm implemented
in CLUTO. This algorithm belongs to partitional cluster-
ing algorithms. These algorithms are known to perform in
clustering large datasets since they have low computational
cost [2,41]. k-means RBS derives clustering solutions based
on a global criterion function [109]. This algorithm initially
creates 2 groups; each group is then bisected until the cri-
terion function is optimized. The k-means RBS algorithm
uses the vector space model [80] to represent each unidirec-
tional flow. Each flow is represented by a dimension vector
fv="(f1, >, ..., fi), where f; is the i"" unidirectional flow
feature. To compute similarity between vectors, we use the
cosine function [80]. In order to cluster different unidirec-
tional flows, we use a hybrid criterion function that is based
on an internal function and an external function. The internal
function tries to maximize the average pairwise similarities
between flows that are assigned to each cluster. Unlike the
internal criterion function, the external function derives the
solution by optimizing a solution that is based on how the
various clusters are different from each other. The hybrid
function combines external and internal functions to simul-
taneously optimize both of them. Based on the k-means RBS
algorithm, we create a set of experiments: inbound flow clus-
tering solutions and outbound flow clustering solutions. We
choose a solution where the internal similarity metric (ISIM)
is high and the external similarity metric (ESIM) is moderate.

4.2.4 Hidden markov modeling

Hidden Markov Model (HMM) is a popular statistical tool
that models time series or sequential data. In this work, we use
HMMs to create non- deterministic models that profile mal-
ware families. We want to establish a systematic approach
to estimate attribution of unidirectional flow sequences to
different malware families. We choose HMMs due to their
readability since it allows sequences to be significantly inter-
preted, represented, and scored. We observe that collected
flows have different length, and therefore decide to train
HMMs based on sub-sequences with fixed length m2. In order
to fix the number of states in HMMs, we set a sliding win-
dow n to represent different combinations of inbound and
outbound flows. For instance, if we want HMM states to rep-
resent singular flow, there exist two possibilities: /N and
OUT. If we want HMM states to represent a sequence of
two flows, there are four possibilities: /IN/IN, IN/OUT,
OUT/OUT and OUT/IN. Similarly, if we want HMM
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Table 3 Unidirectional Flow Features

Features
Generic 1 Total number of packets
2 Flow Duration
3 Minimum inter-arrival time
4 First quartile of inter-arrival times
5 Median of inter-arrival times
6 Mean of inter-arrival times
7 Third quartile of inter-arrival times
8 Maximum inter-arrival time
9 Variance of inter-arrival times
10 Minimum of control data size
11 First quartile of control data size
12 Median of control data size
13 Mean of control data size
14 Third quartile of control data size
15 Maximum of control data size
16 Variance of control data size
17 Total not empty packets
18 Total packets size
Ethernet 19 Minimum size in Ethernet packets
20 First quartile size in Ethernet packets
21 Median size in Ethernet packets
22 Mean size in Ethernet packets
23 Third quartile size in Ethernet packets
24 Maximum size in Ethernet packets
25 variance size in Ethernet packets
Network 26 Minimum size in IP packets
27 First quartile size in IP packets
28 Median size in IP packets
29 Mean size in IP packets
30 Third quartile size in IP packets
31 Maximum size in IP packets
32 Variance size in IP packets
Transport 33 Total ACK packets
34 Total PUSH packets
35 Total SYN packets
36 Total FINE packets
37 Total Urgent packets
38 Total Urgent bytes
39 Minimum TCP segment size
40 Maximum TCP segment size
41 Mean TCP segment size
42 Minimum TCP window size
43 Maximum TCP window size
44 Mean TCP window size
45 Total empty TCP window packet

states to represent a sequence of n flows, we obtain 2" states.
To train HMMs for each malware family with corresponding
sequences, we use the Expectation Maximization (EM) algo-
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Fig. 4 HMM States. (a) 2 States Initialization HMM. (b) 4 States Initialization HMM

rithm [54] integrated in the HMMall toolbox for MATLAB
[65] to learn hidden parameters of each 2" state HMM rep-
resenting a malware family. The EM algorithm aims to find
the maximum likelihood of parameters of a model where its
equations cannot be solved. HMMs usually involve unknown
parameters (hidden parameters for HMMs) and known data
observations (malicious flows sub-sequences).

4.2.5 Hidden markov models initialization

To create models for different malware families, we initiate
baseline HMMs. The states are computed based on a sliding
window that we apply on observed sequences. The sliding
window allows us to extract sub-sequences from sequences.
For instance, for a sequence (a, b, ¢) and a sliding window
of length 2, we obtain sub-sequences (a, b), (b, c). If we
consider a HMM based on a sliding window of 1 flow, we
result in 2 states HMM since we can have an inbound flow
or an outbound flow. If a HMM is based on 2 flows, we
obtain 4 states HMM since we can have an inbound/inbound
pair, an inbound/outbound pair, an outbound/outbound pair
and an outbound/inbound pair. In initialized HMMs, prior
probabilities are uniformly distributed over different states.
For instance, if we consider a sliding window of length 2,
we obtain 4 states HMM with a prior probability of 0.25 for
each state. The transition probabilities matrix is initialized
such that for each transition between a state s; and other
states, the probabilities are uniformly distributed. If a state
has 2 transitions, each transition has a probability of 0.5.
The emission probabilities matrix associates a state with an
observation vector. Each element of the vector is a probability
of observing an inbound or outbound clustering label. For
the sake of simplicity, we illustrate in Figures 4a and 4b
initialization HMMs for a sliding window length of 1 and
2 respectively. The observation probabilities are uniformly

distributed. Let us consider x as the number of input labels
and y as the number of output labels. For a 2-states HMM,
we associate with the state / N an observation vector, where:

Vi e [1,x]: b(in;) = 1/x
Vjell,yl: blout;) =0

Similarly, we associate with the state OU T an observation
vector, where:

Vie[l,x]: b(@in;) =0
Vjell,yl: bloutj) =1/y

For a 4 states HMM, we associate with the state /IN/IN
an observation vector, where:

Vie[l,x]: b@in;) =1/x
Vjell,yl: bloutj) =0

Similarly, we associate with the state OUT/OUT an
observation vector, where:

Vi e[l,x]:b(@in;) =0
Vjell,y]l: bloutj) =1/y

Regarding states OUT /IN and IN/OUT, the observa-
tion vector is as follows:

Vie[l,x]: b@n;) =1/(x+y)
Vjiell,yl: blout;) =1/(x +y)

Recursively, for a 2" states HMM, the observation vectors
are the same as a 4 states HMM. If the states contain / N and

OUT, the probabilities are equal to 1/(x 4 y). If the states
contain just /N, the probabilities are equal to 1/x for all
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inbound labels and O for all outbound labels. Similarly, if the
states contain just OU T, the probabilities are equal to 1/y
for all outbound labels and O for all inbound labels (Fig. 5).

5 Signal and NLP DPI fingerprinting

In the sequel, we describe the DPI approach to detect mali-
ciousness in the network traffic. The methodology to analyze
malicious packets is described in Section 5.1, whereas the
different knowledge base machine learning techniques are
introduced in Section 5.2. Section 5.3 describes the different
steps done to classify packets. In this approach, we look at
the packets, including both headers and payloads, as a signal
subjected to fast spectral-based classification.

5.1 Core principles

The essence of the whole packet analysis lies in the core
principles, which fall into machine learning and Natural
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Language Processing (NLP) techniques. A set of malicious
packets (a network trace) is treated as a data stream signal,
where n-grams are used to build a sample amplitude value in
the signal. In our case, we use bi-grams (n = 2) (two consec-
utive characters or bytes) to construct the signal. The reasons
behind using bi-grams lay in: (1) it has shown its effective-
ness in detecting C&Cs channels [24]; (2) it is adapted to
the form of PCl-encoded wave originally integrated in the
MAREF framework.

Similarly to the aforementioned approach, the whole
packet methodology has two phases: (1) the training phase,
where MARFPCAT learns from different samples of network
traces and generates spectral signatures using signal process-
ing techniques; and (2) the testing phase, where MARFPCAT
computes how similar or distant training network traces are
from testing network traces. This approach is meant to behave
like a signature-based anti-virus or IDS, but using fuzzy
signatures. However, we use as much as possible combina-
tions of machine learning and signal processing algorithms
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to assess their precision and runtime in order to select the
best trade-off combination.

At present, we look at complete pcap files, which can
affect negatively the MARFPCAT’s malware family attribut-
ion accuracy in the presence of encrypted payload. However,
MARFPCAT processes network traces quickly since there
is no pre-processing of pcap traces (flows identification and
extraction). MARFPCAT has the ability to control thresholds
of different algorithms, which gives flexibility in selecting
classification and the appropriate machine learning tech-
niques.

5.2 The knowledge base

Collected malware database’s behavioral reports and network
traces are considered as a knowledge base from which we
machine-learn the malicious pcap samples. As such, con-
ducting the experiments fall into three broad steps: (1) Teach
the system from the known cases of malware from their pcap
data. (2) Test on the known cases. (3) Test on the unseen cases.
In order to prepare data for training and testing, we used a
Perl script to index pcap traces with malware classes, and we
used the same malware naming conventions mentioned ear-
lier. The index is in the form of a meta MARFCAT-IN XML
file, which is used by MARFPCAT for training or testing.

In contrast to the packet headers approach, where the
benign traffic is collected from third parties; the benign traffic
is considered as a noise sample found in pcap traces. To segre-
gate such traffic from the malicious one, we use the low-pass
filters and silence compression. In addition, the signal of the
benign traffic can be learned and subtracted from malicious
traffic (malicious signal) to increase fingerprinting accuracy.
However, the latter signal subtraction technique results in
decreased run-time performance. Thus, we use only differ-
ent filters to remove noise from malicious pcaps since the
results were very promising without benign traffic subtrac-
tion.

5.3 MARFPCAT’s DPI methodology

In this part, we describe the different steps that are performed
to fingerprint maliciousness by using DPI approach. Consid-
ering this work, we compile annotated manually meta-XML
index files with a Perl script. The index file annotates mal-
ware network traces (pcaps) indexed by their families. Once
the annotation is done, MARF is automatically trained on
each pcap file by using a signal pipeline or a NLP pipeline.
The algorithm used in the training phase are detailed in
[55]. MARFPCAT tool is loads training data as set of bytes
forming amplitude values in a signal (e.g, 8kHz, 16kHz,
24kHz, 44.1kHz frequency). Uni-gram, bi-gram or tri-gram
approaches can be used to form such a signal. A language
model works in a similar way, with the exception of not inter-

preting the n-grams as amplitudes in the signal. After the
signal is formed, it can be pre-processed through filters or
kept in its original form. The filters fall into normalization,
traditional frequency domain filters, wavelet-based filters,
etc. Feature extraction involves reducing an arbitrary length
signal to a fixed length feature vector, which is thought to be
the most relevant features in the signal (e.g., spectral features
in FFT, LPC), min-max amplitudes, etc. The classification
stage is then separated to either train by learning the incoming
feature vectors (usually k-means clusters, median clusters,
or plain feature vector collection combined with, for exam-
ple, neural network training) or test them against previously
learned models. The testing stage is done on the training and
testing data, originally two separated sets with and without
annotations. In our methodology, we systematically test and
select the best (a tradeoff between speed and precision) com-
bination(s) of the different algorithms available in the MARF
framework for subsequent testing. In Algorithm 1, we illus-
trate the different aforementioned steps.

5.4 NLP pipeline

The inner-workings of MARF framework’s integrated algo-
rithms are presented in Algorithm 2. These algorithms come
from the classical literature (e.g., [50]) and are detailed in
[62]. NLP pipeline loading refers to the interpretation of the
files being scanned in terms of n-grams and the associated
statistical smoothing algorithms resulting in a vector, 2D or
3D matrix. In the case of static code analysis for vulnerabili-
ties, it was shown that the precision is higher [62]. However,
its runtime was ~ 10 times longer for an equivalent signal
processing run. A such, for the time being we stopped using
NLP pipeline for maliciousness fingerprinting in traffic. We
plan to revive it with a more optimized implementation since
MAREF framework is an open-source software.

5.5 Demand-driven distributed evaluation

To enhance the scalability of the approach [108], we con-
verted the MARFPCAT stand-alone application to a distrib-
uted application using an educative model of computation
(demand-driven) implemented in the General Intensional
Programming System (GIPSY)’s multi-tier run-time sys-
tem [26,30,71,97], which can be executed distributively
using Jini (Apache River) or JIMS. To adapt MARFPCAT
to the GIPSY’s multi-tier architecture, we create problem-
specific generators and worker tiers (PS-DGT and PS-DWT
respectively). The generator(s) produce demands of what
needs to be computed in the form of a file (source code file or a
compiled binary) to be evaluated, and deposit such demands
as pending into a store managed by the demand store tier
(DST). Workers pick up pending demands from the store and
then process them (all tiers run on multiple nodes) using a tra-
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ditional MARFPCAT instance. Once the result (a Warning
instance) is computed, the PS-DWT deposit it back into the
store with the status set to computed. The generator “har-
vests” all computed results (warnings) and produces the final
report for a test cases. Multiple test cases can be evaluated
simultaneously, or a single case can be evaluated distribu-
tively. This approach helps to cope with large amounts of data
and helps to avoid recomputing warnings that have already
been computed and cached in the DST.

The initial basic experiment assumes the PS-DWTs have
the training sets data and the test cases available to them from
the beginning (either by a copy or via an NFS/CIFS-mounted
volume); thus, the distributed evaluation concerns only the
classification task as of this version. The follow up work will
remove this limitation. In this setup, a demand represents a
file (a path) to scan (an instance of the FileItem object),
which is deposited into the DST. The PS-DWT picks up the
file and checks it per training set that is already there, and
returns a ResultSet object back into the DST under the
same demand signature that was used to deposit the path
to scan. The result set is sorted from the most likely to the
least likely with a value corresponding to the distance or
similarity. The PS-DGT picks up the result sets, performs
the final output aggregation, and saves the report in one of
the desired report formats, picking up the top two results
from the result set and testing against a threshold to accept
or reject the file (path) as vulnerable or not. This effectively
splits the monolithic MARFPCAT application in two halves
and distributing the work to do, where the classification half
is arbitrarily parallel. Simplifying the assumptions:

— Test case data and training sets are present on each node
(physical or virtual) in advance (via a copy, or a CIFS or
NES volume), so no demand driven training occurs; only
classification.

— The demand is assumed to contain only file information
to be examined (FileItem).

— PS-DWT assumes a single pre-defined configuration, i.e.,
configuration for MARFPCAT’s option is not a part of
the demand.

— PS-DWT assumes a particular malware class testing
based on its local settings and not via the configuration
in a demand.

5.5.1 Export

One of the output formats MARFPCAT supports, is FOREN-
SiIC LuciD [58], a language used to specify and evaluate
digital forensic cases by uniformly encoding the evidence
and witness accounts (evidential statement or knowledge
base) of any case from multiple sources (system specs, logs,
human accounts, etc.) as a description of an incident to further
perform investigation and event reconstruction. Following
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the methodology of data export in FORENSIC LUCID in the
preceding work [60,61], we use it as a format for eviden-
tial processing of the results produced by MARFPCAT. The
work [60] provides details of the language; it suffices to men-
tion that the report generated by MARFPCAT in FORENSIC
LuciD is a collection of warnings, which form an evidential
statement in FORENSIC LUCID.

5.6 Wavelets

As part of a collaboration project, wavelet-based signal
processing for the purposes of noise filtering is being used in
this work to compare it to no-filtering, or FFT-based classical
filtering. It has been also shown in [44] that wavelet-aided
filtering could be used as a fast pre-processing method for
network application identification and traffic analysis [46].
We rely on the algorithm and methodology described in
[1,36,37,83]. At this point only a separating 1D discrete
wavelet transform (SDWT) has been tested. Since the orig-
inal wavelet implementation [83] is in MATLAB [51,81],
we use the codegen tool [53] from the MATLAB Coder
toolbox [52] to generate C/C++ code in order to (manually)
implement it in JAVA (the language of MARF and MARF-
PCAT). The specific function for up/down sampling used
by the wavelets function described in [64], written also in
C/C++, is implemented in JAVA in MARF along with unit
tests.

6 Results
6.1 Non-DPI approach

In the sequel, we present results obtained for Non-DPI
fingerprinting approach. The results fall into 3 parts: (1)
classification results, (2) attribution results, and (3) compu-
tational complexity of the approach.

6.1.1 Classification

The purpose of this classification exercise is to determine
whether we can segregate malicious from benign traffic. In
addition, we make a comparison between different classifica-
tion algorithms in terms of accuracy and recall. Our intent is
to identify a classifier with high accuracy, low false positives,
and low false negatives. The results illustrated in Figures 6a,
6b, 6¢, 6d, 6e and 6f demonstrate that the Boosted J48 and
J48 algorithms have shown better results than other machine
learning algorithms. They achieved 99% accuracy and less
than 1% false positives and negatives, respectively. The SVM
algorithm has achieved good results with an accuracy rang-
ing between 89% and 95%. In contrast, Naive Bayesian and
Boosted Naive Bayesian algorithms have not achieved good
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Fig. 6 Classification Algorithms Results. (a) Malicious vs. Benign (home). (b) Malicious vs. Benign (SOHO). (c) Malicious vs. Benign (ISP). (d)
Malicious vs. Benign (Private). (e) False Positive Rate. (f) False Negative Rate

results. As such, we can claim that the Boosted J48 algorithm
is a good means by which to differentiate between malicious
and benign traffic. Moreover, after finding that J48 is the
most suitable algorithm, we used the 10-fold cross-validation
method to select the training and testing data. This is done
to ensure that the J48 algorithm maintains high accuracy and
low false positive and negative rates, even if the training
and testing data change. Figures 7a, 7b, 7c, 7d summarize
the performance of the J48 algorithm in each data set by
providing the accuracy and the rates of false positives and
negatives.

The boosted J48 and J48 algorithms have achieved high
accuracy detection and low rates of false positives and neg-
atives in multiple datasets. The fact that we use different

datasets has shown that the J48 classification approach is
robust since it maintains greater than 98% accuracy with
less than 0.006 average false alerts for each dataset, as illus-
trated in Figure 7e and Figure 7f respectively. Thus, these
two algorithms provide the means necessary to make mali-
cious traffic differentiable from benign traffic. Moreover, the
results conclude that our approach, based on classifying the
flow features, can achieve maliciousness detection in differ-
ent benign traffic with a very high detection rate and low false
alerts. J48 does not rely on features dependency and tends
to perform better with a limited number of classes, which
is the case of our work since we have two classes. On the
other hand, Naive Bayesian shows bad results since it relies
on independence of features, which is not the case in mali-
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Fig. 7 J48 Classifiers Performance and Generalization. (a) Malicious
and Benign Home Datasets. (b) Malicious and Benign ISP Datasets.
(c) Malicious and Benign SOHO Datasets. (d) Malicious and Benign

ciousness classification. For example, packet length depends
on frame length. Regarding SVM, we use it with the default
option where linear classification is performed. This raises a
problem with probabilities of class membership.

6.1.2 Attribution

In order to attribute malicious flows to malware families, we
apply a clustering technique to label different inbound and
outbound unidirectional flows. We consider k-means RBS
clustering solutions for inbound traffic and outbound traffic.
The solutions are generated heuristically by incrementing
by two the number of clusters for inbound and outbound
flows. To evaluate the solutions, we take into account: (1) the
high Internal Similarity Metric (ISIM) average in all clus-
ters, and (2) the moderate External Similarity Metric (ESIM)
average in all clusters. The ISIM average mirrors the cohe-
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sion between items (unidirectional flows) within different
clusters. The ESIM average defines the isolation between
different clusters. In our labeling process, we consider solu-
tions that vary from 2 to 18 clusters. We consider up to 18
clusters to preserve the potential to have a sufficient number
of labels for both inbound flows and outbound flows. Figures
8a and 8b illustrate the ISIM and ESIM averages for different
inbound and outbound clustering solutions. The selection of
labeling solutions is based on two criteria: (1) a high ISIM
average ratio (greater than or equal to 0.95), and (2) a mod-
erate ESIM average ratio between clusters (less than or equal
t0 0.5). As such, we consider only those solutions which vary
from 12 to 18 clusters for both inbound and outbound flows.

By coupling inbound and outbound clustering solutions,
we obtain 16 possible labeling combinations. For each
combination, we compute the uniqueness of the collected
sequences. We observe the ratio of labeled sequences that are
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Table 4 Uniqueness Ratio per Combination of Clustering Solutions

Table 5 Number of Malware Families per State and Sequence Length

OUT Flows Clustering

Sequence Length

12 14 16 18 2 3 4 5 6
IN Flows Clustering HMM States
12 0.7230 0.7097 0.7227 0.7315 2 294 294 274 256 242
14 0.7225 0.7242 0.7261 0.7337 4 294 277 274 254 245
16 0.7325 0.7358 0.7350 0.7361
18 0.7289 0.7319 0.7311 0.7282

not shared by malware families. The higher the uniqueness
of the sequences ratio, the higher the ability to segregate mal-
ware families. We can thus limit the attribution of malicious
flows to a limited number of malware families. Table 4 shows
the uniqueness ratio for each labeling combination. Based on
obtained ratios, we choose a solution with 16 inbound flows
and 18 outbound flows, since it has the highest uniqueness
ratio. This labeling combination is used to initialize HMMs
and train them for each malware family.

We train HMMs by tuning the sliding window (number
of states) to set up the number of states and the length of
the training sequences. The training is based on an EM algo-
rithm, which iterates the computation of hidden parameters
until the log-likelihood reaches the maximum value. Before
digging into the evaluation of HMMs, we need to determine
which length of training sequences we should consider to
build models. To do so, we vary the length of sequences and
take note of how it impacts the prediction ability of HMMs
representing malware families. Table 5 illustrates the number
of profiled malware families per HMM state and sequence
length. By increasing the length of training sequences, we
obtain fewer numbers of HMMs for malware families. This
is due to the fact that some malware families do not have
sequences of length greater than 2. It is thus impossible to
create training data to model them. Intuitively, if we increase
the length of training sequences (> 6), the number of HMMs
will reduce. If we want to create HMMs for all malware
families, we have to consider training sequences of length 2.
With regards to detection, the cost of detecting 2 malicious

flows is less expensive than detecting between 3 to 6 mali-
cious flows. If we consider training sequences of length 2,
we need to investigate two aspects: (1) the tradeoff between
HMM expressiveness and learning effort, and (2) the unique-
ness ratio of sequences per malware family. These issues are
explained in what follows.

— HMM expressiveness vs. HMM learning effort: the for-
mer is meant to provide a high number of states to HMMs
in order to generate more probabilistic HMM parameters
with a greater ability to estimate potential sequences of
malicious flows. However, increasing the sliding window
to generate more states for HMMs results in generating
more learning effort for HMMs. By varying the number
of states from 2 to 4, the number of iterations increased
for the majority of malware families. Table 6 shows the
number of iterations per HMM configuration (2 states to
4 states, sequence length of 2 to 4). For 2 states HMMs
obtained from training sequences of length 2 to 3, the
number of iterations does not exceed 2. For 2 states
HMMs obtained from training sequences of length 4, the

Table 6 HMMs vs. Number of Iterations

1 2 [3,20] [21,40] [41,60] [61,200]
HMM2-2 16 278 0 0 0 0
HMM 2-3 0 294 0 0 0
HMM 2-4 0 0 183 78 9 3
HMM 4-2 0 0 145 125 19 5
HMM 4-3 0 1 178 86 4
HMM 4-4 0 0 191 71 4
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Fig. 9 Uniqueness of Sequences

number of iterations varies from 3 to 40. Similar results
are shown for 4 states HMMs obtained from training
sequences of length 2 to 4. Since the training sequence of
length 2 allows profiling all malware families, it is recom-
mended to use 2 states HMMs with training sequences of
length 2 if we do not consider expressiveness of HMMs,
or to use 4 states HMMs with training sequences of length
2 if we require more expressive HMMs.

Does limiting the length of training sequences to 2 impact
the uniqueness of sequences per malware family? To
answer this question, we test different sequences of length
2 on all malware family HMMs. Figure 9 illustrates the
distribution of training sequences with the number of
malware families (i.e., HMMs). We observe that approx-
imately 21.5% of sequences are predicted by 1 malware
family, and approximately 89% of sequences are pre-
dicted by at most 22 malware families. As such, we can
conclude that the tradeoff between prediction and unique-
ness is maintained since a big proportion of sequences are
predicted by 22 HMMs over 294 HMMs.

6.1.3 Computational complexity

In this section, we investigate computational complexity for
different techniques used to non-DPI fingerprint malicious
traffic. Computational complexity falls into:

— Features Extraction: In [45], the authors studied the
computational complexity and memory requirements
associated with flow features extraction in the context of
classification. The authors claimed that extracting each
feature from traffic is associated with a computational
cost less than or equal to O(n x logy n), and a mem-
ory footprint less than or equal to O(n), where n is the
number of packets in a flow used for extracting the fea-
ture. The total cost of extracting K features is bounded
to O(K x n x logy n).

— J48 Decision Tree: J48 (its C4.5 Java implementation)
has a training time complexity of O(m x n?), where
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m is the size of the training data and » is the number
of attributes [91]. Regarding the classification, the com-
plexity is O (n x h), where h is the height of the tree and
n is the number of instances [33].

Labeling: To label unidirectional inbound and outbound
flows, we use a K- means RBS algorithm (a clustering
partitional algorithm). The advantage of these algorithms
is that they have relatively low computational cost [110].
A 2-way clustering solution can be computed in time
linear to the number of flows. In our case, the number
of iterations used by the greedy refinement algorithm is
less than 20. By assuming that the clusters are reasonably
balanced during each bisection step, the time required to
compute n — 1 bisections is O (n x logs n).

HMMs Convergence: In our approach, we use the EM
algorithm (also known as the Baum-Welch algorithm).
It is based on the computation of forward and backward
probabilities for each state and transition. The computing
complexity is of order O (n* xt), where n is the number of
states and ¢ is the number of transitions [78]. However,
in our experiments, we consider training HMMs with
labeled sequences by varying the length of sequences.
In addition, the EM algorithm has a computation which
iterates until the maximization of the log-likelihood is
satisfied. As such, the computing complexity is of order
O(n® x t x I x i), where [ is the length of sequences and
i is the number of iterations.

6.2 DPI approach

In the sequel, we present results obtained for DPI fingerprint-
ing approach. We introduce: (1) classification and attribution
setup, (2) classification results, and (3) computational com-
plexity of this approach.

6.2.1 Classification and attribution setup

MARFPCAT’s algorithm parameters are based on the
empirically-determined default setup detailed in [55,57]. To
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perform classification, we load each pcap as a signal inter-
preted as a wave form. The signal encloses flows having both
the header and payload sections. It is important to mention
that all classification experiments are done through modules
tuned with default parameters (if desired, they can be varied,
but due to the overall large number of combinations, no para-
meters tuning has been considered). The default settings are
picked up throughout MARF’s lifetime, empirically and/or
based on the related literature [55]. Hereafter, we provide a
brief summary of the default parameters used for each mod-

ule:
— The default quality of the recorded WAV files used in

the experiment is 8000 Hz, mono, 2 bytes per sample,
Pulse-Code Modulation (PCM) encoded.

— LPC —has 20 poles (and therefore 20 features), thus pro-
duces a vector of 20 features and a 128-element window.

— FFT —does 512 x 2-based FFT analysis (512 features).

— MinMaxAmplitudes — 50 smallest and 50 largest
amplitudes (100 features).

— MinkowskiDistance — has a default of Minkowski
factor r = 4.

— FeatureExtractionAggregator — concatenates
the default processing of FFT and LPC (532 features).

— DiffDistance — has a default allowed error 0.0001
and a distance factor of 1.0.

— HammingDistance — has a default allowed error of
0.01 and a lenient double comparison mode.

— CosineDistance—hasadefaultallowed error of 0.01
and a lenient double comparison mode.

— NeuralNetwork —has 32 output layer neurons (inter-
preted as a 32-bit integer n), a training constant of 1.0,
an epoch number of 64, and a minimum error of 0.1.
The number of input layer neurons is always equal to the
number of incoming features f (the length of the fea-
ture vector), and the size & of the middle hidden layer is
h = |f —n|;if f = n,then h = f/2. By default, the
network is fully interconnected.
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6.2.2 Classification results

In this section, we summarize the results obtained per test
case using NLP- processing of malicious network traces
classification. We present various selected statistical mea-
surements of the precision in recognizing different malware
classes under different algorithm configurations. In addition,
we use the “second guess” measure to test the hypothesis
that if our first estimate of the class is incorrect, the next
one in-line is probably correct. In the appendix, we list
the classification results sorted by fingerprinting accuracy.
In Figure 10a and Figure 11, we depict no-filtering classi-
fication results. In this case, no noise filtering is applied,
which impacts positively in fingerprinting runtime. Fig-
ure 10a illustrates the corresponding summary per various
algorithm combinations. Figure 11 shows some malware
families’ classification results. It is noteworthy to mention
that while the latter has overall low precision, many indi-
vidual malware families are correctly identified. The low
precision at the combination level is explained primarily
by the “generic” malware class (the largest) that skewed
the results and was not filtered in this experiment. The
same experiments are replicated using wavelet transform-
based filters in Figure 10b and Figure 12. Overall we notice
the same decline in precision as in the earlier filter-less
solution, raising the question of whether pre-processing is
really needed to quickly pre -classify a packet stream while
lowering precision and hindering accuracy. It is also inter-
esting to note that some malware classes (e.g., VBKrypt)
are poorly identified in the first guess, but correctly in the
second guess (illustrated by red spikes to the right of the
graphs).

The initial global scan produced results for 1, 063 mal-
ware families some of which are listed in Table 7, Table §,
and Table 9. Larger tables are also available but are too long
to include into this article. Many of them are nearly iden-
tified with an accuracy of 100%, often even using a single
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Fig. 10 (a) No-Filtering Malware Algorithms Results Summary (1st and 2nd Guesses). (b) Wavelet Malware Algorithms Results Summary (1st

and 2nd Guesses)
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Fig. 12 Wavelet Malware Family Results Summary (1st and 2nd Guesses)

packet. We discover that the data feed had some malware
classes labeled as “generic”. A lot of distinct malware fam-
ilies belong to such classes. The presence of such malware
families the MARFPCAT automated classification result in
noise and overfitting when training, which impacts negatively
on the overall per- configuration (combination) precision.
However, despite the presence of noise, many classes (771
of 1, 063) are classified with an accuracy of 100%. The rest
of malware classes have less than 75%, dropping quickly
to low classification accuracies, (e.g., Virus:Win32/Vik-
ing.gen!B [generic], PWS:Win32/Fareit.gen!C [generic],
and VirTool:Win32/ Fcrypter.gen!A [generic ], and many oth-
ers).

@ Springer

6.2.3 Computational complexity

Computation complexity of the MARFPCAT data depends
on the algorithms chosen at each stage of the pipeline. Most of
them are one-dimensional processing modules with average
complexity of O(n) where n is the number of the ele-
ments at each stage. Here is the breakdown for some of the
tasks:

— Sample loading has to do with interpreting the pcap data
in a wave form, which is a straightforward interpretation
of every two bytes per an amplitude. Thus, it depends on
the size of the pcap file in bytes b — O (b/2).
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Table 7 No-Filtering Results by Algorithm Combination and Malware

guess run algorithms good bad %

1st 1 -dynaclass -binary -nopreprep -raw -fft -cos -flucid 67 154 30.32
1st 2 -dynaclass -binary -nopreprep -raw -fft -diff -flucid 55 166 24.89
1st 3 -dynaclass -binary -nopreprep -raw -fft -cheb -flucid 55 166 24.89
1st 4 -dynaclass -binary -nopreprep -raw -fft —eucl -flucid 50 171 22.62
1st 5 -dynaclass -binary -nopreprep -raw -fft ~-hamming -flucid 37 184 16.74
Ist 6 -dynaclass -binary -nopreprep -raw -fft -mink -flucid 34 187 15.38
2nd 1 -dynaclass -binary -nopreprep -raw -£ft -cos -flucid 92 129 41.63
2nd 2 -dynaclass -binary -nopreprep -raw -fft -diff -flucid 77 144 34.84
2nd 3 -dynaclass -binary -nopreprep -raw -fft —cheb -flucid 77 144 34.84
2nd 4 -dynaclass -binary -nopreprep -raw -fft —eucl -flucid 73 148 33.03
2nd 5 -dynaclass -binary -nopreprep -raw -fft ~-hamming -flucid 46 175 20.81
2nd 6 -dynaclass -binary -nopreprep -raw -fft -mink -flucid 47 174 21.27
guess run class good bad %

st 1 VirTool.Win32.VBInject.gen.bp (v) 6 0 100.00
Ist 2 Trojan.Win32.Agent.roei 6 0 100.00
st 3 BehavesLike.Win32.Malware.dls (mx-v) 6 0 100.00
Ist 4 Worm.Win32.AutoRun.dkch 6 0 100.00
Ist 5 Trojan-FakeAV.Win32.Agent.det 6 0 100.00
Ist 6 FraudTool.Win32.FakeRean 6 0 100.00
Ist 7 VirTool:Win32/Obfuscator.WJ (suspicious) 6 0 100.00
Ist 8 Trojan.Win32.Vilsel.ayyw 6 0 100.00
Ist 9 Worm:Win32/Yeltminky.A!dll 6 0 100.00
Ist 10 Trojan.Win32.Meredrop 6 0 100.00
Ist 11 TrojanDownloader: Win32/Allsum 12 0 100.00
Ist 12 Virtumonde 6 0 100.00
Ist 13 Backdoor.Win32.Hupigon.nndu 6 0 100.00
Ist 14 VirTool: WinNT/Protmin.gen!C [generic] 6 0 100.00
Ist 21 Trojan-Spy.Win32.SpyEyes.aecv 6 0 100.00
Ist 22 Trojan:Win32/Swrort. A 11 1 91.67
Ist 23 TrojanDownloader: Win32/Carberp.C 11 1 91.67
Ist 24 PWS:Win32/Lolyda.BF 15 3 83.33
Ist 25 Trojan.Win32.Yakes.qjn 8 4 66.67
Ist 26 Trojan.Win32.Agent.rlnz 5 7 41.67
Ist 27 Trojan.Win32.VBKrypt.fkvx 6 12 33.33
Ist 28 VirTool:Win32/VBInject.OT 6 12 33.33
st 29 HomeMalwareCleaner.Fake Vimes 36 264 12.00
Ist 30 Trojan.Win32.Generic!BT 56 598 8.56
Ist 31 Trojan.FakeAlert 6 108 5.26
Ist 32 Trojan.Win32.Generic.pak!cobra 0 18 0.00
2nd 1 VirTool.Win32.VBInject.gen.bp (v) 6 0 100.00
2nd 2 Trojan.Win32.Agent.roei 6 0 100.00
2nd 3 BehavesLike.Win32.Malware.dls (mx-v) 6 0 100.00
2nd 4 ‘Worm.Win32.AutoRun.dkch 6 0 100.00
2nd 5 Trojan-FakeAV.Win32.Agent.det 6 0 100.00
2nd 6 FraudTool.Win32.FakeRean 6 0 100.00
2nd 7 VirTool:Win32/Obfuscator.WJ (suspicious) 6 0 100.00
2nd 8 Trojan.Win32.Vilsel.ayyw 6 0 100.00
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Table 7 continued

guess run class good bad %

2nd 9 Worm:Win32/Yeltminky.A!dll 6 0 100.00
2nd 10 Trojan.Win32.Meredrop 6 0 100.00
2nd 11 TrojanDownloader: Win32/Allsum 12 0 100.00
2nd 12 Virtumonde 6 0 100.00
2nd 13 Backdoor.Win32.Hupigon.nndu 6 0 100.00
2nd 14 VirTool: WinNT/Protmin.gen!C [generic] 6 0 100.00
2nd 21 Trojan-Spy.Win32.SpyEyes.aecv 6 0 100.00
2nd 22 Trojan:Win32/Swrort. A 11 1 91.67
2nd 23 TrojanDownloader: Win32/Carberp.C 11 1 91.67
2nd 24 PWS:Win32/Lolyda.BF 16 2 88.89
2nd 25 Trojan.Win32.Yakes.qjn 9 3 75.00
2nd 26 Trojan.Win32.Agent.rlnz 5 7 41.67
2nd 27 Trojan.Win32.VBKrypt.fkvx 18 0 100.00
2nd 28 VirTool: Win32/VBInject.OT 6 12 33.33
2nd 29 HomeMalwareCleaner.FakeVimes 66 234 22.00
2nd 30 Trojan.Win32.Generic!BT 117 537 17.89
2nd 31 Trojan.FakeAlert 15 99 13.16
2nd 32 Trojan.Win32.Generic.pak!cobra 0 18 0.00
Table 8 Wavelet-Filtered Results by Algorithm Combination and Malware

guess run algorithms good bad %

Ist 1 -dynaclass -binary -nopreprep -sdwt -fft -cos -flucid 55 146 27.36
Ist 2 -dynaclass -binary -nopreprep -sdwt -fft -diff -flucid 41 180 18.55
1st 3 -dynaclass -binary -nopreprep -sdwt -fft -mink -flucid 41 180 18.55
1st 4 -dynaclass -binary -nopreprep -sdwt -fft -cheb -flucid 41 180 18.55
1st 5 -dynaclass -binary -nopreprep -sdwt -fft —eucl -flucid 41 180 18.55
1st 6 -dynaclass -binary -nopreprep -sdwt -fft ~-hamming -flucid 30 191 13.57
2nd 1 -dynaclass -binary -nopreprep -sdwt -fft -cos -flucid 75 126 37.31
2nd 2 -dynaclass -binary -nopreprep -sdwt -fft -diff -flucid 56 165 25.34
2nd 3 -dynaclass -binary -nopreprep -sdwt -fft -mink -flucid 67 154 30.32
2nd 4 -dynaclass -binary -nopreprep -sdwt -fft -cheb -flucid 55 166 24.89
2nd 5 -dynaclass -binary -nopreprep -sdwt -fft —eucl -flucid 58 163 26.24
2nd 6 -dynaclass -binary -nopreprep -sdwt -fft ~—hamming -flucid 44 177 19.91
guess run class good bad %

Ist 1 VirTool. Win32.VBInject.gen.bp (v) 6 0 100.00
Ist 2 Trojan.Win32.Agent.roei 6 0 100.00
Ist 3 BehavesLike.Win32.Malware.dls (mx-v) 6 0 100.00
Ist 4 Worm.Win32.AutoRun.dkch 6 0 100.00
Ist 5 Trojan-FakeAV.Win32.Agent.det 6 0 100.00
Ist 6 FraudTool.Win32.FakeRean 6 0 100.00
1st 7 VirTool: Win32/Obfuscator.WJ (suspicious) 6 0 100.00
Ist 8 Trojan.Win32.Vilsel.ayyw 6 0 100.00
Ist 9 Worm:Win32/Yeltminky.A!dll 6 0 100.00
Ist 10 Trojan.Win32.Meredrop 6 0 100.00
st 11 Virtumonde 6 0 100.00
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Table 8 continued

guess run class good bad %

Ist 12 Backdoor.Win32.Hupigon.nndu 6 0 100.00
1st 13 VirTool: WinNT/Protmin.gen!C [generic] 6 0 100.00
Ist 14 PWS:Win32/Fareit.gen!C [generic] 6 0 100.00
Ist 15 Trojan-Dropper.Win32.Injector.cxqb 6 0 100.00
Ist 16 Trojan.Win32.Menti.mlgp 6 0 100.00
Ist 17 Trojan.Win32.Buzus (v) 6 0 100.00
Ist 18 Trojan.Win32.Agent.rlot 6 0 100.00
Ist 19 Trojan-Spy.Win32.SpyEyes.aecv 6 0 100.00
Ist 20 Trojan.Win32.FakeAV.lcpt 11 1 91.67
Ist 21 TrojanDownloader: Win32/Allsum 10 2 83.33
Ist 22 Trojan.Win32.Yakes.qjn 10 2 83.33
Ist 23 Trojan.Win32.Agent.rlnz 9 3 75.00
Ist 24 Trojan:Win32/Swrort. A 6 6 50.00
Ist 25 TrojanDownloader: Win32/Carberp.C 6 6 50.00
Ist 26 Trojan.Win32.VBKrypt.fkvx 5 11 31.25
Ist 27 VirTool: Win32/VBInject.OT 5 11 31.25
Ist 28 HomeMalwareCleaner.FakeVimes 46 250 15.54
Ist 29 Trojan.FakeAlert 8 104 7.14
Ist 30 Trojan.Win32.Generic.pak!cobra 1 17 5.56
Ist 31 Trojan.Win32.Generic!BT 18 626 2.80
Ist 32 PWS:Win32/Lolyda.BF 0 18 0.00
2nd 1 VirTool.Win32.VBInject.gen.bp (v) 6 0 100.00
2nd 2 Trojan.Win32.Agent.roei 6 0 100.00
2nd 3 BehavesLike.Win32.Malware.dls (mx-v) 6 0 100.00
2nd 4 Worm.Win32.AutoRun.dkch 6 0 100.00
2nd 5 Trojan-FakeAV.Win32.Agent.det 6 0 100.00
2nd 6 FraudTool.Win32.FakeRean 6 0 100.00
2nd 7 VirTool: Win32/Obfuscator.WJ (suspicious) 6 0 100.00
2nd 8 Trojan.Win32.Vilsel.ayyw 6 0 100.00
2nd 9 Worm:Win32/Yeltminky.A!dll 6 0 100.00
2nd 10 Trojan.Win32.Meredrop 6 0 100.00
2nd 11 Virtumonde 6 0 100.00
2nd 12 Backdoor.Win32.Hupigon.nndu 6 0 100.00
2nd 13 VirTool: WinNT/Protmin.gen!C [generic] 6 0 100.00
2nd 14 PWS:Win32/Fareit.gen!C [generic] 6 0 100.00
2nd 15 Trojan-Dropper.Win32.Injector.cxqb 6 0 100.00
2nd 16 Trojan.Win32.Menti.mlgp 6 0 100.00
2nd 17 Trojan.Win32.Buzus (v) 6 0 100.00
2nd 18 Trojan.Win32.Agent.rlot 6 0 100.00
2nd 19 Trojan-Spy.Win32.SpyEyes.aecv 6 0 100.00
2nd 20 Trojan.Win32.FakeAV.lcpt 12 0 100.00
2nd 21 TrojanDownloader: Win32/Allsum 11 1 91.67
2nd 22 Trojan.Win32.Yakes.qjn 11 1 91.67
2nd 23 Trojan.Win32.Agent.rlnz 10 2 83.33
2nd 24 Trojan:Win32/Swrort.A 6 6 50.00
2nd 25 TrojanDownloader: Win32/Carberp.C 10 2 83.33
2nd 26 Trojan.Win32.VBKrypt.fkvx 15 1 93.75
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Table 8 continued

guess run class good bad %

2nd 27 VirTool:Win32/VBInject.OT 5 11 31.25
2nd 28 HomeMalwareCleaner.FakeVimes 76 220 25.68
2nd 29 Trojan.FakeAlert 19 93 16.96
2nd 30 Trojan.Win32.Generic.pak!cobra 2 16 11.11
2nd 31 Trojan.Win32.Generic!BT 62 582 9.63
2nd 32 PWS:Win32/Lolyda.BF 2 16 11.11
Table 9 Low-Pass-Filtered Results by Algorithm Combination and Malware

guess run algorithms good bad %

1st 1 -dynaclass -binary -nopreprep -low -fft -cos -flucid 60 161 27.15
1st 2 -dynaclass -binary -nopreprep -low -fft -cheb -flucid 54 167 24.43
1st 3 -dynaclass -binary -nopreprep -low -fft -diff -flucid 54 167 24.43
1st 4 -dynaclass -binary -nopreprep -low -fft —eucl -flucid 46 175 20.81
st 5 -dynaclass -binary -nopreprep -low -fft ~hamming -flucid 35 186 15.84
Ist 6 -dynaclass -binary -nopreprep -low -fft -mink -flucid 33 188 14.93
2nd 1 -dynaclass -binary -nopreprep -low -fft -cos -flucid 88 133 39.82
2nd 2 -dynaclass -binary -nopreprep -low -fft -cheb -flucid 74 147 33.48
2nd 3 -dynaclass -binary -nopreprep -low -fft -diff -flucid 74 147 33.48
2nd 4 -dynaclass -binary -nopreprep -low -fft —eucl -flucid 69 152 31.22
2nd 5 -dynaclass -binary -nopreprep -low -fft ~hamming -flucid 49 172 22.17
2nd 6 -dynaclass -binary -nopreprep -low -fft -mink -flucid 48 173 21.72
guess run class good bad %

st 1 Trojan:Win32/Swrort. A 12 0 100.00
st 2 VirTool.Win32.VBInject.gen.bp (v) 6 0 100.00
st 3 Trojan.Win32.Agent.roei 6 0 100.00
1st 4 BehavesLike.Win32.Malware.dls (mx-v) 6 0 100.00
Ist 5 Worm.Win32.AutoRun.dkch 6 0 100.00
Ist 6 Trojan-FakeAV.Win32.Agent.det 6 0 100.00
Ist 7 FraudTool.Win32.FakeRean 6 0 100.00
Ist 8 VirTool: Win32/Obfuscator.WJ (suspicious) 6 0 100.00
Ist 9 Trojan.Win32.Vilsel.ayyw 6 0 100.00
Ist 10 Worm:Win32/Yeltminky.A!dll 6 0 100.00
Ist 11 Trojan.Win32.Meredrop 6 0 100.00
Ist 12 Virtumonde 6 0 100.00
Ist 13 Backdoor.Win32.Hupigon.nndu 6 0 100.00
Ist 14 VirTool: WinNT/Protmin.gen!C [generic] 6 0 100.00
Ist 21 Trojan-Spy.Win32.SpyEyes.aecv 6 0 100.00
Ist 22 TrojanDownloader: Win32/Allsum 11 1 91.67
Ist 23 TrojanDownloader: Win32/Carberp.C 10 2 83.33
Ist 24 PWS:Win32/Lolyda.BF 15 3 83.33
Ist 25 Trojan.Win32.Yakes.qjn 8 4 66.67
Ist 26 Trojan.Win32.Agent.rlnz 6 6 50.00
Ist 27 Trojan.Win32.VBKrypt.fkvx 6 12 33.33
Ist 28 VirTool: Win32/VBInject.OT 6 12 33.33
1st 29 HomeMalwareCleaner.Fake Vimes 37 263 12.33
Ist 30 Trojan.Win32.Generic.pak!cobra 2 16 11.11
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Table 9 continued

guess run class good bad %

Ist 31 Trojan.FakeAlert 8 106 7.02
Ist 32 Trojan.Win32.Generic!BT 35 619 5.35
2nd 1 Trojan:Win32/Swrort. A 12 0 100.00
2nd 2 VirTool. Win32.VBInject.gen.bp (v) 6 0 100.00
2nd 3 Trojan.Win32.Agent.roei 6 0 100.00
2nd 4 BehavesLike.Win32.Malware.dls (mx-v) 6 0 100.00
2nd 5 Worm.Win32.AutoRun.dkch 6 0 100.00
2nd 6 Trojan-FakeAV.Win32.Agent.det 6 0 100.00
2nd 7 FraudTool. Win32.FakeRean 6 0 100.00
2nd 8 VirTool: Win32/Obfuscator.WJ (suspicious) 6 0 100.00
2nd 9 Trojan.Win32.Vilsel.ayyw 6 0 100.00
2nd 10 Worm:Win32/Yeltminky.A!dll 6 0 100.00
2nd 11 Trojan.Win32.Meredrop 6 0 100.00
2nd 12 Virtumonde 6 0 100.00
2nd 13 Backdoor.Win32.Hupigon.nndu 6 0 100.00
2nd 14 VirTool: WinNT/Protmin.gen!C [generic] 6 0 100.00
2nd 21 Trojan-Spy.Win32.SpyEyes.aecv 6 0 100.00
2nd 22 TrojanDownloader: Win32/Allsum 11 1 91.67
2nd 23 TrojanDownloader: Win32/Carberp.C 10 2 83.33
2nd 24 PWS:Win32/Lolyda.BF 15 3 83.33
2nd 25 Trojan.Win32.Yakes.qjn 9 3 75.00
2nd 26 Trojan.Win32.Agent.rlnz 4 66.67
2nd 27 Trojan.Win32.VBKrypt.tkvx 18 0 100.00
2nd 28 VirTool: Win32/VBInject.OT 6 12 33.33
2nd 29 HomeMalwareCleaner.FakeVimes 66 234 22.00
2nd 30 Trojan.Win32.Generic.pak!cobra 2 16 11.11
2nd 31 Trojan.FakeAlert 14 100 12.28
2nd 32 Trojan.Win32.Generic!BT 105 549 16.06

The pre-processing stage’s complexity depends on the
algorithm chosen. Raw has no processing (a no-op), just
passes data further, so the complexity is of O(1). Nor-
malization complexity is O (n). FFT-based low-pass and
similar filters have the complexity of O(2 x O(FFT)))
to convert to time domain and back, which is based on
radix-2 Cooley-Tukey FFT algorithm, with a complexity
of O(n/2log,(n)).

Feature extraction depends on the chosen algorithms.
Most common are FFT and LPC. LPC has a complexity
of O (n x (log, n)?) in general. MinMax has a complexity
of O(2n x logn) (to sort and copy).

Classification has the complexity of the chosen classifier,
such as distance or similarity measures. Cosine simi-
larity has a complexity of O(n?), but for normalized
data, the complexity is O (n). Euclidean, Chebyshev, and
Diff distances have a complexity of O(n), Minkowski
distance has a complexity of O(n°); and Hamming

distance has a complexity of O(n + log(n + 1)) at
the worst. Neural network and some other classifiers
are removed in this study at the time of the experi-
ments.

— The total complexity is the sum of the above stages, where
the average complexity is quite low, making it very fast
at scanning and pre-classifying the data.

7 Discussion

We review the current results of this experimental work,
including its current advantages, disadvantages and practi-
cal implications. First, we discuss the positive and negative
aspects of the non-DPI (Section 7.1) followed by the DPI
(Section 7.2) approaches. The discussion encloses some
observations noticed when performing experiments.
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7.1 Non-DPI fingerprinting
7.1.1 Advantages

In the sequel, we present the key advantages of the flow
packet headers approach:

— Classification accuracy: Using packet header bidirec-
tional flow attributes to classify malicious and benign
traffic has shown excellent accuracy with low rates of
false positives and negatives. The J48 classifier has the
ability to segregate malicious from benign traffic based
on packet header attributes.

— Independence from packet payloads: All detection and
attribution features are extracted from packet headers.
The detection and attribution, therefore, avoid noisy data
generated by encrypted traffic.

— Generalization: To segregate malicious from benign data,
we use different benign datasets collected from different
sources, namely, home networks, laboratory networks,
corporation networks, and ISP networks. Different mod-
els achieve high accuracy in terms of differentiation
between malicious and benign traffic. 10-fold cross val-
idation has been used to check whether the detection
accuracy is maintained.

— Detection attributes: Decision trees in general are con-
sidered as a set of conditions involving the values of
attributes. The classifier behaves as a white-box, where
the attributes play roles in the decidability of flows
maliciousness or not. J48 decision tree models generate
decision rules where the roots are usually features that
highly overlap malicious datasets and benign datasets.
The distinctive features are mainly used as leaves to make
final decisions on benign and malicious traffic. We notice,
for instance, that forward and backward inter-arrival time
values, duration of flow, and number of forward packets
and bytes are good indicators that distinguish between
malicious and benign traffic.

— Labeling attributes: Using inbound/outbound flow attri-
butes for the purpose of traffic characterization is a good
mean to create (sequences) patterns for malicious flows.
These patterns are subjected to mining tools (HMMs) to
attribute maliciousness to malware families.

— Possibility to fingerprint zero day attack: Character-
izing the detection and attribution through flow fea-
tures may provide opportunities to fingerprint unknown
malware families that share identical network behav-
ior with known malware families. For example, it has
been shown in [76] that Citadel malware (appeared in
2013) is a variant of Zeus (Zbot) malware (appeared in
2009).

— Decoupling between detection and attribution: In gen-
eral, this is considered a positive aspect in the sense that
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attribution is implicit to detection. The attribution does
not impact the accuracy of detection. However, there is a
negative aspect of this decoupling that we discuss in the
sequel.

7.1.2 Disadvantages

Hereafter, it is the list of issues identified in packet flows
headers approach.

— Datasets overfitting: Decision trees that fit training and

testing data too well may not be as good as it has been
shown in our experiments. Overfitting trees can have a
low re-substitution error but a high generalization error.
As such it is a must to consider more benign datasets to
check whether the obtained models are subjected to gen-
eralization errors. J 48 decision trees are static classifiers
and are not resilient to additional noisy benign data (traf-
fic). Itis thus imperative to investigate the noise resiliency
of obtained classifiers and to determine how we can build
a committee modeling approach based on multi-decision
trees.

Complexity: Fingerprinting of maliciousness based on
packet header flow features generates a computational
complexity related to the extraction of features, the clas-
sification and clustering of features’ vectors, as well as
the construction and sequencing of flows. For instance,
we observed the following runtime for features extrac-
tion, models detection and labeling:

1. Bidirectional flow features extraction takes on aver-
age 0.94 seconds (0.042 seconds per feature).

2. Unidirectional flow features extraction takes on aver-
age 1.19 seconds (0.026 seconds per feature).

3. Detection:

— Malicious vs. Home Model: 15 milliseconds per
feature vector.

— Malicious vs. SOHO Model: 16 milliseconds per
feature vector.

— Malicious vs. ISP Model: 21 milliseconds per fea-
ture vector.

— Malicious vs. Private Model: 18 milliseconds per
feature vector.

4. Labeling:

— Inbound flows: the 16-k clustering solution takes
about 7.298 seconds (0.1300 milliseconds per fea-
ture vector).

— Outbound flows: the 18-k clustering solution takes
about 9.556 seconds (0.1671 milliseconds per fea-
ture vector).

A deployment of such approach in a real-time traffic
needs a traffic sampling technique since the compu-
tation of flow features on the fly is expensive. More-
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over, detection and attribution models must response
quickly to vectors of flow features created on sam-
pled data. This means that we need to synchronize
flow features extraction with detection and attribut-
ion.

— Corroborating attribution: the HMMs-based attribution is
not mature. We need to establish an algorithm to limit the
non-determinism of HMMs. This can be done by consid-
ering longer sequences when we have non-determinism
between malware families. For example, with a mali-
cious flows sequence of length 2 that is classified by ten
2 sequences trained HMMs, we can consider a poten-
tial third detected flow to create a new sequence of
length 3 and classify it with 3 sequences trained HMMs.
As such, ten 2 sequences trained HMMs play the role
of filters, whereas the 3 sequences trained HMMs will
limit the number of malware family attribution possibil-
ities.

— Decoupling between detection and attribution: In a way,
this is a double -edged sword. The negative aspect lies in
the fact that it generates deployment challenges, which
break into flows sampling, flows construction, and strong
detection to implicitly obtain a good attribution. Thus, it
is necessary to conduct a thorough analysis to deploy this
Non-DPI fingerprinting solution.

7.2 DPI fingerprinting
7.2.1 Advantages

In the sequel, we present the key advantages of the DPI
approach:

— Relatively fast: the DPI approach has shown an ability
to learn and classify relatively quickly than flow packet
headers approach. For instance, results shown in Table 8
took from 58ms to 598ms per pcap file. The complete run
considering all algorithms combinations, including train-
ing and testing phases took 27 minutes 74 seconds. Some
results go as low as below 10ms per pcap file (including
loading, pre- processing, feature extraction, and classifi-
cation). A complete training on an algorithm combination
was 1 to 3 seconds depending on the algorithm. Detailed
performance statistics from the log files can be released
depending on the need and appropriateness at an external
resource, such as arXiv.

— Learning scalability: giving the ability shown in training
runtime, DPI approach has the flexibility to learn on a
large knowledge base to test on known and unknown
cases as well as label them. The results shown in terms
of runtime allow to design and integrate easily an online

learning system, where the detection and attribution can
be improved by time. This approach can be used to Can
be used to quickly pre-scan projects for further analysis
by humans or other tools that do in-depth maliciousness
analysis.

— Flexibility: tuning algorithms’ combinations allows the
selection the best learning process for malware classes.
Accordingly, we can identify appropriate algorithm com-
binations that maintain the tradeoff between accuracy and
runtime. This approach can be used on any target mal-
ware without modifications to the methodology.

— Pluggability: developed tool, namely, MARFPCAT, can
learn from binary signatures obtained from other intru-
sion detection systems (e.g, Snort [89], Bro [72], etc.).
In addition, since it is an open- source it can be easily
plugged to existing firewalls or intrusion detection sys-
tems.

7.2.2 Disadvantages

Hereafter, it is the list of the most prominent issues related to
the DPI approach. Some are more “permanent”, while others
are solvable and intended to be addressed in a future work.

— Dependency: detection accuracy depends on the quality
of the collected knowledge base (see Section 5.2). The
annotation of pcap indexes are done manually, hence, it
is prone to errors.

— Accuracy: despite the fact that some malware families are
identified with a high accuracy, MARFPCAT has shown
limited accuracy for some malware families, especially
the ones clustered as being “generic”.

— Fuzziness: DPI fingerprinting has many algorithms’ com-
binations (currently &~ 1800 permutations), which try to
get the best top N. This can lead to incoherence in some
classification cases when there is a shift from a combi-
nation to another.

7.3 Summary

We started our experiments with MARFPCAT’s DPI app-
roach first due to its predecessor’s (MARFCAT’s) success in
static code analysis for vulnerabilities classification before
moving to the headers-based approach. We have learned
from related work (detailed earlier) using the headers fea-
tures to better deal with the encrypted traffic for the purposes
of application protocols classification. We thus moved on
to the header-based classification in addition to flow-based
classification based on headers, significantly improving pre-
cision.
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Our core finding is that the two approaches are not
necessarily in competition with each other, but are rather
complementary with DPI being much faster (no parsing and
picking out select headers; in addition, signal processing
techniques and related classifiers were simpler and more effi-
cient in comparison with the flow packet headers approach).
The DPI approach can work with either one or two pack-
ets already and does not depend on benign traffic learning
(which, if it did, would be like a noise signal), whereas the
header-based flow approach strictly requires a flow before it
can classify. Thus, the DPI approach can prioritize classifica-
tion targets, specifically for the headers-based approach (and
go deeper as necessary). While listening first on the network
interface, MARFPCAT can predict or hint to maliciousness,
whereas flow packet headers can increase subsequently the
confidence in maliciousness fingerprinting.

8 Conclusion

In this work, we presented a research effort dedicated to fin-
gerprint maliciousness at the traffic level. The maliciousness
fingerprinting falls into: NLP/wavelets Deep Packet Inspec-
tion (DPI) and flow packet headers. Moreover, we produced
a comparison between these two approaches.

Regarding the DPI approach, considering results shown
by MARFCAT in the classification of vulnerable code, we
used NLP and wavelets classification of signals techniques to
fingerprint maliciousness. Despite showing some problems
in classifying the generic malware families, it managed to
show a large scalability and accuracy for less noisy mali-
cious traffic. As a result, we released a MARFPCAT alpha
version, the MARFCAT’s predecessor, as open -source that
can be found at [56]. The distributed demand- driven version
of MARFPCAT is available in GIPSY open source reposi-
tory.

Regarding flow packet headers approach, we employed
several supervised machine learning algorithms, namely, J48,
Boosted J48, Naive Bayesian, Boosted Naive Bayesian, and
SVM in order to classify malicious and non- malicious traf-
fic. The aforementioned learning algorithms were used to
build classification models. Thus far, the results show that the
J48 and Boosted J48 algorithms performed better than other
algorithms. They reached over 99% precision with a rate
of false positives less than 1%. In summary, we illustrated
that it is possible to detect malicious traffic and differenti-
ate it from non-malicious traffic by using attributes extracted
from packets. This is a preliminary result toward the classi-
fication of malicious traffic at the network level. Therefore,
we aim to investigate the degree to which our classification
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results are generalizable to a wide class of representative
networks.

There is a great number of possibilities for future works,
which include resolving unfinished scenarios and results,
addressing shortcomings, testing more algorithms’ combi-
nations from the related work. Part of our future works fall
into classifying the malicious traffic according to malware
types and families, and deploying the model on a network in
order to test its performance on real-time traffic.

As per some reviews pointed to, malicious traffic covers
a wide range of types: DDoS, C&C channels, and intrusion
payloads. It was suggested that it is better to further refine
the classification of malicious traffic into these types. This
in itself can be an insightful experiment that we will con-
sider doing in future work. At present, we only focus on the
captured pcaps from known malware to determine malicious-
ness. DDoS can also be aided though other existing means
(e.g., builtinto iptables).

In this work, we have not studied possible evasion from
malware trying to avoid detection at the network level. While
we believe the headers-only are robust to detect some share
of evasive malware, the extent to which our algorithms are
robust, stills a challenging research question. We have yet to
investigate why SVM and its parameters performed worse in
some instances of our earlier work before switching to flows
and HMMs. We will possibly attempt grid-search techniques
in our future work as well.

APPENDIX
9 MARFPCAT Algorithms and results

Hereafter, we list some MARFPCAT results using the algo-
rithms shown in Algorithm 1 and Algorithm 2. The results are
based on the whole packet examination (i.e., headers and pay-
load) that illustrate the precision per algorithm combinations
as well as attribution for the top precise malware types. The
methodology behind them is described in Section 5 and the
results are discussed in Section 6.2. The algorithms’ options,
in addition to those described in [55], are:

— -dynaclass — treat learned classes as labels automat-
ically from the reports (no predefined classes are set at
the beginning),

— -binary —treat data as pure binary non-formatted data,

— -nopreprep — to skip extra pre-pre-processing,

— —-sdwt — use separating discrete wavelet transform, and

— —-flucid - generate FORENSIC LUCID expressions for
subsequent forensic investigations and reasoning in an
external system [58].
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1 Compile meta-XML index files. Partly done by a Perl script and

partly annotated manually;

2 foreach pcap malware code base do

// Presently in these experiments we use
simple mean clusters of feature
vectors or uni-gram language models
per default MARF specification ([55])

3 Train the system based on the meta index files to build the
knowledge base (learn);
4 begin
5 Load (interpret as a wave signal or n — gram);
6 Pre-process (none, FFT-filters, wavelets, normalization,
etc.);
7 Extract features (FFT, LPC, min-max, etc.);
8 Train (Similarity, Distance, Neural Network, etc.);
end
10 Test on the training data for the same case with the same
annotations to make sure the results make sense by being
high and deduce the best algorithm combinations for the task;
1 begin
12 Load (same);
13 Pre-process (same);
14 Extract features (same);
15 Classify (compare against the trained k-means, or
medians, or language models);
16 Report;
17 end
18 Test on the testing data for the fixed case of the same malware;
19 Test on the testing data for the general case (e.g., dnets);
20 end
Algorithm 1: Pcap Analysis Using Signal Pipeline
1 Compile meta-XML index files from the malware reports;
2 foreach source code base, binary code base do

// Presently in these experiments we use
simple uni-gram language models per
default MARF specification ([55]1)

3 Train the system based on the meta index files to build the
knowledge base (learn);
4 begin
5 Load (n-gram);
6 Train (statistical smoothing estimators);
7 end
8 Test on the training data for the same case with the same
annotations to make sure the results make sense by being
high and deduce the best algorithm combinations for the task;
9 begin
10 Load (same);
11 Classify (compare against the trained language models);
12 Report;
13 end
14 Similarly test on the testing data for the same case without
the annotations as a sanity check;
15 Test on the testing data for the fixed case of the same software
16 Test on the testing data for the general non-classified case;
17 end
Algorithm 2: Pcap Analysis Using NLP Pipeline
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