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Abstract Orchestrating collaborative learning in the classroom involves tasks such as forming
learning groups with heterogeneous knowledge and making learners aware of the knowledge
differences. However, gathering information on which the formation of appropriate groups and
the creation of graphical knowledge representations can be based is very effortful for teachers.
Tools supporting cognitive group awareness provide such representations to guide students
during their collaboration, but mainly rely on specifically created input. Our work is guided by
the questions of how the analysis and visualization of cognitive information can be supported
by automatic mechanisms (especially using text mining), and what effects a corresponding tool
can achieve in the classroom. We systematically compared different methods to be used in a
Grouping and Representing Tool (GRT), and evaluated the tool in an experimental field study.
Latent Dirichlet Allocation proved successful in transforming the topics of texts into values as
a basis for representing cognitive information graphically. The Vector Space Model with
Euclidian distance based clustering proved to be particularly well suited for detecting text
differences as a basis for group formation. The subsequent evaluation of the GRTwith 54 high
school students further confirmed the GRT’s impact on learning support: students who used
the tool added twice as many concepts in an essay after discussing as those in the unsupported
group. These results show the potential of the GRT to support both teachers and students.
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Introduction

With the growing popularity of educational technologies, teachers are increasingly required to
orchestrate their classrooms across different contexts, media, and multiple learning activities
(Dillenbourg et al. 2009). This is particularly true if they apply pedagogical techniques such as
collaborative learning (e.g. Dimitriadis 2012). Since learners frequently do not engage in
collaborative learning activities on their own (e.g. Kollar et al. 2006; Weinberger et al. 2007),
guidance is needed to ensure positive learning outcomes. Designing and implementing didactic
support for collaborative learning activities requires significant personal effort by teachers.
Besides the preparation of content such as learning material, they also have to capture
information on learners’ knowledge, allowing them to form appropriate learning groups or
to provide feedback to students about their knowledge.

Consequently, the aim of this article is to weigh the advantages and disadvantages of
different measures to shape collaborative learning, reasonable efforts on the part of the
teachers, and technical support possibilities in the context of educational classroom scenarios.
Thus, we intend to combine the potentials of guidance (as a support for students) with largely
automated technologies for identifying, transforming, and visualizing information on knowl-
edge (as a support for teachers) into one tool that fits in regular school routines.

Starting from the theoretical background, we argue for the design of a tool that combines
implicit and explicit guidance mechanisms relying on data that emerges from the application of
largely automated text mining methods. Following this line, we experimentally evaluate the
overall impact of the tool and its various features on students’ learning in classrooms and then
discuss the results.

Theoretical and conceptual background

Guiding learners explicitly and implicitly

Social interactions will not occur automatically just because they are possible or enabled in a
given educational scenario (Kreijns et al. 2003). Frequently, guidance is needed to improve the
quality of students’ collaborative learning processes (Weinberger et al. 2007), such as struc-
turing learners’ interactions in specific ways. Since the extent to which students can be
instructed varies considerably (Hesse 2007; Scardamalia and Bereiter 2014), teachers are free
to choose from various options ranging from explicit to implicit guidance measures.

Explicit guidance means giving the learners a detailed specification of the collaborative
process, e.g. in the form of scripts (cf. Fischer et al. 2013). Collaboration scripts are akin to
movie scripts that prescribe in great detail how the actors have to perform (Dillenbourg 2002).
Following Kobbe et al. (2007), such scripts consist of several components (activities, participants,
roles, groups, and resources) and mechanisms (task distribution, sequencing, and group forma-
tion). Their core component is a learner’s activity (Kobbe et al. 2007) that might be cognitive (e.g.
explaining or asking), metacognitive (e.g. monitoring) or social (e.g. playing different roles)
(Mäkitalo-Siegl and Kollar 2012). To foster the desired behavior of learners while they perform
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their activities, teachers can particularly utilize the mechanism of group formation that determines
how participants are distributed across the groups (Kobbe et al. 2007).

Common and frequent approaches to group formation target a heterogeneous distribution of
participant characteristics in the groups. Dillenbourg and Jermann (2007) distinguish between two
variants: (a) forming pairs or groups of learners with complementary knowledge, or by providing
teammates with complementary information, and (b) forming groups based on learners’ conflict-
ing opinions. The members of complementary groups are expected to compensate for the gaps in
different knowledge by exchanging and explaining missing concepts to each other. Examples of
providing complementary information are the Jigsaw script (Aronson et al. 1978) and the Concept
Grid (Dillenbourg and Jermann 2007). The UniverSanté script (Berger et al. 2001) is another
example in which the complementary knowledge distribution is not induced (as in the jigsaw), but
natural differences in knowledge are exploited. Here, collaborators studying in different countries
contribute their knowledge about their national health system.

Based on complementary knowledge, learners may form different or even conflicting
opinions. An example: A student who knows about the environmental effects of coal-based
generation of energy may be inclined to accept nuclear power plants with all their risks.
Another student with knowledge about wind energy and its advantages in comparison to
nuclear energy will probably be more skeptical towards nuclear energy plants. Such hetero-
geneous opinions or incompatible conceptual views, though possibly leading to controversies
(Johnson and Johnson 1979), are also promising for fostering collaborative learning, provided
that the learners’ abilities are homogeneous (O’Donnell and O’Kelly 1994). It is theorized
from a developmental perspective (Piaget 1950; Flavell and Botkin 1968; Kohlberg 1969),
from a cognitive perspective (Berlyne 1966; Doise and Mugny 1984), and from a social
perspective (Johnson 1970; Johnson and Johnson 1979; Johnson 1980) that constructive
controversies between learners can cause intellectual conflicts which in turn trigger positive
learning outcomes (cf. Johnson and Johnson 2009). Here, structured controversy (Johnson and
Johnson 1979) is an adequate example for the utilization of such grouping mechanisms, since
it uses different (predefined) opinions as a basis for discussion. Another example is the
ArgueGraph script (Dillenbourg and Jermann 2007) that is based on actually different opinions
collected by means of a questionnaire.

While explicit guidance strongly shapes the way in which learners interact with each other,
collaborative learning processes can also be implicitly guided by suggesting certain ways of
thinking, communicating, and behaving, without directly instructing learners to perform
specific activities (Bodemer 2011). Following Hesse (2007), the advantage of implicit guid-
ance that initiates activities instead of commanding them lies in the learners’ opportunity for
self-regulation, which can increase motivation (Ryan and Deci 2006).

Examples of implicit guidance measures that have been proven to affect learning outcomes
positively are representational guidance (e.g. Suthers 2001; Suthers and Hundhausen 2003)
and cognitive group awareness (e.g. Bodemer 2011; Sangin et al. 2011). Representational
guidance is based on the idea of making some parts of shared knowledge more salient than
others so that they are more likely to be topics of discussion (Suthers 2001). Similarly,
cognitive group awareness describes the awareness of relevant information that learners
possess about their group members’ state of knowledge, interests, assumptions or opinions
(Janssen and Bodemer 2013). Accordingly, cognitive group awareness tools provide such
information on learning partners (Bodemer and Dehler 2011; Janssen and Bodemer 2013),
since they transform socio-cognitive variables in a way that can be fed back to the group
(Bodemer and Buder 2006). Providing learners with specific information related to the
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knowledge of other learners can reduce unnecessary workload and foster engagement in
activities of collaborative elaboration in at least three ways (cf. Dillenbourg and Betrancourt
2006; Bodemer and Scholvien 2014). First, as such information refers to specific content, it
may list and cue essential information, and thus can help to organize each learner’s knowledge
and focus the learning partners’ communication. Second, being aware of other learners’
knowledge can facilitate important grounding and partner modeling processes on the level
of small or large groups. Third, when information is provided in a way that allows for
comparing the learning partners’ knowledge, learners can be triggered to discuss interdepen-
dent knowledge or controversial opinions, which can be particularly beneficial for learning as
argued above for explicit guidance support. In the case of group formation based on knowl-
edge differences, the additional support of cognitive group awareness thus seems reasonable.
Tools supporting cognitive group awareness do not only assist students in discovering and
closing gaps in their knowledge (e.g. Sangin et al. 2011), but also can lead to collaborative
elaboration processes (Buder and Bodemer 2008), in which knowing about shared and
unshared knowledge resources can trigger discussions about topics, with which only one
learner in a group is familiar (Schittekatte and Hiel 1996).

Summing up, there are two promising ways to support collaborative learning on the basis of
information on learners’ knowledge: explicit, by forming knowledge-heterogeneous groups,
and implicit, by providing learners with information on other learners’ knowledge (including
information cueing, cognitive partner modelling, and opportunities for comparison). From a
teacher’s perspective, applying such support in a classroom implies two challenges in
particular:

(1) Capturing and transforming information on learners’ knowledge (what and how much
do learners know?). Group formation is an explicit guidance mechanism challenging
teachers not only to choose the appropriate formation out of the numerous possibilities,
but also to exert a great effort, if they do not randomly or artificially distribute the
participants across groups. Instead, they have to gather information on what and/or how
much learners know and to transform this information into difference values between
students as a basis for heterogeneous group formation. The same applies to implicit
guidance, since the creation of graphical representations requires appropriate input. In
existing support measures that have proved successful in enhancing collaborative per-
formance, categories for indicating learners’ knowledge follow a top-down approach (cf.
Dehler et al. 2011). This means that teachers have to determine beforehand what aspects
of subjects to be learned are relevant, risking to miss other knowledge of their students on
the subject area. A bottom-up approach based on student-generated content can reduce
such problems. Furthermore, during collaboration, it might help students to connect the
discussed topics to their own prior knowledge and motivate them by rediscovering self-
generated instead of teacher-generated structures. Such structures based on students’
knowledge have been gathered from different sources: based on students’ subjective
evaluation, for example self-assessment of knowledge (e.g. Dehler et al. 2011), or on
objective indicators, e.g. results of a knowledge test (e.g. Sangin et al. 2011). Either way,
the gathering and transformation of said information might contain errors caused by self-
estimation or be burdensome, e.g. if teachers have to design and implement specific
knowledge tests. An alternative approach would be the usage of student-generated text as
a source for students’ assessment, since the production of text is common in school and
provides a data basis for being objectively evaluated.
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(2) Representing learners’ knowledge. After the transformation of knowledge, the teachers
need to instruct the learners on how to collaborate. Implicit guidance can assist here with
graphical representations, but challenges the teachers to visualize previously generated
cognitive variables in a way that allows for easy information extraction and comparison.
Indeed, they can choose common types of presentations that meet both of the aforemen-
tioned demands, but even the visualization of cognitive information using bar graphs is
still time-consuming for teachers.

In conclusion, a combination of heterogeneous group formation and support of cognitive
group awareness in school routines would be advisable for improving students’ collabora-
tive learning, but it comes with burdens for the teachers because it requires them to capture,
transform, and visualize information about learners’ knowledge. This raises the question of
how to support the teachers. Taken all together, the answer could lie in automated
technologies that allow for transforming given educational data, such as written homework
or essays, to cognitive variables that can be used to form groups of learners with
heterogeneous knowledge (or opinions), and for visualizing information on what and how
much they know.

Text mining as a basis for forming groups and representing cognitive information

In the course of their school careers, students produce a huge amount of written homework
such as essays or wiki entries. These texts are externalizations of knowledge and provide
unstructured data to be analyzed. Text mining is based on the idea that cognitive information
can be extracted from text, or rather be analyzed through largely automated techniques that
turn text into ‘numbers’ (Miner et al. 2012). This means that unstructured textual data – words,
sentences, paragraphs or documents – will be transformed into quantitative data representing
cognitive information by values. In an educational context, examples for searching or sorting
documents are the application of information retrieval in tutoring systems, e.g. Glosser
(Villalon et al. 2008). The AutoTutor system (Graesser et al. 2004) uses Latent Sematic
Analysis to analyze learner utterances with a natural language dialogue interface. Rosé et al.
(2008) have applied automatic text classification techniques to CSCL corpora as a promising
alternative to human coding. Other approaches have used document sorting techniques for
clustering e-learning resources according to their similarity (e.g. Tane et al. 2004; Hung 2012).
The analysis of words has recently been used to support teachers in monitoring their students,
e.g., for identifying misconceptions from comments annotated to learning videos (Daems et al.
2014) or for analyzing conceptual change over time (Sherin 2012; Southavilay et al. 2013).
Although not established in the context of cognitive group awareness so far, text mining
appears to be very suitable for transforming students’ written text into cognitive variables as a
basis for forming groups and for visualizing cognitive information.

To promote learning processes it thus appears reasonable to equip a tool supporting
cognitive group awareness with different automated functions focusing on clustering. Group
formation is ideally based on document clustering, since each text or document represents an
author or learner. Accordingly, we receive values that represent the similarity (or dissimilarity)
between learning partners. Graphical representations are related to individual cognitive infor-
mation and should therefore be based on concept extraction. Words will be clustered instead of
documents, resulting in values that can be visualized as bars to best serve the instructional
purposes of comparing components (Lee and Nelson 2004) and representing how intensively a
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learner discusses an issue within his or her text. Depending on the method selection, such
clustering procedures result in disjoint or non-disjoint clusters. This differentiation is of
particular relevance regarding human interpretability of clusters: Disjoint results might provide
only a small number of distinct clusters that are easy to interpret for that reason, whereas non-
disjoint results might identify more existing clusters but also give more room for (possibly
inaccurate) interpretation. In the following, we describe different text mining methods such as
those based on Vector Space Models (VSMs) or Probabilistic Topic Models (PTMs) to discuss
their suitability for the purposes described above.

VSMs treat texts as vectors in an n-dimensional vector space (Rajman and Vesely 2004)
that can be represented using a document-term-matrix. The cells of such a matrix contain either
the occurrences of words in a document (for instance, their frequencies), or their weighted
values in a document (Miller 2005) on which statistical calculations can be performed.
Therefore, VSMs have been combined with cluster analysis (e.g. Sherin 2012), factor analysis
(e.g. Leydesdorff and Hellsten 2006), or singular value decomposition (e.g. Deerwester et al.
1990). These analytical methods allow for clustering words or documents (AlSumait et al.
2010). The latter technique has been successfully used for forming groups, e.g., by Manske
et al. (2015) who used VSM based Euclidian distance, a proximity measure of cluster analysis,
for group formation. Concerning word clusters, Sherin (2012) demonstrated that a simple
VSM – extended by a cluster analysis and applied to segmented transcripts of students’
explanations about the changing of the seasons – can identify learners’ concepts and their
dynamics over time. Certainly, other techniques for generating clusters without (hierarchical)
overlaps should be considered. For example, factor analysis is a candidate, since Sherin’s
(2012) approach of combining the VSM with hierarchical centroid clustering only yielded
acceptable results if it was additionally combined with a calculation of deviation vectors.

The currently most used instance of PTMs is Latent Dirichlet Allocation or LDA (Blei
2012). The idea behind this is that texts are represented by a distribution of different latent
topics, where each topic is represented by the distribution of words in these texts (Blei et al.
2003). Thus, using LDA allows for identifying which parts of a text represent specific topics in
a relative view. Such topics can be used as a basis on which distance measures can be
calculated. Further, Southavilay et al. (2013) showed that LDA applied to collaborative writing
data in GoogleDocs was suitable for creating topic evolution charts that clearly depict how
topics evolve over time. Besides allowing teachers to monitor their students with charts, it is
also a future objective to use this technique to make students aware of their development.

So far, the potential of text mining in educational contexts has not been fully exploited. The
given examples show that text mining methods are not only suitable for grouping learners, and
transforming qualitative data into quantitative data; they also allow for visualizing topic
distributions and the evolution of topics over time. On this basis, using text mining to support
cognitive group awareness can provide two important elements: (1) cognitive information
about students, which is externally represented as a source of Bcontent awareness^ (what
knowledge?) and Bcontext awareness^ (how much knowledge?), and (2) the heterogeneity of
students’ texts as a basis for group formation. As for (1), LDA and VSM extended by further
analysis are candidate techniques that still need to be compared, since the latter, e.g. in
combination with factor analysis, can provide disjoint topics whereas LDA yields topics
interpreted on the basis of possibly overlapping top ranked words per cluster. Thus, the
designation of resulting clusters and the distribution over topics might be different. On the
one hand, a clear separation given through disjoint clusters can make an interpretation easier
and provide precise values per topic. On the other hand, overlaps between multi-word topics
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give additional means for interpretation and visualization. As for (2), the difference between
LDA and VSM based analysis is that LDA generated data allow for determining a topic-wise
distance between learners, whereas a VSM based calculation, e.g. Euclidian distance, can
provide values based on distances of words. Aword-wise analysis is more distinctive in terms
of a sharper separation, but it is also conceivable that it may introduce artefacts due to the use
of synonyms or filler words.

Overall, we assume that students profit from guidance while learning collaboratively.
Regarding explicit or implicit guidance, we emphasized that the two forms of guidance
provide different benefits for the support of students. Our approach is to combine grouping
as an explicit guidance mechanism with the visual presentation of cognitive information to
improve students’ cognitive group awareness. However, from teachers’ perspectives, the effort
might appear to be unreasonable, since it is time-consuming and burdensome for them to
gather quantitative information on learners’ knowledge. As we have argued, text mining offers
the advantage of automated extraction of cognitive information from student texts (e.g. from
written homework). However, the potential of text mining is not yet sufficiently explored in the
context of structuring collaborative learning. In the light of these considerations, we state the
following research questions:

Research question 1: Comparing and evaluating LDA and VSM based analysis – Which is
more suitable for transforming and visualizing cognitive information (RQ 1.1) and charac-
terizing heterogeneity between learners for group formation (RQ 1.2)?

Research question 2: What is the impact on learning outcomes of a tool supporting
cognitive group awareness with integrated text mining methods to generate a data basis for
visualizing cognitive information and grouping learners?

We investigate research question 1 in the section BDesign of the Grouping and
Representing Tool (GRT)^, where we select the text mining methods used in the tool
and explain its functions in more detail. The subsequent section, BExperimental
study ,̂ serves to answer research question 2 aiming to clarify that there is an effect
utilizing its entire set of features. Finally, we interpret the results and discuss the
tool’s effects on students’ learning.

Design of the Grouping and Representing Tool (GRT)

Our approach combines the advantages of educational guidance measures with the potential of
text mining into one tool that we call the Grouping and Representing Tool (GRT). The GRT is
designed as a tool supporting cognitive group awareness and is equipped with text mining
methods that can be applied to learner-generated content such as essays, reports, or wiki entries
to generate content- and context-related cognitive information on learners. Based on this
information, the GRT generates graphical representations and forms learning groups. The
graphical representations visualize cognitive information in terms of topics (human interpreted
and named clusters of terms and phrases) and topics’ extent for each student. The list of topics
allows for monitoring one’s own topics against the whole group’s topics. The topics’ extent
allows for comparing one’s own state of information on a topic to a partner’s state of
information on the topic. The group formation is based on the heterogeneity of learners that
is operationalized here as the topical dissimilarity of two persons’ texts. In this case, not the
words within the texts but the texts are analyzed for their similarity. Therefore, the application
of text mining methods should result in two types of values: topic values that serve to visualize
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students’ cognitive information and dissimilarity values that are used to match heterogeneous
learning partners.

Selection of text mining methods

There are many different text mining methods, but none have been used so far to determine
cognitive group awareness. Therefore, in order to investigate which of them is the most
suitable, we address the first research question, whether VSM based clustering or (tailored)
LDA achieves the better results in capturing cognitive information (RQ 1.1) and differences
(RQ 1.2). As a data basis for validating and selecting the appropriate text mining methods, we
prepared five essays about global warming that cover 11 different topics in total. This number
of essays and topics was sufficient to establish various differences between each pair of texts:
topic-related differences (reaching from no complementarity to a very high topical comple-
mentarity) and differences of opinion (given or not). Regarding topic-related differences, we
calculated complementarity values (number of unequal topic occurrences per pair of texts
divided by the total number of topics) as a standard to compare to. Regarding opinions, we
could differentiate between pro and contra attitudes about stopping the causes of global
warming. We systematically evaluated the results of text mining after applying (a) a VSM-
based factor analysis in comparison to a LDA combined with a Gibbs sampling for capturing
cognitive information (topic values) and (b) a VSM combined with Euclidian distance and
LDA tailored by a topics’ extent measure for capturing differences.

The quality of transforming written information into quantitative data and visualizing it
(RQ 1.1) is linked to the precision with which a text mining method can identify topics and the
topics’ extent within a prepared text corpus. The results show that both text mining methods
are suitable for identifying essential aspects of the given essays, provided that the paragraphs
of the essays are segmented into single texts before clustering. Under this precondition, an
explorative factor analysis with scree-test captured 8 out of the 11 identified subtopics. LDA
delivered the same result, but was also able to capture topics that factor analysis could not
identify, if the number of clusters had been manually increased to 11. We have to take into
account that multiple runs are needed to determine the proper number of clusters and that the
number of iterations must be high enough to ensure the internal consistency of the variable.
For visualizing the extents of topics (which are equivalent to the quantitative values of
clusters), LDA also performed best in a systematic comparison because it could reproduce
the topics’ extent in 4 essays adequately to human estimate, and also map the close similarity
of two nearly identical texts better than factor analysis. Only one text could not be represented
in an adequate way, since it contained a topic that appeared only in this text and in none of the
others. Bearing in mind that the topical scope should be determined, we have chosen LDA for
transforming and visualizing cognitive information with the tool.

Capturing differences accurately (RQ 1.2) is a precondition for successfully forming groups
of discussants with heterogeneous knowledge or opinions. As can be seen from Table 1, a
comparison of both text mining methods showed that the complementarity between two essays
is better identified in the case of using a VSM combined with a calculation of Euclidian
distances than by applying LDA and additionally subtracting the topics’ extent of one text
from that in another text. Only in one case VSM based values differed from the given order of
complementarity ranks, whereas LDA based distances differed in several cases from the ranks
and could not determine the extrema correctly. However, due to missing indicators for clearly
identifying opinions from given clusters we did not pursue a group formation based on the
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identification of controversial opinions. Taking into account all these results, we have chosen
the approach of combining VSM with Euclidean distance to find heterogeneous and preferably
complementary pairs, not excluding that heterogeneous text might also foster different
opinions.

Specification of the functions of the GRT

To use the GRT in a classroom, we refer to the major tasks to support cognitive group
awareness: transforming and visualizing cognitive information. Considering the key tasks
and insights gained from the pre-investigation, we have designed the functions and sub-
functions of the GRT as depicted in Fig. 1.

Function 1 serves to transform qualitative into quantitative data and consists of several text
mining steps. Before applying text mining methods, we have to prepare the text corpus for
subsequent analyses. Since the pre-investigation has shown that the identification of topics works
much better if the paragraphs of a text are analyzed individually, all texts are segmented into smaller
parts based on the count and length of paragraphs. To give an example: a document with eight
paragraphs will be divided into eight single texts. Furthermore, we apply Natural Language
Processing and Information Extraction methods. This means unneeded and unwanted items are
removed, such as extra spaces, special characters, and punctuation marks. Also, we delete umlauts
and replace affected letters by digraphs (e.g. ä will be replaced by ae), switch all letters to lowercase
and reduce words to their root stem by removing suffixes based on the Porter Stemmer (Porter
1980). In addition, we generate an n-gram and a term list. The n-gram list identifies co-occurring
words including their frequency of co-occurrence. We use this list as a basis to manually create a
thesaurus that combines syntagmatically cohesive words to one phrase by combining the terms with
underscores (e.g. travel by bus and train will be combined to travel_by_bus_and_train). Concur-
rently, paradigmatically synonymous terms and n-grams are identified manually and included in the
thesaurus (e.g. the n-gram use public transport will be transferred to its synonym
travel_by_bus_and_train). The term list contains all words occurring in the text corpus, including
their frequency of occurrence and tf/idf values, which are calculated by dividing the inverse
document frequency from the term frequency. It is used to detect single words with paradigmatically
synonymous relation (e.g. automobile, auto, motor car and car) and to add them to the thesaurus to
bemanually replaced by themore standard form (in this example: car). After applying the thesaurus
and deleting stop words based on the stop word list of the R text mining package tm 0.5–8.3
(Feinerer and Hornik 2013), we re-generate the term list again, including the frequency of
occurrence and tf/idf values for each term and phrase. Following Leydesdorff and Hellsten

Table 1 Distance values between texts representing topical differences

text 2 text 3 text 4 text 5

dEucl. dLDA c dEucl. dLDA c dEucl. dLDA c dEucl. dLDA c

text 1 21.5 0.2 0.0 31.0 1.3 0.6 33.0 1.3 0.7 33.5 1.4 0.9

text 2 31.3 1.4 0.6 33.1 1.3 0.7 33.2 1.2 0.9

text 3 27.0 0.9 0.1 29.6 1.6 0.3

text 4 23.9 0.9 0.2

dEucl. = Euclidian distance. dLDA = LDA based distance. c = complementarity value. The higher the value, the
greater is the distance or complementarity. Lowest and highest values for each measurement method are bold
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(2006), who suggest determining the relevance of terms according to their frequency within a text
corpus, we remove all words with an overall frequency and tf/idf value less than a self-determined
value dependent on the characteristics of the whole text corpus. Prepared texts resulting from this
procedure serve as data basis for executing function 1a and 1b.

To transform cognitive information (function 1a) from the segmented prepared text, we use LDA
combined with Gibbs sampling as it is included in R’s lda package. The lda package allows
determining the following parameters: the suspected number of clusters K, the number of iterations,
alpha – the scalar value for the topic distribution – and eta – the scalar value for topicmultinomial. K
depends on the number, length, and contents of texts in a corpus and needs to be varied in several
passes to determine an appropriate number of topics. Following the pre-investigation, it proves
useful to choose the average number of paragraphswithin a text corpus as aminimum starting point.
Then, we command to output the top ten words in a table that forms the basis for human
interpretation of the clusters as topics by naming them. In addition, we save the text-topic-matrix
with its cells containing the frequency of term and phrase assignments to each particular topic. These
values represent the topic values. Since the texts per person are segmented, we sum the values
thereafter for each student and each topic. Finally, there are as many values as indicators for each
student’s topics’ extents available as previously determined with K. The list of named topics in
combination with topic values represents the thematic focus of each text as an indicator of the
student’s knowledge. After an additional weighting of these values on the total number of terms and
phrases in the given prepared text, they serve as the basis for visualizing the graphical representation
(function 2a). For extracting and transforming complementarity (function 1b) from the prepared
texts (not segmented this time), we use the built-in R function BDistanceMatrix Computation^ with
the selection of the method Beuclidean^ that calculates the Euclidean distance between two vectors,

FUNCTION 2
Crea�on of knowledge 

representa�on

Func�on 2b:

Form groups
· Find complementary dyads
· Add partner‘s bars to chart

FUNCTION 1
Applica�on 

of text mining

Func�on 2a:
Visualize cogni�ve 
informa�on
· Labels of chart categories
· Bars in the chart

Func�on 1a:
transform knowledge 
(LDA & Gibbs sampler)
· Topics
· Topics’ extent

Func�on 1b:
transform knowledge 
heterogeneity (VSM & 
Euclidian distance)
· Texts’ dissimilarity

Topic values

Topic list

Dissimilarity values

Graphical
representa�on

Pr
ep

ar
a�

on
 o

f t
ex

t

Text 
corpus

Fig. 1 Schematic diagram illustrating the functions of the GRT: Function 1 embeds text mining which is needed
for extracting concepts as well as transforming cognitive information from text into concept clusters (topics) and
topics’ values (1a), and transforming heterogeneity in dissimilarity values (1b). In function 2, the GRT visualizes
charts with identified topics as labels and topic values as bars (2a), and forms heterogeneous dyads from the
dissimilarity values (2b). The result is a jointly graphical representation for each heterogeneous dyad
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each vector representing a prepared text or person. The greater the value, the higher the distance
between two vectors. These dissimilarity values serve as the data basis for deciding which learning
partners to match into a dyad (function 2b).

The visualization of cognitive information on students (function 2a) is based on the results of
function 1a. We use them to list the names of identified topics as text and to display each student’s
topic values as bars in a chart. Existing cognitive group awareness tools provide different levels
regarding the comparability of cognitive variables. Bars (cf. Sangin et al. 2011) or diagrams
visualizing awareness information topic-wise (cf. Dehler et al. 2011; Bodemer 2011) are used in
tools aiming to facilitate comparisons between learners, while other tools provide complex repre-
sentations such as concept maps self-generated by the students from learning text (e.g. Engelmann
and Hesse 2010) that are difficult to compare. We chose bars for visualizing topics’ extents, since
they are common in given tools and recommended to be used for comparing at least two
components (Lee and Nelson 2004). Figure 2 shows an exemplary bar chart for one person. This
represents an intermediate state, since we will further add a learning partner’s bars to the chart.

To group students into maximally heterogeneous learning dyads (function 2b), we scan the
distance matrix for its highest value. We start matching the two persons who are authors of the
respective texts (one text heading the column, the other heading the row that belongs to the cell
concerned in the distancematrix) into a dyad, resulting in a jointly graphical representation based on
the visualizations from function 2a as can be seen in Fig. 3. Once combined, the dyad’s vectors will
not be integrated in follow-up scans of the distance matrix for the next highest value in this iterated
process. The feedback of the graphical representation is embedded in school classes, which is why it

Student 1

Topic 1:
proposal for solu�on: travelling by bus 
and train or bike instead of driving car

Topic 2:
greenhouse effect: short- and long-
wave radia�on & ozone layer

Topic 3:
proposal for solu�on: switch to 
renewable energies & electric cars

Topic 4:
explana�on: emission as cause of the 
anthropogenic greenhouse effect

Topic 5:
mel�ng ice and floods as the 
consequences of climate change

Topic 6:
individual responsibility of the 
human being

Topic 7:
presenta�on of the natural and the 
anthropogenic greenhouse effect

Topic 8:
failure of measures caused by 
missing money

Topic 9:
failure of measures characterized by 
the lack of a will to change

Fig. 2 Example of a graphical representation for one person generated with the aid of function 2a of the GRT.
On the left is the list of identified topics generated employing function 1a. The learner’s topics’ extents are
comprehensible on the basis of the bar lengths in the bar chart on the right

Intern. J. Comput.-Support. Collab. Learn. (2016) 11:387–415 397



needs to be accompanied by further instructions depending on the classroom scenario. In either case,
it is presented with the explanation that the graphical representation is based on students’ own
contents and gives an overview of the topics covered in all texts.

Experimental study

The experimental study refers to research question 2 and serves to explore how this type of tool
can support learning. Therefore, we measure the effect the GRT might have through forming
heterogeneous groups of students and providing them with graphical representations that allow
for comparing their cognitive information. We have used the tool in an upper secondary school
class. Figure 4 illustrates the main procedure (including the GRT as supportive element and as
tool for data analysis, too), which we present now so that the explanations in the following
sections are better understandable.

Research design

We investigated the effect of the tool in a real classroom setting asking students to write an
essay on global warming and to discuss their essays’ topics afterwards. We used a 2 × 2 mixed
factorial design with randomly assigned group membership as between-subject factor (group
supported by the GRT vs. group not supported by the GRT) and the phase as within-subject
factor (writing phase vs. modifying phase). On the one hand, we tested the effect on learners’

Topic 1:
proposal for solu�on: travelling by bus 
and train or bike instead of driving car

Topic 2:
greenhouse effect: short- and long-
wave radia�on & ozone layer

Topic 3:
proposal for solu�on: switch to 
renewable energies & electric cars

Topic 4:
explana�on: emission as cause of the 
anthropogenic greenhouse effect

Topic 5:
mel�ng ice and floods as the 
consequences of climate change

Topic 6:
individual responsibility of the 
human being

Topic 7:
presenta�on of the natural and the 
anthropogenic greenhouse effect

Topic 8:
failure of measures caused by 
missing money

Topic 9:
failure of measures characterized by 
the lack of a will to change

Student 1 Student 2

Fig. 3 Example of a graphical representation as it would be provided to the learners. It allows both learners to
compare themselves to the whole group by recognizing the topics on the left. Further, they can compare each
other’s knowledge based on the bar lengths
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knowledge based on the optional modification of their essays after discussion; on the other
hand, we observed the change of knowledge-related differences between learning partners,
particularly their convergence to each other.

In addition, we controlled the effect of Euclidian distance as it is used for matching the
dyads with the GRT on knowledge acquisition. Therefore, we used a between design with
group membership as between-subject factor again, but the additional calculated knowledge
acquisition value as dependent variable this time.

Participants

The sample consisted of 56 male (53,7 %) and female (46,3 %) high school students of a
German upper secondary school (Bgymnasium^), 15 to 17 years old (M = 15.34, SD = 0.51),
and attending one of three classes with a main focus on geography. The students had been
brought up to the following knowledge level about global warming at the start of the survey:
they know the climate system and its components. Furthermore, they are capable of
distinguishing between natural and anthropogenic greenhouse effect and can address the root
causes of global warming. For the purpose of conducting the study, students were assigned to
dyads as described in the section BLearning dyads resulting from GRT’s grouping and from
randomized grouping^.

Dependent variables & hypotheses

Dependent variables are knowledge represented in text and heterogeneity. As can be seen from
Fig. 5, respective values are generated with function 1 of the GRT again, but here both student

PHASE 1

Writing essay 

PHASE 2

Discussion

PHASE 3

Modifying essay

FUNCTION 2
Creation of knowledge

representation

• visualization
• group formation

FUNCTION 1
Application of
text mining

• knowledge
• knowledge differences

PROCEDURE OF EXPERIMENT

Topic values

Topic list

Dissimilarity values

DATA ANALYSIS

essay
E1

essay
E2

essay
E1

GRT GRT 

graphical
representa�on

Fig. 4 Overview of the experiment’s process of embedding the GRT. The above component depicts the
structuring of the experiment, the component in the lower left part represents the GRT as it was used for creating
the graphical representations, and the component in the lower right describes the data analysis process that is
further explained in the method part
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generated essays are the basis for the analysis – the initial text version and the modified text
version.

We operationalize knowledge represented in text as the sum of topics’ extent per student
and per phase, but without weighting the topic values this time so that we are able to compare
the topics’ extent at different times. The sum of topics’ extent is related to the number of words
per text, but differs from it insofar that only relevant terms and phrases are assigned to different
topics and thus are adopted in the sum of topic values. Heterogeneity is defined as the
Euclidian distance between dyad members. To determine each dyad’s dissimilarity value, we
weight terms and phrases per essay on the length of the respective text to make the values
comparable before calculating the Euclidian distance as described in the last section.

Based on this operationalization, we segmented research question 2 asking for the effect of
the GRT into three main hypotheses investigating the learning effect (hypothesis 1), the
convergence of group members (hypothesis 2), and the control for heterogeneity as confound-
ing treatment factor (hypothesis 3). Since collaborative learning improves learning outcomes
(Johnson et al. 1998; Springer et al. 1999), we first assume that students from both groups
represent more knowledge in their text after discussing with their learning partner, expressed in

Fig. 5 Diagram depicting the GRT’s use for data analysis. For calculating the dependent variables (DVs), we
execute function 1 of the GRT again. As a result, we receive topic values and dissimilarity values as illustrated in
Fig. 1. Based on the topic values resulting from function 1a, we generate the sum of topics’ extent for phase 1 and
3 as well as the difference of the sums of topics’ extents. Based on function 1b, we gain two dissimilarity values
this time, one representing knowledge differences before discussion and another one representing differences
after discussion
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the fact that students allowed to modify their essay take this opportunity to add new text to
their document. We attribute the expected increase of written knowledge to the impact of the
respective collaboration partner, also assuming that teammates will converge after discussion.
Furthermore, we expect both effects described above to be particularly strong when students
are supported by the GRT. It is an explicit feature of the tool to assign students of high diversity
to groups (based on Euclidian distance measures). Seen in the terms of implicit guidance, the
GRT’s graphical representations further visualize a list of topics (resulting from clusters of
terms and phrases) supporting cognitive group awareness, since the list informs learners about
the whole groups’ topical scope and allows them for comparing the others’ scope to their own
essay’s scope. Additionally, the representations contain bar graphs (resulting from calculations
of each student’s topic’s extent) also supporting cognitive group awareness, since the bars
provide knowledge-related information on the individual learning partner per topic and allow
students for comparing their own to the teammate’s topic’s extent. Overall, we assume about
the entire set of GRT’s functions to have an impact on learning, since the visualization of
different knowledge can trigger collaborative elaboration processes while discussing (Buder
and Bodemer 2008) and elicit better learning results than homogeneous knowledge (Manske
et al. 2015). Further we expect the GRT’s functions to increase knowledge convergence, since
the feedback of different states of knowledge usually leads to a discussion about unshared
knowledge between learning partners (Schittekatte and Hiel 1996) and motivates the discus-
sants to fill their knowledge gaps (Sangin et al. 2011). Derived from the above considerations,
we hypothesize:

Hypothesis 1a: While modifying the essay, students’ text represents more knowledge than
during the writing phase.

Hypothesis 1b: Students supported by the GRT learn more between writing and modification
of the essay than students without support of the GRT.

Hypothesis 2a: While modifying the essay, dyads’ heterogeneity is lower than during the
writing of the essay.

Hypothesis 2b: Dyads supported by the GRT show a higher convergence between writing
and modifying the essay than dyads without the support of the GRT.

As can be seen from the explanations above, we intend that the effect of the GRT, on the
one hand, is based on the heterogeneous group formation and, on the other hand, on the
visualization of cognitive information. Referring to this confounding of both variables, we
expect a positive effect of the groupings’ dissimilarity values on learning:

Hypothesis 3: The effect of the GRT on knowledge acquisition becomes larger, the greater
the heterogeneity within dyads.

Materials & procedure

The survey was realized in two computer rooms enabling a controlled conducting of the
experiment. All students worked under the same conditions during their regular school hours
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and were supervised by a teacher and two researchers, who were allocated to the two rooms.
Each student had a single computer available on which the homepage of SoSci Survey, a
software package for professionally conducting online surveys, was called up at the beginning
of the lesson. The pages had been individualized in accordance with the experiment and
contained all instructions and questionnaires for carrying out the study. Both computer rooms
were occupied for three hours on two different days per class, which meant six on-site
appointments in total. Phase 1 was performed in a single lesson (45 min); for phase 2 and 3,
a double lesson was scheduled (90 min).

As a preparatory measure, teachers assigned homework in which the students had to reflect
on the extent to which nature and human kind are triggers for global warming. What do they
know from books and films on the subject? What emotions do they personally have? What are
the arguments of climate skeptics? And what countermeasures against global warming
consequently result from it?

Phase 1, the first part of the survey, was carried out one week after assigning the homework.
After providing their personal data (full name, name of the teacher, sex, age), the students had
40 min to write an essay about global warming. Since it was a partial result of the pre-
investigation that all texts might have the same structure, all students were given a brief guide
about how to write a problem-solving essay. The following main topic should be focused on:
BGlobal warming: what is the extent of its natural and man-made causes? And what counter-
measures could be taken?^ The text should be about 1.5 to 2 pages with thematic units
distinguished by paragraphs. The text corpus consisting of all essays in phase 1 was the basis
for the application of the GRT. We transformed the text into quantitative data as described in
the section BSpecification of the functions of the GRT^ with the following parameters: in the
text preparation step, we removed all terms and phrases with an overall frequency less than
four and a tf/idf value less than 0.0011. For the application of Gibbs Sampling LDA,
we selected nine clusters as a target parameter and iterated until we reached stable
output. This was followed by the output of the top ten words per topic in a table for
human interpretation. Written topic labels resulting from this human interpretation and
an example of visualizing respective values can be seen from the graphical represen-
tations as shown in Fig. 2 (for a single student) and in Fig. 3 (for a heterogeneous
composed dyad).

Phase 2 was performed together with phase 3 in a double lesson three weeks after phase 1
(after end of autumn holidays). Dyads were randomly assigned to experimental groups. The
students found a printed version of their essays at their desk, which they were asked to read to
recall its content. In addition, each dyad supported with the GRT had a graphical representation
as described previously (see Fig. 3). This print included the explanation that the diagram is
based on their individual essays and that it gives an overview of the topics that are covered in
the whole text corpus. Furthermore, the dyads were informed that the bar length in their
diagram is an indicator of how intensive they have addressed each topic and that they can use
the bars to compare their own with their learning partner’s cognitive information. Finally, the
GRT group members received the written instruction to discuss their essays within the next
30 min with the given objective to learn from the partner as much as possible. This instruction
was also given to the dyads in the unsupported condition, but without the diagram and
explanatory text.

Phase 3 followed directly after the discussion. Now, each student had to work on the
computer again; the digital version of the individual essay was presented to each student on the
webpage. Additionally, we presented the written instruction to modify the text, if the
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discussion with the partners resulted in new knowledge; modifying was more precisely defined
as deleting, rewriting or completing its passages. Thirty min were provided for this purpose.

Results

Text corpus resulting from students writing and modification phase

The text corpus used for applying text mining methods consisted of 54 documents for each
phase, which makes a total of 108 texts. After the segmentation of these texts following their
division by paragraphs, 963 text fragments were available for analysis. Table 2
provides an overview of how many words were written per group (supported with
the GRT and not supported with the GRT) and per phase (phase 1: writing phase
before discussion, phase 3: modifying phase after discussion). Additionally, the re-
spective range is specified. From the table it can be concluded that the number of
words has increased on average after discussion. Nevertheless, it is worth noting that
one text was shortened in the GRT-supported condition. In two cases, one in the GRT-
supported condition and one in the other condition, the number of words did not
change. The average number of paragraphs per text was nine.

After text modification in phase 3, the GRT’s function 1 as it is depicted in Fig. 5 was
applied to all essay fragments in order to capture the topical space of the whole text corpus.
Table 3 illustrates resulting clusters with the most probable terms and phrases per topic, listed
by their rankings. The newly generated topics conform to the topics captured in phase 1 to a
great extent. In contrast to the nine clusters previously chosen for dyad matching and
visualization of cognitive information, a number of 11 clusters was considered as appropriate
for data analysis. Additional topics are: illustration of the carbon dioxide cycle (Topic 2) and
international responsibility as a solution (Topic 5).

Learning dyads resulting from GRT’s grouping and from randomized grouping

After applying GRT’s grouping function in the supported group (n = 26) based on
learners’ texts from writing phase and assigning the learners in the control group
(n = 28) to randomized groups, the investigation involved 27 dyads of balanced
average age and ratio between female and male participants. The missing group in
the GRT-supported condition (13 instead of 14 dyads) was because two students were

Table 2 Amount of written words per essay in phase 1 (N = 54) and phase 3 (N = 54)

phase Supported group
(n = 26)

Unsupported group
(n = 28)

Overall
(N = 54)

M SD Range M SD Range M SD Range

write (1) 357.58 84.42 200–521 359.14 103.74 176–529 358.39 94.05 176–529

modify (3) 460.31 128.19 227–841 412.14 120.67 221–592 435.33 125.53 221–841

M = mean. SD = standard deviation
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reported sick in phases 2 and 3. As a result, the intended learning partners of the two
missing students were spontaneously assembled into a new dyad and they consequent-
ly had to work with two different diagrams instead of a joint representation. Another
disadvantage was that one of the initially intended dyads showed a maximum value in
Euclidean distance. Its possible effect could thus not be taken into account. However,
since we intended heterogeneity within groups to be part of the treatment, we had to
ensure that the heterogeneity within dyads supported by the GRT still is higher than
the heterogeneity within dyads in the unsupported group. A one-way ANOVA with
group membership (supported by the GRT vs. unsupported by the GRT) as between-
subject factor and the dissimilarity values, on which the group formation of hetero-
geneous dyads in the GRT is based, as dependent variable showed that the text
dissimilarities within dyads of the GRT-supported group were not significantly higher
than within dyads of the unsupported group, F(1, 52) = 0.40, p = .531, ηp

2 = .008.

Students’ learning (hypothesis 1)

Starting with hypothesis 1, we intended to investigate student’s increase of knowledge
caused by the discussion (hypothesis 1 a) and the additional support by the GRT
(hypothesis 1 b). Therefore, a two-factorial repeated-measures ANOVA was used with
the phase (phase 1 vs. phase 3) as within-subject factor, group membership (supported by
the GRT vs. not supported by the GRT) as between-subject factor, and sum of topics’
extent as dependent variable.

Concerning the assumption that students present more knowledge in their text after
discussion and thus have a higher sum of topics’ extent in their modified essay than in their
initial essay (hypothesis 1 a), there was a significant effect of the phase on students’ sum of
topics’ extent, F(1, 52) = 67.5, p < .001, ηp

2 = .565. Table 4 illustrates that sums of topics’
extent per text in phase 1 were lower than in phase 3, which means that there was a positive
effect on learning caused by the discussion.

With regard to the expected interaction between the phase and the use of the GRT,
it was assumed that especially students supported by the GRT add more relevant
terms and phrases to their essays after discussion than students in the unsupported
group do (hypothesis 1 b). There was a significant interaction effect between phase
and group membership on students’ sum of topics’ extent, F(1, 52) = 7.34, p = .009,
ηp

2 = .124. As can be seen from Table 4, participants supported by the GRT added
twice as many relevant terms and phrases to their essays after discussing (30 % increase of
knowledge represented in the text) than students in the unsupported group (15 % increase of
knowledge represented in the text).

Table 4 Sum of topics’ extent per essay in phase 1 (N = 54) and phase 3 (N = 54)

phase Supported group
(n = 26)

Unsupported group
(n = 28)

Overall
(N = 54)

M SD M SD M SD

write (1) 97.5 24.7 98.3 26.7 97.8 25.5

modify (3) 127.1 40.0 113.2 31.7 119.8 36.3

M = mean. SD = standard deviation
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Students’ convergence of knowledge represented in the text (hypothesis 2)

Hypothesis 2 serves to investigate students’ expected convergence. Therefore, the decrease of
Euclidian distance caused by the discussion (hypothesis 2a) and the additional support by the
GRT (hypothesis 2b) was observed. Again, a two-factorial repeated-measures ANOVA was
used with the phase as within-subject factor (phase 1 vs. phase 3) and group membership as
between-subject factor (supported by the GRT vs. unsupported by the GRT). As independent
variable, convergence is linked to text dissimilarities (cf. Fig. 5).

Concerning the assumption that students converge to their respective learning partner during
collaboration, it was tested, if dyads’ Euclidian distance is higher before than after discussion
(hypothesis 2a). There was a significant effect of the phase on the dyads’ text dissimilarities, F(1,
52) = 118, p < .001, ηp

2 = .694. As shown in Table 5, average text dissimilarity between two
discussion partners in phase 1 is higher than in phase 3, which means that dyads converged.

Regarding the expected interaction between phase and the use of the GRT, it was assumed
that the convergence of dyads in the GRT-supported group is higher than in the unsupported
group (hypothesis 2b). There was a significant interaction effect between phase and group
membership on text dissimilarity between discussion partners, F(1, 52) = 15.3, p < .001,
ηp

2 = .277. As can be seen from Table 5, participants supported by the GRT converged more
from phase 1 to phase 3 (18 % decrease of text dissimilarities) than unsupported group
members (6 % decrease of text dissimilarities).

The Euclidian distance measure is linked to dyads’ convergence, but refers to the whole text
with no distinction between different topics and thus without allowing to keep track of topics’
development. To get greater insight into how the GRT influences the discussion
partners’ convergence, the dyad with the highest decrease of heterogeneity (from
18.62 in phase 1 to 12.84 in phase 3) was selected to visualize and learn from their
change of topics’ extent. Figure 6 shows a merging of their graphical representations
that is based on the results from the analysis of the whole text corpus, including data
from writing phase and modification phase.

In this example, we can see three different states of knowledge distribution in phase 1: (1)
both learning partners have written about a topic (two plain bars per topic), (2) one has written
about a topic, the other has not (one plain bar per topic), and (3) no one has written about a
topic (no plain bar per topic). Concerning students’ topical change over time, we can firstly
state that in nearly all cases students’ topics’ extents have risen: given a total of 11 topics,
values of both increased in five cases (both have bars with dashed lines per topic, cf. Topic 1,
2, 4, 5, 10) and values of one increased in four cases (just one has a bar with dashed lines per
topic, cf. Topic 7, 8, 9, 11). Just in one case was there no change (cf. Topic 3). In another, we

Table 5 Euclidian distance between dyad’s essays in phase 1 (N = 54) and 3 (N = 54)

phase Supported group
(n = 26)

Unsupported group
(n = 28)

Overall
(N = 54)

M SD M SD M SD

write (1) 16.75 2.43 15.89 1.85 16.31 2.17

modify (3) 14.21 1.98 14.70 2.06 14.46 2.02

M = mean. SD = standard deviation. Values are multiplied with 100 for more comprehensible display
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could even find a small decrease (cf. Topic 6). In the event of the initial knowledge distribution
as described in (1) and (2), there mostly appears to be some convergence (e.g. Topic 2, 7, 8). In
the case of a distribution as given in (3), both partners added text about belonging topics (Topic
1, 4). Besides the assumed guidance effect through comparing with the learning partner
(comparison of bar lengths) and the whole group (recognizing topics without plain bars), it
can further be noticed that topics based on opinions (e.g. Topic 1) seem generally to be more
often discussed than topics based on domain knowledge (e.g. Topic 3).

Furthermore, the investigation of qualitative data reveals two main types of text modifica-
tions: the modification of text through (1) adapting the text to the topics of the whole group,
and (2) adding concepts that were not part of the visualization but communicated by the
learning partner. Student 8 shows type (1) modifications: he / she mainly added concepts that
were visible in the topic list, e.g. taking Topic 1 into account, Student 8 added the sentence
BEvery human being can contribute to the fight against climate change, e.g. they can segregate
waste, travel by bus and train or use power from renewable energy resources.^ [this and further
examples are translated to English by the authors]. In doing so, the concepts of the learning
partner were only partially taken into account, since the supplemented sentences were not
always consistent with the learning partner’s descriptions. For example, the sentence by
Student 8 BDue to many emissions, the carbon dioxide gets caught at the ozone layer; solar
radiation can no longer escape from the earth’s atmosphere due to the carbon dioxide, causing

0 5 10 15 20 25 30 35 40

Student ID 38 Student ID 8

Topic 1:
individual responsibility of human being 

Topic 2:
illustration of the carbon dioxide cycle

Topic 3:
greenhouse effect as reason for warming

Topic 4:
electric car as (expensive) solution

Topic 5:
international responsibility as solution

Topic 6:
failure of measures due to a lack of money

Topic 7:
bus & train / bicycle instead of driving car 
as solution

Topic 8:
greenhouse effect: short-/long-wave 
radiation / ozone layer

Topic 9:
waiver readiness as pre-requisite

Topic 10:
melting ice, floods and animal deaths as a 
result

Topic 11:
proposal of solution: switch to renewable 
energy

0 5 10 15 20 25 30 35 40

Student ID 38 Student ID 8Phase 1:
Phase 3:

Fig. 6 Diagram merging graphical representation from phase 1 and phase 3, belonging to the dyad with the
highest decrease of text dissimilarities between both phases. Plain bars illustrate topics’ extents in phase 1, bars
with dashed lines depict students’ modifications, or better, their additions per topic within their essays
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the Earth’s surface to warm up.^ is not exactly the same as the description of Student
38 who already wrote about that topic in phase 1: BThe climate increases because
there is an ozone hole through which UV rays shine. Earth is warming, if they get
into contact with the CO2 released by man.^. In this case, examples suggest that the
topic list supports students to focus on topics for their written report or for the
discussion with the learning partner.

Student 38 shows type (2) assimilations: he / she mainly added concepts that indeed were
related to the topic list but not a part of it. Instead, we could find concepts in the modified text
that were also part of Student 8’s text in phase 1, e.g. Student 8 wrote about brown coal and
natural gas as limited resources and recommended that they should be replaced by solar, wind
and hydro power. Thus, Student 38 added the sentences BNowadays, people use lignite and
natural gas, but both are limited energy resources. Thus, renewable energy should be used
instead (solar, wind and hydro power).^ which are related to Topic 11 and further associated
with concepts from partner’s text. Another example of Student 38 is the addition of the
concepts bioethanol and canola fields which were used by Student 8 in phase 1: BOne could
in general build more cars that run on bioethanol. However, one would have to grow many
canola fields for this...^. It can be seen here that the topic was refined and related to financial
aspects by the author, since he / she further added B... and if the demand for these cars is too
high, you would also need more workers to grow the canola fields and to produce the cars
faster.^. Student 38 wrote more about Topic 11 after the discussion than the learning partner
did. Another proof of elaboration is the addition of concepts belonging to Topic 4. Here,
Student 38 added a concept, electric car, that was named in the topic list, but further related it
to other topics after the collaboration. BInstead of normal cars, one could also use electric cars,
which are powered by batteries. However, the electricity to run these cars is probably not of
renewable energy, what in turn is harmful to the environment.^. Thus, it seems that the
discussion induced Student 38 to relate electric cars with Topic 11 which is about renewable
energy. Further, Student 38 discusses if the solution is too expensive and relates it to the
emission of CO2 (which is related to topic 2): BOne could also buy a car that produces less
CO2, if electric cars are too expensive.^

Overall, we can assume the following: Whereas type (1) modifications seem to result from
comparison to the whole group (topic list), type (2) modifications appear to be an assimilation
of new knowledge originating from the discussion with the learning partner.

Impact of group formation on knowledge acquisition (hypothesis 3)

Hypothesis 3 serves to investigate further the effect of the group formation on knowledge
acquisition. Although there is no difference in dyads’ text dissimilarities (representing dyads’
heterogeneity) between experimental and control group (cf. section BLearning dyads resulting
from GRT’s grouping and from randomized grouping^), we assume at least that the effect of
the GRT on knowledge acquisition becomes larger the greater the heterogeneity of a dyad is
(hypothesis 3). The hypothesis was tested with a moderation model using SPSS. Group
membership served as independent variable that was centered by contrast coding (not sup-
ported by the GRT = −0.5; supported by the GRT = 0.5). Knowledge acquisition (sum of
topics’ extent in phase 1 subtracted from sum of topics’ extent in phase 3, cf. Fig. 5) was used
as dependent variable and mean-centered text dissimilarity was examined as moderator
variable. One statistical outlier was deleted to fulfill the assumption of normally distributed
errors, but the analysis is also reported including said case.
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The moderation model including both main effect terms and the interaction term was
rejected (R2 = .14, F(3, 49) = 2.68, p = .057). Without interaction term, the model explained
14 % of the variance of knowledge acquisition caused by the collaboration (R2 = .14, F(2,
50) = 4.11, p = .022). The regression coefficient of group membership was estimated at 11.39
(SE = 4.66) and group membership significantly predicted knowledge acquisition (β = .321,
t(52) = 2.44, p = .018). The regression coefficient of dissimilarity was estimated at 1.53
(SE = 1.12) and dissimilarity did not significantly predict knowledge acquisition (β = .180,
t(52) = 1.37, p = .176).

Including the statistical outlier in the analysis, the moderation model explained 21 % of the
variance of knowledge acquisition caused by the collaboration (R2 = .21, F(3, 50) = 4.53,
p = .007). However, there was no significant effect of the interaction term. Again, the model
without interaction term was chosen. Including only the main effect terms, the model ex-
plained 20 % of the variance of knowledge acquisition caused by the collaboration (R2 = .20,
F(2, 51) = 6.40, p = .003) with both group membership (β = .327, t(53) = 2.61, p = .012) and
dissimilarity (β = .279, t(53) = 2.21, p = .031) significantly predicting knowledge acquisition.

Discussion

Classroom orchestration comes with the challenge for teachers to find a balance between best
learner support, and reasonable expenses, especially if teachers want to establish collaborative
learning in school routines. To guide their students in order to ensure good learning outcomes,
they have to take measures such as explicit group formation or the provision of visual
representations as an implicit trigger for a richer elaboration. We have argued that to meet
such challenges, it is necessary to automate both guidance measures based on text mining and
to combine them into a Grouping and Representing Tool that is intended to support both
students and teachers. To answer the first research question of what text mining methods the
tool should be provided with to (1) transform qualitative into quantitative data, (2) to use the
quantitative data as a basis to visualize cognitive information and thus increase student’s
cognitive group awareness, and (3) to further use it as a basis to form groups of heterogeneous
learners, we have compared the potentials of various text mining methods in a pre-investiga-
tion. We concluded that the extraction of topics and the ascertainment of their extent per
student as a basis for visualizing individual cognitive information are done best using LDA
combined with Gibbs sampling. The use of LDA for monitoring in a similar educational
context was previously suggested by Sherin (2012), and subsequently proved in a similar
matter (Southavilay et al. 2013). However, it is important to note that the chosen method is
only able to measure learners’ quantitative state of knowledge represented in a text and its
increase over time. It does not measure qualitative information, such as the number of correct
conceptions within a text or revisions of misconceptions, over time.

Furthermore, the Euclidean distance measure could prove its value as an approach to determine
differences as a basis for forming heterogeneous groups. The automated group formation according
to learners’ dissimilarity values corresponds to a comparable grouping as suggested byManske et al.
(2015). They based heterogeneity on different performance characteristics disclosed in students’
concept maps. In our case, heterogeneity is solely based on text analysis and primarily defined
following the jigsaw schema (cf. Dillenbourg and Jermann 2007): pairs are formed of learning
partners with complementary knowledge, which means that learners’ expertise per topic is as
different as possible from the learning partners’ expertise in the same topic. The Euclidian distance
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measure cannot assure that the knowledge of two learners is distributed complementarily in each
topic, since it operates on the whole text and does not make a distinction between different topics.
However, high dissimilarity values guarantee at least a certain degree of complementarity in some
topics. For cases in which both learning partners have knowledge to a different extent and provided
that this distribution is not one-sided (in the unlikely event that one learner has higher values than the
other in all topics), we can also assume that reciprocal role rotation will occur in accordance with the
given heterogeneous distribution.

To test the GRT in an experimental study and investigate the second guiding question of the
GRT’s impact on learning outcomes, we applied the tool in school class with the methods
established in the aforementioned pre-investigation. We could find a significant effect of discussion
on students’ learning. Further, wewere able to show that this effect is especially strongwhen learners
use the GRT during their discussion. Beyond that, the use of the GRT was accompanied by a
decrease of heterogeneity, or better, a convergence of discussion partners. Since feeding back
differences between their states of knowledge encourages discussants to talk about unshared
knowledge (Schittekatte and Hiel 1996) and to close knowledge gaps (Sangin et al. 2011), we
can conclude that this effect is based on the use of theGRT. This assumption is also supported by the
example case of the groupwith the highest decrease of Euclidian distance after discussion: in half its
cases of complementary distribution on a topic (one has written about the topic, the other has not),
the one who did not write about the topic within his or her initial text has added content about the
respective topic after discussion. Furthermore, we could observe for all cases in which both learning
partners hadwritten about a topic to various extents that the learning partner with the visualization of
less cognitive information converged to the partners’ values. Since the knowledge distribution was
not one-sided, this observation supports the assumption that a reciprocal elaboration has taken place.
This conclusion is supported by the qualitative analysis of text modifications, since cognitive group
awareness encouraged learners to discuss missing topics and to elaborate related concepts only one
learner wrote about. Thereby it looks like the topic list provides content that learners add to their text
in the case of own knowledge about it. If the visualization showsmissing cognitive information, they
seem to discuss and exchange related concepts.

It was clear from the beginning that the effect of the GRT on learning could be ascribed to two
different functions of the tool, the group formation, and the report of graphical representations. We
tolerated this confound to initially clarify that there is an effect utilizing the entire set of features.
Finally, the control of variables offered indications weakening this confound, since heterogeneity
among learning partners did not differ significantly between theGRT-supported and the unsupported
group. Thismeans that the better learning outcomes in theGRT-group could not be attributed to high
dissimilarity values, although there was a relationship between Euclidean grouping distance and
knowledge acquisitionwhen thewhole groupwas taken into account. Therefore, we assume that the
desired structuring of discussion, which according to Dillenbourg and Tchounikine (2007) accom-
panies heterogeneous group formations, mainly depends on the graphical representation. This
conversely means that the effect of the GRT could be even stronger, if we optimize the tool
regarding its algorithm for group formation. What remains unanswered is what proportion each
component of the graphical representation caused the better learning outcomes, since the represen-
tation is characterized by several features: it visualizes a learner’s own cognitive information per
topic (own bar length), the cognitive information on the learner’s teammate per topic (other’s bar
length), and the cognitive information on the whole group (topic list), which we found very
influential as described above. In this context, particularly disentangling effects of providing learners
with qualitative or quantitative information needs to be investigated in further research (cf. Erkens
et al. 2016).
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Despite the necessity for further investigation concerning the aforementioned issues, we can
state that, on the whole, the bundling of explicit and implicit guidance mechanisms embodied
by the GRT improves collaboration with regard to better structuring of collaborative learning
processes and ensures higher learning outcomes for its users than for unsupported learners.
Regarding classroom orchestration, the use of the GRT in lessons allows teachers to support
their students by guiding their collaboration and to be more efficient at the same time due to
the largely automated technology that reduces complexity. Regarding the choice of the
underlying computational methods, we have characterized different needs and possible alter-
native solutions based on approaches that are currently used in similar application fields.
Plausible arguments and example-based evidence have been given for these choices. However,
this is of course a matter of further investigation.

Further studies should examine the possibilities of putting the learners’ focus on content
relevant for learning, and fully automating the functions of the GRT which are only semi-
automated up to now. Improving the tool especially requires solutions that control for potential
sources of errors, e.g. the subjectivity of a teacher or researcher when interpreting clusters, or
reduced accuracy and automation while generating the thesaurus and stop words list. It would
then be conceivable to apply the findings of this research to learning platforms in order to
facilitate online learning processes by recommending learning partners and by increasing
students’ cognitive awareness.
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