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Abstract Virtual reality (VR) allows users to explore and experience a computer-simulated virtual environment so that

VR users can be immersed in a totally artificial virtual world and interact with arbitrary virtual objects. However, the

limited physical tracking space usually restricts the exploration of large virtual spaces, and VR users have to use special

locomotion techniques to move from one location to another. Among these techniques, redirected walking (RDW) is one of

the most natural locomotion techniques to solve the problem based on near-natural walking experiences. The core idea of

the RDW technique is to imperceptibly guide users on virtual paths, which might vary from the paths they physically walk

in the real world. In a similar way, some RDW algorithms imperceptibly change the structure and layout of the virtual

environment such that the virtual environment fits into the tracking space. In this survey, we first present a taxonomy

of existing RDW work. Based on this taxonomy, we compare and analyze both contributions and shortcomings of the

existing methods in detail, and find view manipulation methods offer satisfactory visual effect but the experience can be

interrupted when users reach the physical boundaries, while virtual environment manipulation methods can provide users

with consistent movement but have limited application scenarios. Finally, we discuss possible future research directions,

indicating combining artificial intelligence with this area will be effective and intriguing.
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1 Introduction

With the development of virtual reality (VR) tech-

nologies, VR devices such as head-mounted displays

(HMDs) and trackers are becoming less expensive and

more light-weight, which makes more consumers will-

ing to experience those fancy and interesting VR ap-

plications in their daily life. When exploring a large

virtual environment, special locomotion techniques are

very necessary to allow VR users to move from one

place to another place. Natural walking is the most

common locomotion technique in our real world, which

was proven to have the ability to improve the sense of

presence [1, 2] and help users perform better in search-

ing tasks [2, 3]. However, free traveling in the virtual

world is mostly impossible due to the limited physical

tracking space [4], especially for room-scale VR users.

For instance, VR users can frequently reach the phys-

ical boundaries and obstacles during VR exploration,

where the standing positions need to be corrected by

the forced physical turn-backs. This method can effec-

tively avoid physical collisions, but it could also break
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both the presence and the immersion [5, 6], and therefore

degrades the overall user VR experience.

To solve this problem, some representative vir-

tual locomotion techniques including teleportation [7–9],

walking-in-place [10–12] and redirected walking

(RDW) [13–17] were proposed to provide comfortable

and efficient navigation in immersive virtual environ-

ments (IVEs). Among these techniques, RDW provides

the highest natural feeling of walking because it is the

most similar to natural walking, and users can perceive

the correct proprioceptive, kinesthetic, and vestibular

stimulation [18]. The core idea of RDW is to guide the

user away from the physical boundaries by introduc-

ing imperceptible manipulations in the IVE. With the

help of the RDW technique, users can make better use

of their limited tracking space to explore a relatively

larger virtual space.

Applying view manipulation for walking redirection

is a practical idea. For example, when a user walks

along a straight road in a large IVE, the system can

slightly rotate the virtual camera and the user will un-

consciously compensate the manipulation, which leads

to the effect that the user is actually walking along an

arc in the real world instead. Thus, various RDW meth-

ods were proposed based on different heuristics and can

be generally classified into reactive and predictive meth-

ods. Reactive methods [19–21] redirect the user with-

out considering the future walking path. For example,

the steer-to-center (S2C) method always redirects the

user to the center of the tracking space no matter how

the user walks in the IVE. On the contrary, predictive

methods [22–24] will predict the user’s next movement

first by analyzing both the physical and virtual envi-

ronments for making more efficient redirection strate-

gies. However, when the tracking space is small enough,

the user can still reach the physical boundaries, which

should be corrected overtly by resetting methods [25].

Besides, some RDW methods can adjust the virtual

architecture properties in the virtual environment dy-

namically or compress the large virtual environment to

the given physical space statically, without manipulat-

ing the user camera view or causing collisions to the

physical boundaries [26–28]. For example, the Change

Blindness algorithm [26] utilizes the blindness of the VR

user to change the location of the doorways and corri-

dors, which can manipulate the walking paths imper-

ceptibly. Other methods can directly map the virtual

environment into the given physical space [29–32]. But

these methods are just suitable for special VEs and may

introduce visual distortions.

To make the RDW technique applicable in vari-

ous application scenarios, there have been more spe-

cific RDW tasks recently investigated, including mul-

tiple user co-location navigation [20, 33,34], walking in

physical tracking spaces with irregular shapes or

obstacles [33, 35,36], redirection for passive haptics to of-

fer haptic feedback during virtual exploration [37–41],

etc. Research on these RDW tasks can enhance the

method performance, improve algorithm usability and

make the user experience more diverse from different

perspectives.

The emergence of novel RDW algorithms acceler-

ates the development of common open-source libraries

and benchmarks, which can make the deployment pro-

cess of RDW methods more convenient and time-

saving. Moreover, researchers can run adequate simula-

tion with less effort and evaluate algorithm performance

through intuitive visualization and detailed statistic re-

sults. For example, Azmandian et al. [42] released an

open-source redirected walking toolkit (RDWT) as a

Unity3D package 1○. Researchers can directly import

this package to their projects and utilize the provided

APIs to customize algorithms and assess their innova-

tive ideas. Besides, the implementation of several clas-

sic methods such as S2C and S2O is integrated in this

toolkit for comparison and reference. Li et al. [43] fur-

ther proposed an open-source library and benchmark

called OpenRDW, which has a redesigned framework

based on RDWT and more functionalities including the

implementation of state-of-the-art RDW methods, sup-

porting multi-user real walking or simulation, contain-

ing various tracking spaces for evaluation, etc.

Besides RDW, other forms of redirected locomo-

tion [44–47] such as redirected driving [44] and redirected

jumping (RDJ) [45, 46] have also been proposed to extend

the usability of redirection techniques. Fig. 1 briefly

summarizes the key events of RDW development.

In comparison with other surveys and existing work

which summarized redirected locomotion techniques,

Suma et al. [48] presented a taxonomy of redirection

techniques according to geometric flexibility and the

possibility that the manipulation will be noticed by

users, while ours focuses on more aspects including plat-

forms and tasks. Nilsson et al. [18] provided a survey

which gives an overview of the RDW technique from

the original paper of Razzaque et al. [13] to 2018, and

1○Unity 3d game engine. https://unity.com/, March 2022.
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RDW Concept 2001[13] 

(The redirected walking
concept was proposed)

Resetting Methods 2007[25] 

(Resetting methods: 
Freeze-Backup,  Freeze-Turn 
and 2:1-Turn were proposed)

Change Blindness 2011[26]

(The dynamically manipulating
virtual architecture algorithm

was described)

Static Mapping 2016[29]

(The static mapping
algorithm to compress large

virtual scene to physical
space was proposed)

Multi-User Walking 2019[20]

(The APF-based algorithm
was proposed to deal with

multiple co-located walkers)

Reinforcement Learning
2019[23] (The algorithm
based on reinforcement
learning was proposed)

Passive Haptics 2005[37]

(The redirected walking
combined with haptic

feedback was introduced)

Gain Thresholds 2008[17]

(The detection thresholds
of translation, rotation

and curvature gains
were measured)

RDWT 2016[42]

(The redirected walking
toolkit for developing and
deploying RDW algorithms

was open-sourced)

Saccadic Suppression
2018[16] (The algorithm based

 on saccadic suppression
was proposed)

RDJ Concept 2019[45]

(The redirected jumping
concept was proposed)

Fig.1. Brief summary of key developments in redirected walking.

Langbehn and Steinicke [49] also presented a short sum-

mary of the RDW technique, while ours adds more

content about state-of-the-art techniques like reinforce-

ment learning based methods and redirect jumping.

Bishop and Abid [50] presented a survey which sum-

marizes the existing types of virtual reality locomotion

systems including RDW, active walking interface and

controller-based locomotion, while ours mainly focuses

on redirected locomotion techniques related to position

changing.

In this survey, we first present a taxonomy of redi-

rected walking, then summarize the existing work based

on this taxonomy, and finally discuss the future direc-

tions.

The rest of this paper is organized as follows. We

first reveal the taxonomy of redirected walking from our

perspectives (Section 2). Based on the proposed tax-

onomy, the existing user study work for gain evalua-

tion will be introduced first (Section 3), which can pro-

vide theoretical support for RDW algorithms. These

algorithms are designed according to different princi-

ples and competent for diverse tasks, which will be in-

troduced in Section 4. Besides, RDW algorithms also

require reliable platforms or benchmarks for develop-

ment, deployment and evaluation (Section 5). To save

physical space, other forms of redirected locomotion

techniques were also proposed and proven to be effec-

tive (Section 6). Finally, we will propose and discuss

the possible future research directions (Section 7) and

draw informative conclusions of this paper (Section 8).

2 Taxonomy of Redirected Walking

According to different research objectives and prob-

lems to be addressed, we present a taxonomy of redi-

rected walking, which divides the existing work into

three major parts: gain perception, algorithm, and

platform. The gain perception part is mainly related

to user experiments on detection threshold measure-

ments, which can be further divided into the detec-

tion threshold for subtle manipulations and overt ma-

nipulations. For example, Steinicke et al. first clas-

sified subtle manipulations into three types: transla-

tion gain, rotation gain and curvature gain [41], and

then they quantified these detection thresholds through

user experiments [15]. Langbehn et al. [51] later supple-

mented the concept of bending gains, which can be used

when the curvature of the virtual path is known. Cho

et al. [52] also introduced and measured the detection

thresholds of backward and sideward walking gains. Al-

though most measurement work is for subtle manipula-

tions, overt manipulations can get better results under

some certain situations [53, 54]. For example, Schmite et

al. [53] measured the rotation detection threshold when

the user’s presence will break, and found that when
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rotation gains are greater than 1.0, immersion breaks

quite late after the gain is detectable. Those detec-

tion thresholds can be used in view manipulation RDW

algorithms relying on manipulating the user’s virtual

camera to steer the user to walk towards the open phys-

ical area, while the other type of RDW algorithms uti-

lizes the manipulations of the virtual environment. For

view manipulation algorithms, reactive methods steer

the user without considering the future movement. For

example, the steer-to-center (S2C) method [14] always

steers the user to the center of the walking area. When

the user’s future walking path is predictable, predic-

tive methods will make better redirection strategies by

considering the layout of the virtual environment. But

sometimes users can still reach the physical boundaries,

which should be corrected overtly by using resetting

methods [25]. Learning-based [23, 24,34] and saccadic sup-

pression based [16] algorithms have also been proposed,

which are effective and intriguing. Some RDW open-

source platforms [42, 43] also emerge to help develop and

deploy RDW algorithms, which can save effort for re-

implementing the existing work and make comparisons

easier. Fig.2 reveals the taxonomy of our survey.

3 Gain Perception

In this section, we first introduce the general form

for different types of gains in Subsection 3.1. Then

we relevant related user studies for measuring detec-

tion thresholds in Subsection 3.2 and other common

measurements in Subsection 3.3.

3.1 General Form

For viewpoint-manipulation based RDW methods,

the manipulations of the movement of virtual camera

Subtle

Overt

Taxonomy of
Redirected
Walking

Gain
Perception

Algorithm

Platform

View
Manipulation

Environment
Manipulation

RDWT, OpenRDW, etc.[42, 43]

Translation, Rotation, Curvature, etc. [41, 51]

TLI, etc.[53, 54]

Reactive

Predictive

Resetting

Learning-Based

Saccadic
Suppression

Dynamically
Changing

Architecture

Static
Mapping

S2C, S2O, APF-RDW, etc.[14, 20]

FORCE, MPCRed, etc.[22, 23]

Freeze-Backup, 2:1-Turn, etc.[25]

S2OT, MS2OT, etc.[23, 34]

Impossible Spaces, etc.[26, 27]

Dynamic Saccadic Redirection[16]

SAM, etc.[29, 30]

Fig.2. Taxonomy of redirected walking.
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are usually called gains (see Fig.3). There are different

types of gains which are used jointly to manipulate the

virtual path in order to avoid physical collisions. From

the taxonomy of Steinicke et al. [41, 55], gains of redirec-

tion techniques include translation, rotation and cur-

vature gains, where translation gains scale the user’s

moving speed, resulting in a faster or slower transla-

tion movement in the virtual space; rotation gains scale

the speed of rotation, allowing the user to turn faster or

slower; curvature gains steer the virtual orientation dur-

ing the moving process. Besides, other types of gains

like bending gains [51] and relative gains [56] have also

been proposed recently to enrich the potential applica-

tion scenarios. Gains can be formulated for quantified

usages. For example, the translation gain gT can be

defined as gT = dvirtual/dreal, where dvirtual stands for

the translation distance in the VE and dreal represents

the translation distance in the real world. In order to

make the VR experience comfortable and immersive,

this manipulation should be limited to certain detec-

tion thresholds, which need to be measured by repeated

real user studies. Subsection 3.2 and Subsection 3.3 in-

troduce the relative work of detection thresholds and

other measurement evaluations respectively.

3.2 Measurement of Detection Thresholds

While redirected walking can be useful for modify-

ing the mapping of movements between the real world

and the virtual environment, this technique needs to be

studied from both qualitative and quantitative perspec-

tives. If the manipulation of the virtual camera is too

obvious, it will probably be noticed by the VR user and

induce a feeling of unnaturalness. In this regard, re-

searchers usually conduct psychophysical experiments

to estimate detection thresholds, which can define the

appropriate range of manipulations for users’ comfort-

able walking experiences. Based on divergent purposes,

types of manipulations can be classified into subtle ma-

nipulation and overt manipulation. The former cate-

gory of manipulation abides by the imperceptible rule

and is relatively preferable in most cases, while the lat-

ter is more suitable when the practical limitation should

be taken into consideration while ensuring the safety of

the VR user [18].

3.2.1 Subtle Manipulation

Subtle manipulations manipulate the camera view

without being perceived by VR users, aiming to make

the VR experience close to the experience in the real

world. Most of the existing work used two-alternative

forced-choice tasks (2AFC) to estimate the thresh-

olds, where participants are required to choose one

option from two possible answers, e.g., “Was the vir-

tual movement smaller or greater than the physical

movement?” [15]. Steinicke et al. [15, 17] quantified detec-

tion thresholds of rotation, translation and curvature

gains through a series of experiments in this way, and

their experimental results demonstrated that the trans-

lation gains should be limited within 0.86 to 1.26, ro-

tation gains should be limited within 0.67 to 1.24, and

the radius for curvature gain should be no less than

22.03 m [15, 55,57,58]. In addition, Langbehn et al. [51]

introduced the concept of bending gains which can be

used when the VR user is walking along a curved vir-

tual path. According to their user studies, results found

(b)(a) (c) (d)

Virtual
Rotation

Real Rotation
Real Walking

Distance

Virtual Walking
Distance

Real Walking
Direction

Virtual Walking
Direction

Real Path

Virtual
Path

Fig.3. Four types of gains to manipulate the virtual viewpoint of the user. (a) Rotation gains (in standing pose). (b) Translation
gains (moving forward). (c) Curvature gains (moving forward). (d) Bending gains (moving along a curve).
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this method can bend the radius of a virtual curvature

path up to 4.35 times than its corresponding physical

path. Besides, Langbehn et al. [59] also evaluated the

proper gain settings to redirect the user’s view move-

ment during eye blinking without being noticed. Cho

et al. [52] latterly introduced non-forward steps includ-

ing the backward step and the sideward step into redi-

rected walking and identified a similar detectable range

of translation gains and a wider detectable range of

curvature gains than forward steps. Grechkin et al. [57]

concluded that additional translation gain did not af-

fect on the thresholds of curvature gain, indicating that

in practice they could be applied together. Besides

the thresholds in completely computer-rendered virtual

scenes, Zhang et al. [60] found smaller detection thresh-

olds of translation and rotation gains in 360◦ telepres-

ence systems. Kim et al. [56] introduced the concept of

relative translation gains which can be used in asym-

metric mixed reality (MR) remote collaboration sys-

tems. Their method can create a mutual movable space

between the reference space of the augmented reality

(AR) host and that of the virtual reality (VR) client

by adjusting the remote client’s walking speed for each

axis of a VR space.

Existing studies also investigated what factors may

have an influence on detection thresholds. Williams

and Peck [61] tested rotation gains in consideration of

field-of-view (FoV), gender and distractors. Their re-

sults showed that the detection thresholds significantly

differed between FoVs, while with 110◦ FoV, males

had significantly higher detection thresholds than fe-

males. Distractors influenced differently between gen-

der groups according to their findings. Besides, the

human sensitivity to manipulations was also shown to

be related to body movement velocity [62, 63]. Neth et

al. [62] found that people were less likely to identify cur-

vature gains with a lower walking speed, and there they

designed a velocity-dependent curvature gain and vali-

dated its effectiveness. Paludan et al. [64] tested the ef-

fect of visual density for rotation gains, which revealed

no significant difference between 4 and 16 object sce-

narios. Lately, Schmelter et al. [65] verified the usability

of common interactions (Looking, Picking Up, Throw-

ing, Shooting and Sword Fighting) to distract users and

thus enable to apply additional rotations, and they also

did a confirm study with proposed steer-to-action tech-

niques.

Various sensual cues have been shown to be related

to detection thresholds. Serafin et al. [66] conducted

two experiments on blindfolded participants to deter-

mine the threshold of acoustic rotation and curvature

gains. Later, Nilsson et al. [67] found similar thresholds

for rotation gain with or without audio when visual cues

were presented. Meyer et al. [68] further decoupled the

influence visual and acoustic stimuli, revealing a slight

trend for higher curvature gain thresholds with acousti-

cal cues only. Kruse et al. [58] investigated the effects of

visual cues on the translation detection threshold, and

found visual cues in a virtual environment are more

important for manipulation detection. A more recent

study [69] showed that human would combine incongru-

ent visual and auditory cues to determine the location

of objects. Therefore, auditory cues can be utilized to

change the visual location of objects, which in turn in-

creased curvature gains. Sakono et al. [70] found users

were less likely to notice continuous changes when dy-

namic bending and curvature gains were applied, and

users perceived less discomfort compared with the con-

stant gains.

The measured detection thresholds might have wide

variability among people. To account for the discrep-

ancy, Hutton et al. [71] proposed to use the method

of parameter estimation through sequential testing

(PEST) to calibrate rotation gains for each individual

user. Rothacher et al. [72] had participants conduct-

ing perceptual-cognitive tasks and determined the de-

tection thresholds simultaneously, showing that people

with higher visual dependency have higher tolerance

to redirection gains. Bölling et al. [73] then compared

the detection threshold of curvature gain before and af-

ter exposure to a constant curvature gain, suggesting a

proper way for individuals to adapt to larger gains in

redirection techniques.

Most of RDW work researched on constant stim-

uli manipulations by counting the proportion of users’

two-alternative forced choices from multiple repeated

testing trials, while the time cost of user experiments

can be quite high and may cause trouble to VR users

when experiencing long-exposure VR locomotion. To

address this problem, Chen et al. [74] proposed the

adjustment-based method for detection threshold mea-

surements. Compared with methods of constant stim-

uli, their method can provide similar ranges of manipu-

lations and save about 33% experiment time. Grechkin

et al. [57] also discussed the time constraint problem

caused by constant stimuli methods and found the

adaptive method can be a suitable alternative. Con-

gdon and Steed [75] studied the effects of gain change

rates by comparing three different methods: sudden

gain change, slow gain change and constant gain, which
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found that it is harder to detect the variation by apply-

ing the slow gain change method.

3.2.2 Overt Manipulation

Compared with subtle manipulation, although overt

manipulations do not consider whether they can be no-

ticed by users, they have their own advantages on vir-

tual interaction where smaller physical space is availa-

ble. For example, detection thresholds of overt ma-

nipulations when users are immersed in IVEs are not

the same as the detection thresholds of subtle manip-

ulations. Schmite et al. [53] proposed the threshold of

limited immersion (TLI) to find the amount of rota-

tion gain that self-reported presence will break. They

continuously altered the rotation gains and asked par-

ticipants to report when the presence broke during a

search and collection task. According to their find-

ings, immersion breaks quite late after the gain is de-

tectable when rotation gains are greater than 1.0, while

the presence can even break before established detec-

tion thresholds are reached when gains are less than

1.0. Rietzler et al. [54] confirmed that users could accept

much larger curvature gains than detectable manipula-

tion, extending the capability of redirection techniques

by greatly reducing the amount of the body movement.

With similar intuition, Simeone et al. [76] designed an-

other walking technique in the context of room-scale

VR through overtly manipulating the virtual environ-

ment, which was faster and more preferred than com-

pared techniques. Overt techniques have already been

used in many other systems [77], especially for bridging

the gap between large virtual environments and lim-

ited physical space. The major detection thresholds in

existing literature are listed in Table 1.

3.3 Evaluation

Besides detection threshold measurements, other

common measurements are also useful for evaluating

both subjective feelings or objective performance. Sev-

eral investigations aimed to analyze the relationship be-

tween virtual avatar and redirected walking. Kruse et

al. [58] considered the translation gains with the pres-

ence of the virtual self-representation of the user’s feet

and the virtual environment, and their experimental re-

sults found more visual cues can lead to higher presence.

Reimer et al. [78] explored whether full-body representa-

tion would have an effect on the detection thresholds of

translation and curvature gains by user studies, which

found the presence of virtual body does not have sig-

nificant effect on the detectability but can cause the

illusion of easier detection. Nguyen et al. [79] experi-

mented to investigate the effect of sense of embodiment

(SoE) during the curvature detection threshold mea-

surement process. Their results showed the perspective

and movement congruency has significant effects on the

SoE.

Presence refers to the psychological sense of “being

there” [80], used to describe the illusion that users leave

their physical place and are transported to virtual envi-

ronments. If users associate themselves with the virtual

environment more, they will feel higher presence [81].

Usoh et al. [1] reaffirmed this finding and further sug-

gested that real walking is a better presence-enhancing

locomotion technique than virtual walking. By elimi-

nating noisy sounds and enabling higher FoV [82, 83] and

multi-sensory perception [55], the sense of presence in

redirected walking should be improved.

Simulator sickness can degrade the users’ VR ex-

perience. The cause of simulator sickness is related to

the conflicting and inconsistent visual, proprioceptive,

vestibular signals [84]. Simulator Sickness Questionnaire

(SSQ) [85] is the most common approach to assessing

simulator sickness, including 16 questions with four lev-

els. Participants are usually instructed to fill in SSQs

before and after an experiment, often with an increase

of SSQ scores in varying degrees. Previous results con-

firmed that redirected walking with careful design can

induce little increased simulator sickness [15, 62]. More-

over, researches have indicated that simulator sickness

is related to FoV [82], threshold gains [61], etc.

The interconnection regarding redirected walking

and cognitive load also received concerns since the

amount of cognitive resources human beings have is lim-

ited. Bruder et al. [86] employed a dual-tasking method

to study the mutual influence between redirected walk-

ing and working memory tasks. It was found that cur-

vature gains were correlated with spatial and verbal

working memory demands, and smaller curvature ra-

dius usually led to higher cognitive load. Similarly,

Nguyen et al. [87] determined significant effects of cogni-

tive load on curvature gains, which means subjects were

less sensitive to redirection while performing a dual-

task.

4 Algorithm

This section first introduces the existing redirected

walking algorithms which allow VR users to walk in

large virtual space within the limited physical place,

and then classifies different tasks which these algo-
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Table 1. Major Detection Thresholds in Existing Literature

Gain Comment Threshold Source

Translation (horizontal) Question bias 0.78 – 1.22 Steinicke et al., 2008 [17]

- 0.86 – 1.26 Steinicke et al., 2009 [15]

- 0.87 – 1.29 Bruder et al., 2012 [44]

Driving 0.94 – 1.36 Bruder et al., 2012 [44]

- 0.86 – 1.26 Kruse et al., 2018 [58]

Virtual feet 0.88 – 1.15 Kruse et al., 2018 [58]

Low-cue VE 0.73 – 1.25 Kruse et al., 2018 [58]

Jumping 0.68 – 1.44 Hayashi et al., 2019 [45]

Backward steps 0.84 – 1.33 Cho et al., 2021 [52]

Translation (vertical) Jumping 0.09 – 2.16 Hayashi et al., 2019 [45]

Stretching (VR) 0.84 – 2.55 Matsumoto et al., 2020 [47]

Stretching (telepresence) 2.58 – 34.10 Matsumoto et al., 2020 [47]

Crouching (VR) 0.83 – 1.94 Matsumoto et al., 2020 [47]

Crouching (telepresence) 1.12 – 3.41 Matsumoto et al., 2020 [47]

Rotation Question bias 0.59 – 1.10 Steinicke et al., 2008 [17]

- 0.67 – 1.24 Steinicke et al., 2009 [15]

- 0.68 – 1.26 Bruder et al., 2012 [44]

Driving 0.77 – 1.26 Bruder et al., 2012 [44]

- 0.93 – 1.27 Paludan et al., 2016 [64]

16 objects 0.82 – 1.20 Paludan et al., 2016 [64]

TLI 0.58 – 1.85 Schmitz et al., 2018 [53]

Jumping 0.50 – 1.39 Hayashi et al., 2019 [45]

Curvature Question bias r > 16 m Steinicke et al., 2008 [17]

Question bias & 2 m start-up r > 24 m Steinicke et al., 2008 [17]

- r > 22.03 m Steinicke et al., 2009 [17]

- r > 14.92 m Bruder et al., 2012 [44]

Driving r > 8.97 m Bruder et al., 2012 [44]

v = 0.75 m/s r > 10.57 m Neth et al., 2012 [62]

v = 1.00 m/s r > 23.75 m Neth et al., 2012 [62]

v = 1.25 m/s r > 26.99 m Neth et al., 2012 [62]

Audio r > 27.5 m Serafin et al., 2013 [66]

Audio & vision r > 6.0 m Meyer et al., 2016 [68]

Constant stimuli r > 6.41 m Grechkin et al., 2016 [57]

Maximum likelihood r > 11.61 m Grechkin et al., 2016 [57]

Jumping r > 7.64 m Jung et al., 2019 [46]

Backward steps r > 10.95 m (right); Cho et al., 2021 [52]

r > 10.30 m (left)

Bending rreal = 1.25 m 3.25 Langbehn et al., 2017 [51]

rreal = 2.5 m 4.35 Langbehn et al., 2017 [51]

rithms aim to complete. According to different im-

plementations, these algorithms can be classified into

two general classes: view manipulation and architec-

ture manipulation. The first type of algorithms will

not change the structure of the virtual environment,

but will slightly induce the user to walk to the open

area of the physical tracking space by manipulating the

virtual camera’s movement. But if the physical space

is relatively small, VR users will still have the pos-

sibility to reach the physical boundaries or obstacles,

which should be corrected overtly by resetting meth-

ods. In comparison, this problem will not happen to

algorithms based on manipulating virtual architecture,

because these algorithms directly map the virtual envi-

ronment into the given physical tracking space dynam-

ically or statically. Nevertheless, the architecture of

the virtual environment has special requirements, which

can bring applicability issues to these algorithms.

4.1 View Manipulation

This subsection introduces algorithms based on view

manipulation. Generally, redirection algorithms can be

classified into reactive methods and predictive methods,

while resetting methods are adopted when VR users

reach the boundaries. Besides, there are other types
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of methods utilizing reinforcement learning or based on

saccadic suppression.

4.1.1 Reactive Methods

As a preliminary attempt, many RDW algorithms

were proposed to manipulate the user’s walking path

to induce the user deviate from the boundaries, with-

out considering the next movement the user possibly

intends to take. These methods are usually categorized

as reactive methods. Razzaque et al. first introduced

the Redirected Walking in Place (RWP) method in a

CAVE system [88], which imperceptibly rotates the VE

when the user is walking in place. Results showed that

this method can reduce the chance of seeing blank walls,

thus increasing the sense of presence. Razzaque also

described several redirected walking algorithms [14] in-

cluding: steer-to-center (S2C) always guiding VR users

to the center of the tracking space, steer-to-orbit (S2O)

guiding VR users to walk along a circular orbit around

the center and steer-to-multiple-targets (S2MT) guid-

ing VR users to a given set of targets (see Fig.4). Field

and Vamplew [89] proposed a variation method which

extends the applicability of the original redirected walk-

ing algorithm by using nested orbits or figure-eight pat-

terns. After that, Hodgson and Bachmann [19] com-

pared S2C, S2O, S2MT and a mixed version of S2MT

and S2C (named steer-to-multiple+center), which dis-

covered that S2C outperforms the other three meth-

ods under most circumstances, while S2O surpasses

S2C when a user performs a very long straight walk-

ing or makes orthogonal turns. However, previous al-

gorithms were only designed to handle regular phys-

ical area. When the tracking space becomes irregu-

lar or contains obstacles, the performance of these al-

gorithms will be severely affected, thus disturbing the

user’s walking experience. To improve the usability of

RDW methods under different physical environments,

Bachmann et al. [20] introduced a redirected walking al-

gorithm based on artificial potential fields (APF-RDW)

for the first time. This method can formulate the di-

rection and intensity of force provided by other users

and physical boundaries, which can be used for more

effectively avoiding collision under complex walking en-

vironments. Thomas et al. [36] proposed a general re-

active APF-RDW algorithm called Push/Pull Request

(P2R) which can be used in the physical tracking space

with obstacles. Unlike P2R, which treats obstacles as

a whole (the square boundaries are composed of four

rectangular obstacles), Messinger et al. [33] analyzed an-

other APF-RDW, dividing the lines comprising the ob-

stacles or physical boundaries into smaller segments,

and the force is provided by the center of each segment.

Dong et al. [21] also improved the APF-RDW method

by using novel attraction target setting strategies and

state predictions, reducing 20% resets than [33].

4.1.2 Predictive Methods

In some cases, the user’s future walking path is pre-

dictable according to certain task rules or the given

physical and virtual environments. This predicted vir-

tual path can be utilized by predictive RDW meth-

ods to make better redirection manipulation strate-

gies and improve the user’s walking experience. For

example, Zmuda et al. [22] proposed the Fully Opti-

mized Redirected Walking for Constrained Environ-

ments (FORCE) method that can identify collision-free

paths from a map describing tracking space’s shape and

obstacle distribution. These paths can offer additional

Real Path

Virtual Path

(a)

Center

Tracking Space

Real Path

Center

Virtual Path

Tracking Space

Target B

Tracking Space

Virtual Path

Real Path
Target C

Target A

(b) (c)

Fig.4. Three types of steering algorithms based on gain manipulations. (a) Steer-to-center. (b) Steer-to-orbit. (c) Steer-to-multiple-
targets.
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information to help their search-based algorithm find

the optimal steering manipulations. Later, Nescher et

al. [90] developed a more general algorithm called Model

Predictive Control Redirection (MPCRed), which can

make better strategies on different redirection manip-

ulations. Azmandian et al. [91] presented a theoretical

framework leveraging knowledge of both physical and

virtual layout and adopted a tree search to find the

optimal redirection parameters, which can help reduce

potential presence breaks. To make the predicted fu-

ture walking trajectory more flexible, they later pro-

posed a method which leverages navigation meshes to

automatically generate environment annotation graphs

for prediction [92]. Starting with creating polygonal

meshes of the irregular virtual geometric area, each

mesh polygon is represented as a node. The predic-

tor then chooses a polygon node containing the user’s

current position and employs a depth limited shortest

path algorithm to find a set of branching nodes and ter-

minal nodes, and finally uses these nodes to construct

the predicted trajectory.

4.1.3 Resetting

Compared with the extremely open virtual area,

the physical space seems to be highly constrained in

most scenarios, especially in room-scale venues. To sup-

port users’ infinite virtual walking within the limited

tracking area, Williams et al. [25] demonstrated three

simple but effective resetting methods: Freeze-Backup,

Freeze-Turn, and 2:1-Turn, where the virtual visual

content will be frozen when freeze methods take ef-

fect. The Freeze-Backup requires the user to step back

while Freeze-Turn and 2:1-Turn ask the user to turn

around by 180 degree. After the resetting operation

is performed, the user can continue the moving pro-

cess. Xie et al. [93] proposed a system to explore large

virtual environment by combining the translation gain

and the resetting method, and their experimental re-

sults found the resetting method can remedy the limits

of translation gain and preserve users’ spatial aware-

ness of the virtual space. Yu et al. [94] designed a sys-

tem to offer participants redirected walking experiences

for educational purposes and concluded that narrative-

driven resets can make the walking experience seamless

and enhanced. Zhang et al. [95] argued that most re-

set strategies were based on simple heuristics, which

could be improved by the approach of finite element

analysis. Based on this approach, they proposed a novel

optimization-based reset algorithm which can signifi-

cantly reduce the number of resets and adapt to various

RDW algorithms. Besides, they proposed a novel out-

of-place resetting algorithm [96], which can calculate the

walking area heat map to guide users to the most suit-

able positions for further movement, thus increasing the

average walking distance between resets.

4.1.4 Learning-Based Methods

Most learning-based RDW methods can be cat-

egorized as predictive methods, and they are suit-

able for handling higher-dimensional environmental in-

formation and achieve better results than traditional

search-based methods. Learning-based methods make

real-time decisions based on the current user state

and the surrounding environment to avoid future col-

lisions. For example, Lee et al. [23] proposed the steer-

to-optimal-target (S2OT) algorithm, which employs a

double deep Q-network (DDQN) based on reinforce-

ment learning to dynamically calculate the optimal

steering target of the physical space. Experimental re-

sults showed this method can be adaptive to various

virtual environments. They later proposed the Multi-

User Steer-to-Optimal-Target (MS2OT) algorithm [34],

which extends the previous work into the multi-user

scenario by using the Dueling Double Deep Network

(D3QN) as a learning framework. Strauss et al. [24] re-

garded the redirection problem as a Markov decision

process, and adopted the Proximal Policy Optimiza-

tion (PPO), a reinforcement learning algorithm for deep

neural network training. Their novel method can ob-

serve the user’s position and orientation and suggest

the optimal rotation, translation, and curvature gains

for free exploration.

4.1.5 Saccadic Suppression

A saccade is the rapid eye movement when peo-

ple quickly change their fixation points. Normally,

there are several saccades occurring during a second

period, where the saccadic duration is about 20 ms

to 200 ms [97]. Saccadic suppression is a phenomenon

that viewers are momentarily blind when their rapid eye

movements happen, which can be exploited to redirect

an VR user without their notice. Bolte and Lappe [98]

applied the online saccade detection algorithm to inves-

tigate the amount of reorientation and reposition dur-

ing saccades, showing it is possible to imperceptibly

manipulate HMD users. Langbehn et al. [99] provided

suggestions about the experiment design for measure-

ments of reorientation and reposition during eye blinks

in VE. To evaluate the amount of visual changes during

the user’s eye blink, they [59] also measured translation
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and rotation detection thresholds along tree main axes

by user studies and a confirmatory user study where

they combined measured gains with current RDW al-

gorithms and proved the feasibility of their results.

Nguyen and Kunz [100] argued that measurements of the

former work were conservative because no real walking

was performed during the evaluation process; therefore

they measured the rotation detection thresholds dur-

ing blinking when users were walking in VE. Sun et

al. [16] proposed a novel RDW method tracking and uti-

lizing saccadic suppression to redirect the user during

the temporary blindness, together with a subtle gaze

direction method to induce more user saccades, able to

map a 6.4 m × 6.4 m virtual space into a 3.5 m × 3.5 m

real room (see Fig.5).

(b)(a)

(c)

Fig.5. Example of saccadic redirection [16]. (a) Rendered con-
tent from the viewer’s HMD left eye, and the overlaid green circle
indicates the visualizations of tracked eye gaze and the lower left
corner shows the view frustum. (b) The system redirects the user
by rotating the virtual environment when it detects the events
of saccades and head rotations. (c) Recorded movements of the
virtual path in a much larger 6.4 m × 6.4 m synthetic space can
be mapped into a 3.5 m × 3.5 m real physical room.

4.2 Virtual Environment Manipulation

Although viewpoint-manipulation based RDW algo-

rithms can greatly reduce the required physical tracking

space, it is inevitable that the users will collide with the

physical borders when they are experiencing the room-

scale VR. Therefore, reset techniques are often adopted

to overtly adjust the user’s direction, which may break

the immersive VR and increase the cybersickness. In

this subsection, we will introduce algorithms based on

manipulating the virtual environment to enable VR

users to explore larger virtual space within smaller

physical space. Typically, these algorithms can be di-

vided into two types: dynamically changing the virtual

architecture and statically mapping the virtual space

into the given physical space. The former needs to

pre-determine the virtual architecture and the relative

scripts to control the logic, which is hard to be reused in

other virtual environments. The latter can be applied

into most maze type virtual spaces, but distortions of

the virtual environment can be caused due to the static

compression.

4.2.1 Dynamically Changing Architecture

This subsection introduces RDW algorithms which

compress the large virtual environment to the limited

small physical tracking space by dynamically manipu-

lating the virtual architecture (see Fig.6). First of all,

Suma et al. [26] proposed the algorithm by taking ad-

vantage of “Change Blindness”, which was described

as utilizing the VR user’s inability to detect changes of

the virtual architecture. In their experiment, the lo-

cation of the doorways and corridors behind the user’s

back would be changed when the user entered a vir-

tual room; thus the virtual walking paths were manip-

ulated without being noticed by the user. According to

this algorithm, a room of about 219 square meters can

be compressed into a 4.3 m × 4.3 m physical space.

After that, they further proposed another algorithm

called Impossible Spaces [27], which can compress self-

overlapping architectures into a smaller physical space.

According to this algorithm, a small virtual room can

overlap by up to 56% while larger virtual rooms can

overlap by up to 31%. Vasylevska et al. proposed

the Flexible Spaces strategy which enables VR users to

infinitely walk within a dynamically generated virtual

room layout [28] without noticing the manipulations.

4.2.2 Static Mapping

Methods based on dynamically changing the archi-

tecture are intriguing and encouraging, but they are

limited to the virtual environments with special interior

architectures and manually predefined logics. To make

this technique adaptive to more virtual scenes with less

human labor, the static mapping method was proposed
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(b)(a) (c) (d)

(e) (f)

Fig.6. Two examples showing the dynamically changing architecture redirection process. (a)–(d) describe the Change Blindness
algorithm [26] which can compress two virtual rooms into the same tracking space. (a) The user enters the room and walks to the sofa.
(b) The corridor is rotated 90◦, and the user walks towards the door. (c) A new door appears, and the user walks along the corridor.
(d) The user enters another generated overlapping room. (e) and (f) represent the Impossible Spaces algorithm [27] which can be used
to overlap two virtual rooms about 50%, where (e) shows the original room with 0% overlap and (f) shows the dynamically changing
room with 50% overlap.

to directly map the large virtual scene into the user’s

physical room and retain visual fidelity of the VE at

the same time. Sun et al. [29] first proposed the 2D floor

plan mapping based redirected walking method which

is able to warp the VE appearance into a given physical

tracking space. However, their method still causes no-

ticeable distortions. Dong et al. [30] presented Smooth

Assembly Mapping (SAM), a divide-and-conquer al-

gorithm, able to map large-scale virtual scenes with

low isometric distortions. Their algorithm first divides

the virtual scene into smaller patches, which are later

mapped into the physical space individually, and finally

a global optimization is applied to assemble patches and

minimize the entire distortion (see Fig.7). Two years

later, Dong et al. [31] extended their method to sup-

port multiple user free walking and introduced bending

gains to acquire better space compression capability.

Users can physically interact with each other in both

VE and physical space at the same time. Cao et al. [32]

argued that static mapping redirection was required to

deform the virtual scene more reasonable, and proposed

a feature-guided path redirection method aiming to re-

duce scene distortions, especially the distortions at re-

gions with abundant visual detail. Besides the advan-

tages and benefits, some drawbacks of static mapping

methods are also worth noticing. The distortions of

virtual scenes may degrade the navigation comfort and

the preprocessing for mapping large complicated virtual

scene is time-consuming and not suitable for large open

spaces and dynamic geometry changes such as moving

obstacles in the physical world. Furthermore, solving

the mapping problem of highly-occluded scenes can also

be a future challenge for static mapping methods.
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(a) (b)

(c) (d)

Fig.7. Example of the static mapping algorithm [30]. (a) Original
virtual environment structure. (b) Mapped virtual environment
structure in the given physical space. (c) The first person view of
the non-distorted virtual environment. (d) The first person view
of the distorted virtual environment at similar viewpoints.

4.3 Distractors

Some algorithms use distractors to attract the VR

user’s attention and take the opportunity to manipu-

late the view of the virtual camera. These methods

are considered as manipulating the viewpoint and the

virtual environment at the same time. Peck et al. [101]

introduced the method which uses visual and audial dis-

tractors to attract the VR user’s attention. When the

user is focusing on the distractors, the method slightly

rotates the direction of the virtual head, and thus redi-

rects the user towards a more open space. This method

was preferred and regarded more natural by attendees

because the presence can remain at a high level com-

pared with other overt reorientation techniques. Their

experimental results also suggested that adding the en-

vironment sound should increase the user’s feeling of

presence and improve visual realism. Peck et al. [102]

also built a locomotion interface called Improved Redi-

rection with Distractors (IRD), which allows users to

really walk through larger VEs with a small physical

space by using distractors to keep the user’s safety and

redirect the user’s path towards the center of the track-

ing space. Using events can also be beneficial for imper-

ceptibly manipulating the walking path. For example,

Neth et al. [62] conducted studies using virtual agents

to slow down or intersect the user’s walking, which can

be utilized for creating more opportunities for redirec-

tion. Rewkowski et al. [103] evaluated the effectiveness

of RDW with auditory distractors, and found auditory

RDW can be suitable for complex navigation tasks in-

cluding crossing streets and avoiding obstacles.

4.4 Tasks

This subsection introduces the potential tasks. The

RDW methods are aiming to complete, which can re-

flect the performance, usability and robustness of these

algorithms from different perspectives.

4.4.1 Multiple Users Co-Walking

Most of previous RDW work only considered colli-

sion avoidance of a single user. Therefore, multi-user

redirection in the same tracking space needs further ex-

ploration. There are some special issues emerging in

multi-user redirection. For example, because the VR

users’ behaviors are usually unpredictable and the lo-

comotion of one user always interrupts another user’s

experience, how to effectively avoid collisions from these

dynamically walking users becomes a huge challenge.

Moreover, RDW manipulations cause the discrepancy

of positions between the virtual and the real environ-

ment, which means when users meet at the same loca-

tion of VE, they may be far apart from each other in the

real world, which will degrade the reality of virtual ex-

perience. To reduce the collision possibility when RDW

was applied to multiple VR users, Bachmann et al. [104]

extended the S2C method to predict collisions and allow

two users to share the same tracking space and Azman-

dian et al. [105] compared multiple strategies to prevent

two-user collisions, but these methods do not scale well

to a larger group of users. Bachmann et al. [20] proposed

the artificial potential fields [106] based redirected walk-

ing technique (APF-RDW), which repels multiple users

from physical walls and repels each other when they are

walking in the same physical tracking space. Messinger

et al. [33] further improved this APF-RDW and tested in

tracking spaces of varied shapes by simulations. Lee et

al. [34] introduced reinforcement learning to solve this

problem by extending the original Steer-To-Optimal-

Target (S2OT) RDW method [23], which outperforms

the state-of-the-art APF-RDW [33] in multi-user simu-

lation experiments. Dong et al. [21] proposed dynamic

APF-RDW method for multi-user redirected walking,

which is combined with novel attraction target setting

strategies and state predictions, reducing resets by 20%

in general compared with [33]. They later thought

boundary conflicts in the multi-user redirected walking

could be decreased by considering the density of users in

the tracking space, so that they proposed the dynamic
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density-based redirected walking method which adjusts

the user distribution through the density force, aiming

to increase the center density and lower the boundary

density [107]. Results show on average about 30% poten-

tial conflicts can be reduced in their method compared

with existing reactive multi-user redirection algorithms.

Gain-based RDW algorithms can diverge an VR user’s

virtual and real positions, which means when two VR

users are close to each other in VR space, they may

be far apart in the real tracking space, leading to the

failure of collaboration activities such as shaking hands

or carrying the same physical object. This problem can

be alleviated by adding a recovery method [108] in gain-

based RDW or naturally solved by using static mapping

RDW [31].

4.4.2 Irregular Scene

Most RDW algorithms like S2C have high perfor-

mance in standard rectangular physical tracking space.

However, most of physical areas are irregular and there

are even obstacles (see Fig.8), which will significantly

increase the reset number, leading to frequent breaks

of users’ immersive experiences. Therefore, adapting

RDW methods to handling this special case is signifi-

cantly worth studying. Azmandian et al. [109] conducted

simulated studies to investigate the effect of the rect-

angular physical space size and shape on S2C and S2O,

suggesting square tracked spaces are the most suitable

for redirection compared with those elongated rectangle

spaces and the minimum physical area where redirec-

tion techniques can work effectively is 6 m × 6 m. Chen

et al. [35] combined steering-based RDW with greedy

and planning algorithms to cope with irregular and

dynamic physical environments. Messinger et al. [33]

tested RDW methods in irregular shapes (rectangle,

trapezoid, cross, L-shape) and confirmed APF-RDW

outperforms the traditional S2C method. Thomas and

Rosenberg [36] also confirmed that APF-RDW achieves

better performance than S2C when there is an obsta-

cle in the square physical space. Lee et al. [34] em-

ployed reinforcement learning to predict users’ future

movements, reducing more resets than APF-RDW [33]

in physical rooms with varied shapes. Williams et

al. [110] proposed the alignment-based redirection con-

troller (ARC) with the purpose of making the matches

of the user’s proximity to physical obstacles as close

as possible to the virtual counterparts, which outper-

formed APF-RDW [36]. They also proposed a novel

method by computing the visibility polygon for the

user’s physical and virtual locations and steering the

user to walk towards the most likely polygon region,

which can properly handle both static and dynamic ir-

regular physical tracking spaces and significantly reduce

more resets than prior algorithms [111]. Static mapping

RDW algorithms [29–31] consider the static obstacles in

physical spaces during the processing stage. The dy-

namic saccadic redirection method proposed by Sun et

al. [16] also considers collision avoidance of both static

and dynamic obstacles.

(a) (b)

(c) (d)

Fig.8. Different types of tracking spaces [43]. (a) Traditional
normal regular tracking space. (b) Regular tracking space with
an obstacle. (c) Tracking space with an irregular shape. (d)
Irregular tracking space with an obstacle.

4.4.3 Passive Haptics

The RDW technique can greatly reduce the required

physical tracking space for natural walking in VR, but

there are seldom RDW algorithms taking interactions

with the physical environment such as passive haptic

feedback into consideration. Nevertheless, mapping the

virtual interactive objects into physical counterparts

with similar haptic properties can provide users with a

sense of touch and greatly enhance users’ presence (see

Fig.9). Kohli et al. [37] suggested that the strict one-to-

one mapping between the VE and the real world is not

actually required, which means the mapping only needs

to be satisfied for special virtual objects, and one real

proxy prop could be reused to offer the haptic feedback

for many virtual objects. Steinicke et al. [41] proposed

the taxonomy of redirection techniques to redirect the

VR user to a real proxy prop imperceptibly when the
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Fig.9. Example of passive haptics in redirected walking. (a) A user is walking and being steered by the RDW technique. (b) The
user touches a stone block in the virtual world. (c) The user can acquire the physical haptic feedback from the real table at the same
time [41].

user was close to a virtual object. To use the latest arti-

ficial potential function (APF) based RDW algorithms

in passive haptic tasks, Thomas and Rosenberg [112] uti-

lized the attractive force component in APF to align the

given physical and virtual positions where the passive

haptic feedback is expected to be acquired. Further im-

provement of this work was mentioned in [40]. Wang

et al. proposed a constrained path redirection method

to find the most suitable physical counterpart for the

virtual target, which can provide correct physical feed-

back at the right time [39]. Recently, there has been a

new trend to introduce learning-based methods to solve

this problem. Chen et al. [38] proposed a novel rein-

forcement learning algorithm to handle passive haptics

tasks at the first time. Their method utilizes a novel

reward function which takes both the physical boun-

dary avoidance and consistency of user-object position-

ing into consideration, and outperforms the previous

methods from experimental results. Besides allowing

users to interact with static virtual objects under the

effect of RDW, making them acquire the haptic feed-

back when interacting with each other is also a problem

worthy of study. Min et al. [108] designed a recovery al-

gorithm using both subtle RDW algorithms and overt

recovery to allow two VR users to shake hands in the

physical space as well as the virtual space simultane-

ously, which is able to increase users’ presence and sat-

isfaction.

5 Platform

Although RDW is a powerful locomotion technique,

most of RDW work is not open-sourced and hard to

implement. Also there are seldom public toolkits and

benchmarks in this field, which makes it challenging to

compare different methods and hinders the progression

of RDW research. Therefore, Peck et al. [113] designed

a large-scale real-walking locomotion interface called

RFED using redirection and distractors to enable users

to walk in VE which is larger than the corresponding

physical space, but it is not open-sourced and out of

date.

To help researchers deploy and develop the RDW

technique, Azmandian et al. [42] provided an open-

source redirected walking toolkit (RDWT) as a

Unity3D package to help users implement and deploy

RDW methods easier. In their implementation, classi-

cal redirection controllers such as S2C and S2O are in-

tegrated to manage subtle manipulations and 2:1-Turn

resetter [25] is offered to redirect the user when a colli-

sion with physical borders is about to happen. Users

can experience the RDW technique by keyboard control

or using HMD for real walking. Additionally, various

procedurally generated paths for large-scale auto simu-

lations are also available to evaluate performances be-

tween different RDW algorithms. Simulation data such

as reset counts, the distance between resets and overall

applied gains are recorded in the backstage and the data

can be exported as Excel files for further analysis. With

the continuous development of RDW research field, re-

searchers have shown great interest in adapting the

RDW technique to more complex and detailed condi-

tions, like handling multiple co-located user redirection

and irregular physical tracking spaces. Moreover, the

emergence of new RDW algorithms requires the con-

tinuous updating of existing platform framework to of-

fer more novel features like supporting reinforcement

learning deployment. Therefore, Li et al. [43] presented

OpenRDW, an open-source library and benchmark for

developing, deploying and evaluating RDW methods

under different testing conditions. In their library, re-

searchers can easily access to the application program

interfaces (APIs) of scenes and avatars, customize the

RDW controllers, and simulate and visualize the walk-
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ing process (see Fig.10). Compared with the redirected

walking toolkit, OpenRDW contains more new features

including supporting multi-user real walking or simu-

lation, containing size-varied or shape-varied tracking

spaces with obstacles for comprehensive testing, inte-

grating both the classic and state-of-the-art RDW algo-

rithms, and allowing the deployment of reinforcement

learning algorithms. Table 2 summarizes the key re-

lated work of redirected walking.

(b)(a)

(c) (d)

Fig.10. Demo of multi-user real walking process on the Open-
RDW platform [43]. (a) A collision happened when two users
encountered each other in the tracking space. (c) 2:1-Turn reset-
ting method corrected the directions of two users to continue the
walking process. (b) and (d) represent the RDW visualizations
of (a) and (c) respectively.

6 Other Forms of Locomotion

In addition to walking on the flat ground, there are

other forms of locomotion which can be redirected in

the virtual environment. For example, users tend to use

transportation devices such as electric wheelchairs for

long distance travel, and redirection can also be applied

into these movements in a similar way [44]. Besides, an-

other type of common motion in our daily life could be

bipedal jumping, which in some cases can be even more

efficient than walking in virtual exploration [114,115].

Jumping motion can help users get access to a variety

of special experiences including ski jumping with indoor

devices [116], gravity reduced jumping on Lunar or Mar-

tian surfaces provided by the cable-driven system [117],

and even skydiving supported by the Virtual Super-

Leaping system [118].

Similar to RDW, redirected jumping (RDJ) is also

a practical form of redirection techniques, and its im-

perceptible gain range was proven to be even wider

than that of RDW by some studies, which indicates

that the RDJ technique can support VR experience in

a larger virtual space. The RDJ concept was proposed

by Hayashi et al. [45] for the first time. They defined

horizontal, vertical, and rotation gains of RDJ and con-

ducted user studies to measure the detection thresholds

(see Fig.11). Based on their results, the imperceptible

gain range for horizontal manipulation is from 0.68 to

1.44, that for the vertical one is from 0.09 to 2.16 and

the imperceptible rotation gain can vary from 0.50 to

1.44. Jung et al. [46] supplemented the measurement

results of curvature gain detection thresholds in RDJ,

which indicates that compared with RDW, larger ma-

nipulations can be applied for virtual forward jump-

ing. Li et al. [119] analyzed the interaction effect of joint

horizontal and vertical gains by fitting the data to two-

dimensional psychometric functions. Results revealed

that the imperceptible range for the horizontal gain

could be affected by the value of the vertical gain, and

vice versa. They also found horizontal translation gains

were significantly smaller in the VE with high visual

richness rather than the one with low visual richness,

while different self-representations will not significantly

affect the perception thresholds [120]. Liu et al. studied

the effect of virtual alley width on the detection thresh-

olds in RDJ, and found different alley widths can affect

the perception on jumping height and rotation [121]. To

test the RDJ performance in the VR entertainment or

exercising applications, Havlik et al. [122] applied the

RDJ technique into a virtual factory scene with several

moving platforms, where users can jump between these

platforms within the size requirement reduced track-

ing space. Results revealed that the gT = 2.0 trans-

lation gain was able to save about 30% space without

disturbing the user’s virtual exploration. Li et al. [119]

Table 2. Brief Summary of Redirected Walking and Key Related Work

Direction Category Description Related Work

Threshold Subtle User experiments to measure imperceptible detection thresholds [15,51,57,59]

Overt User experiments to measure noticeable detection thresholds [53,54]

Algorithm View manipulation Algorithms based on virtual camera view manipulations [16, 20,24,89]

VE manipulation Algorithms based on changing the architecture of virtual environment [26–30]

Platform Library Open-source library or benchmark for developing and deploying RDW algorithms [42,43]



Yi-Jun Li et al.: Review of Redirected Walking Techniques: Taxonomy, Methods, and Future Directions 577

(a) (b) (c)

dreal

hreal
rreal

dvirtual/gdΤdreal

hvirtual/ghΤhreal
rvirtual/grΤrreal

Fig.11. Overview of redirected jumping. (a)–(c) represent horizontal, vertical and rotation gains respectively [45].

built two VR jumping games to validate the estimated

joint detection thresholds in RDJ, which proved that

joint gains can reduce both the required horizontal and

vertical jumping distances.

Other forms or variations of locomotion redirection

were also proposed and studied. Inspired by RDJ,

Matsumoto et al. [47] were interested in vertical move-

ment redirection in stretching and crouching behaviors;

therefore they conducted user experiments and found

that vertical movements in these two forms could be im-

perceptibly manipulated both in the VE and telepres-

ence drone environment. Ogawa et al. [123] designed two

viewpoint-manipulation methods including gain manip-

ulation and peak shifting to allow the user to experi-

ence virtual step-up jumping motion by performing a

physical jump on a flat floor, which can remain reality

and naturalness in most cases. Yukai et al. [124] inves-

tigated the potential rotation gain manipulation dur-

ing the user’s walking under door-opening behavior by

testing two types of interfaces (with and without pas-

sive haptic feedback). Results found participants were

more likely to notice the redirection manipulation but

feel more comfortable under the one which provides the

haptic feedback.

7 Future Directions

In this section, we present our thoughts on poten-

tial future research directions for promoting the RDW

region.

7.1 General Benchmark

Although there are a lot of RDW methods proposed

from different perspectives, there are few open-source

RDW implementations. While it will take other re-

searchers a lot of effort to reproduce the previous meth-

ods for comparisons, which may hinder the prosperity

and development of this field. Moreover, there are also

few common testing datasets here, leading to poten-

tial unfairness of evaluation process. Therefore, open-

source libraries and benchmarks can provide templates

for references and for better developing, deploying and

evaluating RDW algorithms, which will greatly pro-

mote progress of this field. Besides, the user interfaces

of existing open-source platforms can be further im-

proved and more features and functions can be inte-

grated for better development of RDW research.

7.2 Algorithms with Artificial Intelligence

We all witness the progress of the RDW field ben-

efited by artificial intelligence, where more and more

learning-based RDW methods have been developed and

they can achieve better experimental results than tradi-

tional methods under both simple and complex testing

conditions. The use of artificial intelligence can be ben-

eficial for prediction tasks, such as using machine learn-

ing or deep neural network to predict eye movements,

saccades, blinks, and users’ intentions. Therefore, the

design of novel reward functions, training data prepa-

ration, and applicable conditions of this technique need

to be further studied. Nevertheless, building a common

walking path dataset can be beneficial for both training

process and testing fairness.

7.3 Potential Tasks for RDW

RDW is a powerful locomotion technique which can

be applied in abundant of VR application scenarios. It

allows VR users to naturally walk in the virtual envi-

ronment with limited physical space. With the develop-

ment of this active research region, we can be aware

of that tasks including multiple co-location user walk-
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ing, irregular tracking spaces with obstacles, and pas-

sive haptics have aroused the interest of the majority of

researchers, and we hope there are more potential tasks

that can be handled by the RDW technique discovered

in the future.

7.4 More Forms of Redirected Locomotion

Redirected walking is one of the most common forms

of redirected locomotion techniques. Besides redirected

walking, the emergence of other forms like redirected

jumping and crouching enabled redirected locomotion

to be applied to more application scenarios like reducing

the required physical space and rehabilitation training.

It is intriguing to explore more potential values from

other forms of locomotion, or investigate how to nat-

urally combine different locomotion patterns together

for better virtual explorations.

8 Conclusions

Redirected locomotion plays an important role in

virtual reality exploration, allowing VR users to natu-

rally move from one place to another place within the

limited physical tracking space. This survey presented

a reasonable taxonomy of redirected walking, which di-

vided existing work into three major parts: gain per-

ception, algorithm, and platform. Then we systemati-

cally reviewed and summarized the existing RDW work

based on the taxonomy. Gain perception work is mainly

related to the perception range measurement of manip-

ulation, which can be classified into subtle manipula-

tion and overt manipulation. Subtle manipulation is

more commonly used while overt manipulation can save

more physical space. These evaluated perception ranges

can provide reliable quantity references for RDW algo-

rithms. Based on different strategies, these algorithms

can be divided into view manipulation algorithms and

environment manipulation algorithms. The former type

of algorithms is more general to diverse virtual environ-

ments but have to be combined with resetting methods,

which may break the presence of users. The latter can

provide users with coherent movement experiences but

may require more manual setting effort or introduce

visual distortion effect. With the emergence of vari-

ous RDW algorithms, common platforms for developing

and deploying the RDW technique become more impor-

tant than before, because they can save a lot of time for

algorithm re-implementations and improve algorithm

comparison fairness. Besides, more forms of redirected

locomotion including redirected jumping have also been

proposed, giving users more chances to save physical

space and have surreal experience.

In the end, we also revealed the potential research

directions in the future, including making RDW plat-

forms more general and easy-to-use, combining artificial

intelligence with RDW algorithms to improve efficiency,

discovering potential tasks for the RDW technique to

extend its applicability, and exploring more redirected

locomotion forms for diverse application scenarios. We

hope that this survey will encourage all researchers to

face the challenges and work together to promote the

development of this field.
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[73] Bölling L, Stein N, Steinicke F, Lappe M. Shrink-

ing circles: Adaptation to increased curvature gain in

redirected walking. IEEE Transactions on Visualization

and Computer Graphics, 2019, 25(5): 2032-2039. DOI:

10.1109/TVCG.2019.2899228.
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