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Abstract Internet users heavily rely on web search engines for their intended information. The major revenue of search

engines is advertisements (or ads). However, the search advertising suffers from fraud. Fraudsters generate fake traffic which

does not reach the intended audience, and increases the cost of the advertisers. Therefore, it is critical to detect fraud in web

search. Previous studies solve this problem through fraudster detection (especially bots) by leveraging fraudsters’ unique

behaviors. However, they may fail to detect new means of fraud, such as crowdsourcing fraud, since crowd workers behave in

part like normal users. To this end, this paper proposes an approach to detecting fraud in web search from the perspective

of fraudulent keywords. We begin by using a unique dataset of 150 million web search logs to examine the discriminating

features of fraudulent keywords. Specifically, we model the temporal correlation of fraudulent keywords as a graph, which

reveals a very well-connected community structure. Next, we design DFW (detection of fraudulent keywords) that mines

the temporal correlations between candidate fraudulent keywords and a given list of seeds. In particular, DFW leverages

several refinements to filter out non-fraudulent keywords that co-occur with seeds occasionally. The evaluation using the

search logs shows that DFW achieves high fraud detection precision (99%) and accuracy (93%). A further analysis reveals

several typical temporal evolution patterns of fraudulent keywords and the co-existence of both bots and crowd workers as

fraudsters for web search fraud.

Keywords community structure, fraud analysis, fraudulent keyword detection, web search

1 Introduction

Web search engines provide Internet users with a

simple portal to search for information quickly, and fi-

nally redirect users to the targets. Most major search

engines make revenue via paid search advertising, where

advertisers pay to search engines to display ads (i.e.,

sponsored results) alongside non-sponsored (a.k.a, or-

ganic, non-paid, algorithmic) web search results on the

search result pages when a user searches a particu-

lar keyword (which may consist of more than one

word) [1–3]. Advertisers bid on keywords that they want

to use to trigger the display of their ads, and pay to

search engines according to the revenue model. Search

advertising is effective because it captures and satisfies

users’ need for relevant search results [4]. Advertisers
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use search engine advertising to improve their visibil-

ity among the search engine results and thus to attract

potential customers. Indeed, search advertising consti-

tutes the largest source of revenues for search engines,

and therefore it has become an integral part of business

model [1].

Fraud emerged with the rapid increase in money

earned through search advertising. Fraudsters usually

start by submitting carefully selected query keywords to

search engines and making use of the results pages. The

anomalous searches that are intentionally generated to

increase fake traffic for a specific purpose are usually

money-driven. For instance, a fraudster can generate

false impressions and increase the search volume of cer-

tain keywords in order to boost their bidding price and

sell them. Fraudsters can also click on rival’s ads to ex-

haust their pay-per-click advertising budget either man-

ually or by an automated script. This is known as click

fraud. Another example is that fraudsters can repeat-

edly search keywords relevant to rivals’ ads to gene-

rate impressions without clicks aiming at lowering the

click through rates (CTR). As CTR is a key factor that

influences an ad’s quality score, which is further used

to determine the rank order of sponsored links, fraud-

sters can lower the performance rank of rivals’ ads on

the search engine results page. Moreover, they can bid

less for the advertising slots [5]. In addition, fraudsters

can send certain query keywords for purposes such as

reverse engineering the search engine’s index, poison-

ing its ranking algorithm, discovering vulnerable web

servers or increasing the load of search engine by form-

ing DDoS attacks [6]. Fraudulent behavior in web search

causes huge amount of financial losses 1○ [7]. Therefore,

it is important to detect such anomalous money-driven

searches that are intentionally generated for a specific

purpose.

The most common way of performing fraud search is

to leverage bots that generate searches using the given

keywords. A distinguishing search behavior pattern of

bots is that they generate huge volumes of searches

on a limited number of fraudulent keywords. Previ-

ous studies rely on this pattern for fraudster detec-

tion or fraudulent click detection [8–14]. Nevertheless,

some new means of fraud search have been emerging,

such as crowd fraud in some malicious crowdsourcing

platforms, where fraudsters hire web workers to search

designated keywords and/or click on designated adver-

tisements on a certain search engine [15]. The crowd

workers may not generate as many searches as bots and

may search for many other keywords. The approaches

on fraudster detection based on the behavior patterns

of bots, as a consequence, may fail to detect the fraud

made by crowd workers.

In this paper, we aim at the detection of both bots

and crowd fraud workers. We achieve this goal by solv-

ing the problem from a different perspective, i.e., the

perspective of fraudulent keywords. We leverage the

insight that fundamental requirements for fraudsters’

success can be used as discriminating features for fraud

detection. Specifically, a successful fraud campaign on

a target will use a bag of relevant keywords for the

generation of queries, rather than individual keywords.

Using a dataset consisting of 150 million web search

logs of a popular search engine, we investigate and ver-

ify that this rationale can be taken as a discriminating

feature of fraudulent keywords.

We next design DFW (detection of fraudulent key-

words), a simple yet effective approach for the fraudu-

lent keyword detection using the above rationale. We

then evaluate the accuracy of DFW using our dataset,

and finally examine the typical patterns of fraudulent

keywords and fraudsters.

To sum up, we make the following main contribu-

tions.

• We model the temporal correlation of fraudulent

keywords as a graph, where an edge is formed between

two keywords (nodes) if they were searched by a bot

within a short time period. By analyzing this graph,

we discover that fraudulent keywords form very well-

connected communities: the clustering coefficient of the

graph is as high as 0.91.

• We propose DFW to detect web search fraud by

exploiting the community structure of fraudulent key-

words. Specifically, DFW mines the temporal corre-

lations between candidate fraudulent keywords and a

given list of seeds, and leverages several refinements to

filter out non-fraudulent keywords that co-occur with

seeds occasionally. The experiments using the dataset

show that DFW outperforms the baseline approaches,

and achieves high fraud detection precision (99%) and

accuracy (93%).

• We comprehensively study the characteristics of

fraudulent keywords and fraudsters. Surprisingly, 262

out of the top 500 popular keywords in the dataset

are fraudulent keywords. The time series analysis re-

veals both continuous fraud search behavior and diurnal

behavior for fraudulent keywords. More importantly,

1○https://www.cnbc.com/2017/03/15/businesses-could-lose-164-billion-to-online-advert-fraud-in-2017.html, July 2021.
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we observe that 34.25% of fraudsters show search pat-

terns other than bots, implying the emergence of new

means of fraud that existing approaches on fraud de-

tection may not be able to capture.

The rest of the paper is organized as follows. Sec-

tion 2 provides related work. Section 3 describes the

background of this study and the dataset we use in

this study. Section 4 elaborates on the temporal cor-

relation in fraudulent web searches. Our detection sys-

tem of identifying fraudulent keywords is presented in

Section 5, and Section 6 shows the evaluation process

and further analysis based on the detection result. Sec-

tion 7 discusses some points of our approach. Finally,

Section 8 concludes the paper.

2 Related Work

2.1 Bot Detection

Prior studies on fraud detection in web search

mainly rely on behavioral characteristics to detect bots.

Buehrer et al. [12] developed a set of features mod-

elling the physical interaction of a user as well as the

behavior of automated traffic to distinguish between

searches generated by humans and bots. Sadagopan

and Li [13] used Markov chain to model user sessions

and computed a score by normalizing the log-likelihood

by the number of transitions. They combined the score

with other user session characteristics to detect out-

liers as user sessions generated by bots using Maha-

lanobis distance. SBotMiner [9, 10] leveraged the simi-

larity of bot-generated activities to capture groups of

distributed search bots. Duskin and Feitelson [14] used

query rate and the minimal interval of time between

different queries to distinguish humans and bots. Kang

et al. [16] made use of CAPTCHA to extract data logs

of genuine human users as training data, and then pro-

posed a semi-supervised learning approach to classify-

ing bot generated web search traffic from genuine hu-

man users. Haidar and Elbassuoni [17] proposed a bot

detection approach based on local website navigation

behavior. Guo et al. [18] proposed a traffic-based quasi-

real-time method for CloudBot detection, where Cloud-

Bot denotes the malicious bot deployed on the hosts of

data centers. Toffalini et al. [19] studied the problem of

Google Dorking which is at the core of many automated

exploitation bots, where attackers craft special search

engine queries for facilitating their attacks. Shakiba et

al. [6] proposed a semi-supervised method to detect bot-

generated spam queries submitted by malicious users to

facilitate their attacks.

In our work, we solve the fraud detection problem

from the perspective of fraudulent keywords, given the

emergence of new means of fraud and that we do not

focus on a certain kind of fraud (e.g., click fraud).

2.2 Fraud Detection in Internet Advertising

Metwally et al. [20, 21] studied the type of fraud in

Internet advertising which involved coalitions among

fraudsters. They first proposed a simple approach

based on Bloom filters to detecting duplicates in click

streams, then modeled the detection of fraud coali-

tions in terms of the set similarity problem and pro-

posed an algorithm to uncover coalitions of fraudster

pairs. Immorlica et al. [22] studied pay-per-click mar-

ketplaces and proved that a particular class of learn-

ing algorithms can reduce click fraud. Dave et al. [23]

studied click-spam in online advertising. They lever-

aged the invariant that click-spammers delivered high

return on investment to offset the risk of getting caught,

and presented an approach to catching click-spam in

search ad networks. Li et al. [24] proposed an approach

to detecting fraudulent clicks, which were used by some

websites to obtain a higher rank. They modeled user

sessions, constructed bipartite graphs to describe the

relations between users and sessions as well as patterns

and sessions, and used the bipartite graph propagation

algorithm to detect fraudulent clicks based on the seed

cheating session modes. We also present the compa-

rison between our approach and the bipartite graph

propagation algorithm that has been widely used in web

spam and click spam detection. Tian et al. [15] studied

crowd fraud which emerged with the rise of crowdsourc-

ing platforms. They examined the characteristics of

the group behaviors of crowd fraud and identified three

patterns including moderateness, synchronicity and dis-

persivity. Based on the identified patterns, they built

a parallel detection system which can find fraudulent

clicks with a high accuracy. Nagaraja and Shah [25]

proposed two kinds of defence against click fraud in-

stituted via malware. They detected click fraud based

on timing characteristics of click traffic. DeBlasio et

al. [26] explored deceptive advertising and characterized

the fraudulent advertiser ecosystem at Bing search en-

gine. Wei et al. [27] proposed a label propagation algo-

rithm on click-through bipartite graph to detect web

spam. Haidar et al. [28] studied ad frauds in mobile

advertising caused by false display requests or clicks.

They proposed an ensemble based method to identify

fraudulent ad displays. Dong et al. [29] investigated mo-
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bile ad frauds and proposed a hybrid approach to de-

tecting ad frauds in mobile Android apps.

3 Data: Web Search Logs

We collect web search logs from a popular search

engine in China. We randomly select several front-end

servers that host the web search service, and dump their

HTTP-level logs for one month. The dataset consists

of 150 million logs. Each log contains the timestamp

(in second), user’s IP address (anonymized), user agent

information, the request URL and some performance

related metrics (e.g., upstream response time).

Then the submitted query keywords are extracted

from the log, and similar to [30], we use the request’s

IP address combined with User-agent as a fingerprint

(i.e., user ID) to distinguish users, as it is less sensi-

tive to the effect of network address translation (NAT)

which renders IP addresses not precise to distinguish

different users. We make our dataset publicly available

for the community 2○. Each line corresponds to a log

that contains the anonymized user ID, the timestamp

and the query keyword ID, where each query keyword

is mapped to a unique keyword ID for anonymization.

In addition to the data, we also share the list of de-

tected fraudulent keywords 3○, where each line corre-

sponds to the ID of a detected query keyword. We

hope the dataset will be used by other researchers to

further investigate the fraud in web search.

4 Community Structure of Fraudulent

Keywords

This section examines the community structure of

fraudulent keywords. This requires adequate fraudulent

keywords and their relevant queries. To this end, we

first choose strictly a few misbehaving bots that may be

a small part of all fraudsters that conduct fraud. Then

we regard their query keywords as fraudulent ones. Fi-

nally, we model the temporal correlation of these key-

words and analyze the graph properties.

4.1 Bots Detection

Search bots often submit large numbers of queries

in long-duration sessions of continuous activities, where

a session refers to a short period of contiguous time the

user spends querying and examining results [14, 31]. As

such, we first separate web search logs into sessions.

Usually an inter-activity time interval threshold value

is set to break logs into sessions. If the time interval be-

tween two searches of a user exceeds the threshold, the

user starts a new session. Inspired by [30], we learn the

threshold empirically from the dataset. Specifically, we

compute users’ inter-search time on a logarithmic scale

(see Fig.1). We next fit the intervals with a mixture

of Gaussian model using the expectation maximization

(EM) algorithm. The fitting yields a two-component

Gaussian mixture model (see Fig.1), where the first

component is relevant to the intra-session behavior and

the second captures the inter-session behavior. The

threshold for session separation is the point where the

two components’ curves intersect, which represents that

the probability of inter-activity time belonging to two

components is equal. This threshold is 30 seconds in

our data. Applying this threshold, we obtain 38 373 621

sessions, of which 1 637 932 sessions contain at least two

query keywords.
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Fig.1. Distribution of query intervals with the Gaussian mixture
model. The two Gaussian components are colored in red and
blue, respectively, and their mixture is colored in purple.

We compute for each user the length of the longest

session and the number of queries in that session, and

use the Gaussian mixture model to cluster users. The

Akaike information criterion (AIC) [32] determines a

two-component mixture model. One cluster shows a

long average session length (560 s) and a large num-

ber of queries in a session (390 on average), which are

the distinctive features of bots (either crawler bots or

fraud bots). In contrast, the average session length of

the other cluster is 19 s and the average number of

queries is only 2.4, which are the characteristics of nor-

mal users.

2○https://bit.ly/2If0jak, July 2021.
3○https://bit.ly/3oLZoxT, July 2021.
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To further distinguish the crawler bots and the

fraudulent bots in the first cluster, we leverage two

statistics: the number of queries and the number of

unique keywords searched by each user in the cluster.

Our rationale is that crawlers gather information by

submitting large quantities of query keywords with each

keyword queried only once or twice. On the contrary,

bots involved in fraud should conduct large quantities

of queries aiming at certain targets. We again use a

Gaussian mixture model to cluster these users based on

the two statistics. The AIC metric indicates a model of

four components. Table 1 lists their features.

Table 1. Features of the Four Clusters of Bots

Cluster Avg. Q Avg. K Label

1 109 43 Light fraud bots

2 4 239 245 Light crawlers

3 16 132 10 832 Heavy crawlers

4 257 140 32 Heavy fraud bots

Note: Avg. Q and Avg. K are the abbreviations for average
number of queries and average number of keywords, respectively.

We notice that the fourth cluster, which consists of

80 users, exhibits the exact behavior of heavy fraudu-

lent bots. The 831 query keywords from these bots can

be safely regarded as fraudulent ones.

4.2 Community Structure Analysis

We model the temporal correlation of the query key-

words of the identified fraudulent bots as a graph, where

nodes are the keywords and an edge between two key-

words reflects their co-occurrence within a short period

of time. Specifically, for each keyword k queried by a

fraudulent bot, we associate a small time window wk (2

minutes in our setup), where k’s appearance is centered

in wk. An edge between k and each keyword searched

in the time window wk is added in the graph. Fig.2 de-

picts the graph built with the 831 keywords searched by

the identified bots using a force-directed graph draw-

ing algorithm [33]. We can clearly see that these key-

words form several well-connected components. A fur-

ther manual examination reveals that the keywords in

the same component seem to serve the same fraud tar-

get.

To quantify the community structure of the graph,

we further compute the clustering coefficient of the

graph [34]. The clustering coefficient is a measure of the

degree to which nodes in a graph have the tendency to

cluster together into tightly connected neighborhoods.

The clustering coefficient of a graph is derived from

that of individual nodes, which can be computed as the

ratio of the number of edges between the node and its

neighbors to the number of edges that could possibly

exist between them.

Fig.2. Fraudulent keyword graph: each coloured node represents
a keyword.

The clustering coefficient of the graph is as high as

0.91. In comparison, a random graph with the same

number of nodes and edges is only 0.09. This clearly

indicates the well-connected community structure of

fraudulent keywords, which inspires us to detect fraud-

ulent keywords by mining the temporal correlation be-

tween candidates and some given seed fraudulent key-

words.

4.3 A Strawman Solution for Fraud Detection

A simple approach to exploiting the community

structure of fraudulent keywords for fraud detection

is as follows. For each appearance of a seed fraudu-

lent keyword in a user’s search stream, we set a time

window and obtain a seed-centered segment. The key-

words in that segment are deemed to be close enough

to the seed. If the times that a keyword appears in

a seed’s time segments is larger than a threshold, the

keyword can be marked as a fraudulent one. However,

this strawman solution is not practical for the follow-

ing two reasons. First, some non-fraudulent keywords

may also co-occur many times with seed fraudulent key-

words. For instance, crowd workers may search some

popular keywords along with the fraudulent keywords.

Second, completely relying on a time window to cap-

ture the temporal correlation is too coarse to obtain
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accurate detection. Our evaluation in Section 6 con-

firms the low accuracy of such a strawman solution. In

Section 5, we will use several refinements to address the

issues of the strawman solution.

5 Fraud Detection System DFW

This section details the design of DFW (detection

of fraudulent keywords) that leverages the community

structure of fraudulent keywords. We begin with an

overview of the design and then present the details.

5.1 System Overview

Fig.3 gives an overview of the approach. DFW

starts with the keywords co-occurring with seeds as

fraudulent keyword candidates, and then filters out

non-fraudulent keywords step by step to refine the de-

tection results. The input of DFW consists of user

search logs and a list of seed fraudulent keywords that

reflect the search engines’ intents on the fraud they

want to uncover. DFW outputs a list of newly detected

fraudulent keywords.

DFW first filters out the keywords that rarely co-

occur with seeds, and keeps the remaining keywords as

candidate fraudulent keywords (Subsection 5.2). This

coarse detection allows DFW to only focus on the sub-

sets of keywords that are more likely to be fraudulent

according to the given seeds. Since the majority of key-

words are expected not to be fraudulent, this step will

significantly improve the efficiency of the identification.

Next we develop a refinement algorithm to finely ex-

ploit the community structure of fraudulent keywords

(Subsection 5.3). The fraudulent keywords for the same

purpose of a seed will manifest similar patterns of co-

occurrence with the seed. We transform the candidates’

occurrence patterns relative to individual seeds as vec-

tors, and apply unsupervised clustering on the vectors

to find those showing the similar patterns. The can-

didate fraudulent keywords that occasionally co-occur

with seeds will then be filtered out.

Finally, DFW removes the popular non-fraudulent

keywords that happen to show the similar search pat-

terns with the fraudulent keywords (Subsection 5.4).

This will happen for two reasons. First, a user ID

that is constituted by the combination of IP and user

agent filled in the HTTP header may correspond to

several users. The searches of popular keywords (e.g.,

“weather”) by normal users may mix with those by

fraudsters. Second, a crowd fraudulent user may run

automatic fraudulent search generation in background,

and meanwhile search popular keywords in browsers.

To accurately filter out the non-fraudulent popular key-

words, DFW leverages the observation that they co-

occur with fraudulent keywords only occasionally. This

observation is illustrated in Fig.4, where a node repre-

sents a candidate fraudulent keyword and an edge be-

tween two nodes exists if they co-occur in a user’s search

stream within a short time period. It is notable that

the popular non-fraudulent keywords connect with the

fraudulent keywords loosely in graph, while the fraud-

ulent ones are tightly connected. The remaining key-

words after the above three steps of refinements will

finally be identified as fraudulent ones.

It is worth noting that while the above refinements

are inspired by some well-known techniques, DFW com-
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Time Window T
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Coarse 

Detection

Keyword

Clustering

Removal of
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Keyword
Non-Fraudulent Keyword
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Fig.3. Overview of the fraudulent keyword identification.
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bines them in such a way that effectively solves the web

search fraud identification problem. Therefore, the nov-

elty of DFW lies in the exploitation of the community

structure of fraudulent keywords with a combination of

these techniques for the effective detection of fraud.

Fig.4. Illustration of the popular non-fraudulent keywords (cir-
cled in red) connecting loosely with the fraudulent ones in com-
munities.

5.2 Coarse Detection

The first step is to filter out the keywords that

rarely co-occur with seeds in individual users’ search

stream. To this end, we generate for each seed ap-

pearance a seed-centered time frame segment of length

T , which consists of the keywords whose timestamps

of corresponding queries fall within the range [tseed −
T/2, tseed + T/2], where tseed is the timestamp of the

seed keyword, and T is the time window size we set.

Let S denote the set of all time frame segments.

We use the TF metric [35] to filter out candidate key-

words that are less correlated to the seeds. Given a

keyword k and a time frame segment s ∈ S, the term

frequency is

tf(k, s) =
n(k, s)∑

k′∈s
n(k′, s)

,

where n(k, s) refers to the times k appears in s.

We calculate tf(k, s) for each query keyword k in

each segment s, i.e., each keyword occurrence with

seeds, and set a threshold on TF to filter out non-

fraudulent keywords. Fig.5 shows the cumulative dis-

tribution function (CDF) of TF values of all keywords

in all segments. The low TF values indicate that most

of the keywords rarely co-appear with the seeds. Nev-

ertheless, some are frequently seen along with the seeds

in short periods of time. We observe that about half

of the keyword occurrences with seeds have a TF value

less than 0.02, and about 20% of the keyword occur-

rences will be filtered when the TF threshold is set to

0.01. Based on the distribution and considering that

this is the first step in the system processing flow, we

conservatively set the TF threshold as 0.01: the key-

word occurrences with TF values below the threshold

are filtered out.

0.25
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0.75

1.00

0.0 0.1 0.2 0.3 0.4 0.5

TF Value 

C
D

F

Fig.5. Distribution of TF values that measure the co-occurrences
of keywords with the seeds.

5.3 Keyword Clustering

We then take into account the pattern of co-

occurrence with seeds by using a vector to represent

each candidate keyword and cluster the obtained vec-

tors using the X-means clustering algorithm [36] as it

can determine the number of clusters automatically.

A user’s query stream is divided into segments with

the time frame of a segment being T . For a query

keyword q in a segment s associated with a seed key-

word qseed, a d-dimensional vector V = (v1, v2, ..., vd)

is generated, where d = n(qseed, s) is the times qseed ap-

pears in s. We call d the dimension of segment s. Let

t1 < t2 < ... < tn(q,s) be the timestamps of each occur-

rence of q in s, and ts1 < ts2 < ... < tsd denote that of

qseed in s. We assign vi = 1 if q appears close to the

i-th occurrence of qseed, i.e., there exists a tj subject to

|tj − tsi| < tw, where tw is a threshold value we set.

Otherwise, vi is assigned 0. tw is a design parameter

that reflects the closeness of a keyword to the seed, and

it is set to 2 minutes in our current design.

Fig.6 gives an example of converting query keywords

to vectors, where the centered seed keyword is s. Since

the seed keyword s appears 5 times in the time win-

dow, each keyword is converted into a 5-dimensional

vector. The query keyword a appears 4 times closely
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s
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Fig.6. Example of how to convert query keywords to vectors.

with the seed except for the second appearance of the

seed, thereby the vector representing a is (1, 0, 1, 1, 1).

The time window of a segment T affects the dimen-

sions of keyword vectors. Intuitively, a larger time win-

dow is preferred in order to obtain larger size vectors,

which may improve the accuracy of clustering. Nev-

ertheless, a larger time window will increase the pro-

cessing time of clustering in practice. We evaluate the

number of dimensions of the keyword vectors by vary-

ing the time window T (5 min, 10 min and 15 min)

in Fig.7. As expected, a larger T increases the num-

ber of dimensions. We take T as 10 minutes to bal-

ance between the processing time and the accuracy. In-

deed, increasing the identified fraudulent keywords with

T = 15 min does not improve the detection accuracy

significantly, because the remaining keywords after key-

word clustering are almost the same as those obtained

with T = 10 min, and the last step (removal of popular

query keywords) is independent of T .
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Fig.7. CDF of the number of dimensions of keyword vectors
when varying time window T .

We then use X-means [36] to cluster query keywords

in each segment. X-means is an extension of K-means

which can determine the number of clusters automat-

ically. We run the X-means clustering on each seed

appearing in segment s. The clustering as such can be

run in parallel. Keywords in the same clusters have

similar patterns of co-occurrence with a seed keyword,

and can be reasonably considered from the same bag of

fraudulent keywords.

We plot the CDF of the number of keywords in all

clusters we obtained from the dataset in Fig.8. While

some clusters contain over 20 keywords, most are small

because they contain non-fraudulent keywords acciden-

tally searched by a user along with the seeds. The me-

dian cluster size is 3, and thus only the clusters having

more than three keywords are kept for further refine-

ment.
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Fig.8. CDF of the number of unique keywords in individual
clusters.



Dong-Hui Yang et al.: Exploiting the Community Structure of Fraudulent Keywords 1175

5.4 Removal of Popular Query Keywords

Query keywords remaining up to now may be com-

posed of popular non-fraudulent keywords and the

fraudulent keywords that we intend to identify. We

use the idea of tie strengths [37] to filter out popular

keywords given that fraudulent keywords form commu-

nities with dense connectivity, while popular keywords

are loosely connected with the fraudulent keywords (see

Fig.4).

In detail, we build a keyword graph where the nodes

are the candidate fraudulent keywords, and there is an

edge between two keywords if they were searched within

2 minutes by any user. Fig.4 is a snapshot of such a

graph. Edges associated with a popular keyword are

probably weak ties, while fraudulent keywords are likely

to form strong ties. For qi and qj in the query keyword

graph, we use the metric overlap [37]:

Oij = nij/((ki − 1) + (kj − 1)− nij),

to measure the tie strength of edge (qi, qj), where nij

is the number of common neighbors of qi and qj , and

ki(kj) denotes the degree of query keyword qi(qj). Oij

represents the proportion of qi and qj ’s common neigh-

borhood. Consider an extreme case, if qi and qj are in

the same clique, then Oij = 1. On the contrary, if qi
and qj have no common neighbors, then Oij = 0.

We take the average of the overlap value of edges

associated with qi as the overlap value of node qi.

Fig.9 shows the CDF of the overlap over all remain-

ing keywords. We observe a bimodal distribution that

about half of the keywords have overlap values less than

0.4. These keywords indeed do not belong to densely

connected communities formed by the fraudulent key-

words, and should be filtered out. The rest of candidate

keywords are finally taken as the identified fraudulent

ones.
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Fig.9. CDF of the node overlap.

6 Results and Analysis

In this section, we first evaluate the accuracy of

DFW, and then examine the patterns of the identified

fraudulent keywords and the characteristics of fraud-

sters, including both bots and crowd workers.

6.1 Accuracy Evaluation

We apply the proposed fraud detection approach

DFW on our dataset with 57 seed fraudulent keywords

provided by the examined search engine, and 627 new

keywords are identified as fraudulent ones.

For the sake of evaluating the accuracy of our ap-

proach, the top 500 popular keywords are graded man-

ually by experts from the examined search engine and

the scores are provided to us as the ground truth about

whether a query keyword is fraudulent or not. The top

500 popular keywords account for over 40% of search

traffic as a result of heavy-tailed distribution of key-

word search volumes. No more keywords are considered

because manual grading requires extensive time and ex-

pensive resources. Each keyword is assigned an integer

ranging from 1 to 5, reflecting the likelihood of being a

fraudulent keyword (see Table 2). Generally, if the top

search results of a keyword are informative and relevant

to the keyword, they are more likely benign searches.

Otherwise, they tend to be fraudulent. When grading

the top 500 keywords, the experts take into account sev-

eral factors, including the search volume of a keyword,

its rank and the search results in the examined search

engine. For instance, after submitting each keyword to

the search engine, the web pages on the search engine

results page are investigated to check if they are spam

web pages. Indeed, the manual grading of keywords is

actually what the examined search engine do in prac-

tice, and the search engine’s intents on the fraud that

they want to detect are reflected by the provided seed

query keywords. We take a Chinese keyword 

as an example. Literally this keyword means “Shanghai

Dragon Phoenix”, which may refer to “twins of mixed

sex in Shanghai” or the name of a Cheongsam manufac-

turer. However, when this keyword is graded, the top

search results are pornographic forums that appear at

the top of the results page by conducting fraud. There-

fore, this keyword is graded 5. Finally, the top 500

keywords are carefully graded and used as the ground

truth.
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Table 2. Meaning of Each Fraud Score

Score Meaning

1 Probably not a fraudulent keyword

2 Possibly not a fraudulent keyword

3 Uncertain

4 Possibly a fraudulent keyword

5 Probably a fraudulent keyword

Each of the top 500 popular keywords is evaluated

by all the experts, and the average over them is taken

as the final score of the keyword. Fig.10 plots the dis-

tribution of the fraud score for the top 500 popular

keywords. We conservatively label those scoring above

4 as fraudulent keywords.
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Fig.10. Fraud score histogram of the top 500 popular keywords.

We compare DFW with other three baselines that

are used by the search engine routinely for fraud detec-

tion.

• Keyword Association. For each seed s, we set a

time frame for each of its appearance, where the seed

is seated in the middle. To achieve a fair comparison,

the time frame is of the same size of that set in the first

step of DFW (see Subsection 5.2). For keyword k that

appears in the time window of s, we calculate support

and confidence for pair {s, k}, where the support is de-

fined as the ratio of the number of time frames that

both s and k appear to the number of all time frames,

and the confidence is the ratio of the number of time

frames that both s and k appear to the number of time

frames that s appears. If both support and confidence

of a pair {s, k} exceed predefined threshold values, k is

detected as a fraudulent keyword.

• Strawman Solution. This solution has been de-

tailed in Subsection 4.3. Specifically, we count for each

candidate keyword the times it co-occurs with seeds,

and label those with co-occurrence frequency exceed-

ing a predefined threshold as fraudulent ones.

• Label Propagation Algorithm. This algorithm is

widely used in related work [24, 27,38]. Specifically, we

compare our approach with bipartite graph propagation

algorithms [24]. We construct two bipartite graphs: the

user-keyword bipartite graph (U-K graph for short)

and the session-keyword bipartite graph (S-K graph for

short). The relationship between users and query key-

words that they search forms the user-keyword bipar-

tite graph. The user-keyword bipartite graph propa-

gation algorithm is based on the assumption that if a

user searches fraudulent keywords, the other keywords

searched by this user are likely to be fraudulent. Sim-

ilarly, an edge exists in the session-keyword bipartite

graph if the associated keyword appeared in the asso-

ciated user session, and the session-keyword bipartite

graph propagation algorithm is based on the assump-

tion that if a fraudulent keyword appears in a user ses-

sion, the other keywords in this session are likely to be

fraudulent. At the beginning of the algorithm, we as-

sign a score for each query keyword. Specifically, if the

keyword is a seed query keyword, we assign an initial

score of 1. All the other keywords are assigned a score

of 0. The algorithm is completed by multi-step itera-

tion. An iteration contains two steps. The first step

is to update the score for each user (session) with the

average of the scores of its adjacent keywords. Then

the second step is to update the score for each keyword

with the average of the scores of its adjacent users (ses-

sions). Specially, for a seed keyword, the score is always

1. We repeat the two steps until the scores of the key-

words between two iterations change little. Finally we

obtain the scores of the keywords, and label a keyword

as detected fraudulent keyword if its score exceeds a

threshold. Fig.11 illustrates the CDF of the scores of

the query keywords after the algorithm iteration stops.

We set the threshold to 0.1 according to Fig.11.
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Fig.11. CDF of the scores of the query keywords after the bipar-
tite graph propagation algorithm stops.
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We use the same set of seeds for the four approaches

under examination. Table 3 compares them from the

perspectives of precision, recall, accuracy and F1-score,

where precision is the fraction of true fraudulent key-

words among the identified ones, recall is the fraction

of identified true fraudulent keywords over the total

number of true fraudulent ones, accuracy is of cor-

rectly identified keywords to the total number of key-

words under consideration (i.e., 500), and F1-score =

(2×precision×recall)/(precision+recall).

Table 3. Comparison of Five Approaches

Approach Precision Recall Accuracy F1-Score

(%) (%) (%) (%)

K.A. 85.25 88.14 84.00 86.67

Strawman 84.52 88.81 83.80 86.61

U-K [24] 92.11 87.12 88.00 89.55

S-K [24] 84.48 99.66 89.00 91.44

DFW 99.24 88.81 93.00 93.74

Note: K.A. is short for keyword association, and U-K and S-K
are the abbreviations of U-K graph propagation and S-K graph
propagation, respectively.

We can see that DFW outperforms the other base-

line approaches, especially in terms of precision and ac-

curacy. DFW achieves a high precision because the fine-

grained refinements we developed can mine the com-

munity structure of fraudulent keywords precisely. The

recalls of the examined approaches are close except for

the S-K bipartite graph propagation algorithm. The

high recall of S-K bipartite graph propagation algo-

rithm confirms the temporal correlation of fraudulent

keywords that they usually co-occur with each other in

a short period of time. However, the precision of S-K

bipartite graph propagation algorithm is relatively low,

probably because popular query keywords also co-occur

in the sessions containing fraudulent keywords. F -score

is a weighted average of the precision and recall, where

the relative contribution of precision and recall to F1-

score is equal. We can see that DFW achieves the high-

est F1-score.

Specifically, as for DFW, we obtain 262 true posi-

tives with 2 false positives, 33 false negatives and 203

true negatives. It is surprising to see that over half

of the top 500 popular keywords are fraudulent, which

illustrates the rampant fraud in search engines. A man-

ual examination on the missed 33 fraudulent keywords

revealed that they were used for a fraudulent task that

was not relevant to any of the seeds that we used as

input. As such, they did not co-occur frequently with

any seed.

6.2 Analysis of Fraudulent Keywords

We compute each 10 minutes the search volumes of

non-fraudulent and fraudulent query keywords during

30 days as shown in Fig.12, where the search volumes

are normalized by the maximum of non-fraudulent

search volume. We observe that fraudulent keywords

are responsible for quite a portion of the total search

volume. The peak of fraudulent keyword search vol-

ume reaches a half of the normal search volume. The

non-fraudulent search volume reveals a periodicity of

one week. However, fraudulent search volume does not

show an explicit periodicity. Another interesting obser-

vation is that the fraudulent search traffic may surpass

the non-fraudulent traffic at midnight. The reason is

that humans need sleep, but bots do not. We also ob-

serve some bursts of the fraudulent search traffic caused

by the emergence of new bags of fraudulent keywords.
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Fig.12. Search volume over 30 days.

We then investigate the temporal patterns of indi-

vidual fraudulent keywords. To this end, we cluster

the keywords based on the daily search volumes of each

keyword using hierarchical clustering as in [39]. Specifi-

cally, each keyword is represented by a 30-dimension

vector, where the i-th element is the search volume at

the i-th day. Here, we consider only the 262 fraudu-

lent keywords in the top 500 popular keyword list as

they generate adequate search volumes per day. We

normalize these vectors before clustering to eliminate

the influence of their amplitude difference. We run the

z-score normalization on each vector, and perform the

agglomerative hierarchical clustering algorithm [40] on

the normalized vectors. We determine the optimum

number of clusters by virtue of the Davies-Bouldin in-

dex (DBI) [41, 42], which depends on neither the number

of clusters nor the method of clustering.

The algorithm yields 25 clusters. Fig.13 shows the

number of fraudulent keywords in each cluster. Most

clusters are small while there exist four major clusters

that contain most of the fraudulent keywords. To depict
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different patterns of the four major clusters, we pick a

typical keyword from each of them and plot the tem-

poral variation of their search volumes in Fig.14. We

see very different temporal patterns: the first cluster,

targeting medical treatment, shows continuous fraudu-

lent traffic which may be generated by bots; the sec-

ond and the third clusters, targeting house decoration

and car washer respectively, manifest kinds of diurnal

fraud behaviors; and the fourth cluster, targeting hos-

pital ads, shows a burst feature. Table 4 lists some

examples of keywords in the Car Washer cluster.
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Fig.13. Number of fraudulent keywords in each cluster.

6.3 Analysis of Fraudsters

We then examine users conducting fraud in web

search, i.e., fraudsters. We use the detected fraudulent

keywords to compute the fraudulent search volume of

each user, and then calculate the ratio of the fraudu-

lent search volume to his/her total search volume. We

group users into six bins according to their search vol-

umes, and compute the 25th, 50th, 75th, 90th and 99th

percentile ratio of each group as shown in Table 5. We

also present the number of users in each group.

It is expected that most of users generate a small

amount of searches and they rarely perform fraud.

Nevertheless, we see some users with moderately high

search volumes, which should not be bots, are indeed

involved in fraud, as their fraudulent search ratios are

unreasonably high. On the other hand, groups with

large search volumes, which are probably bots generat-

ing automated search queries, consist of users with low

fraudulent search ratios. They are either crawlers of the

search engine or performing fraud with the keywords

that we did not identify because the relevant seeds were

missing.

We then perform breakdown analysis of the fraud-
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sters to gain further insights of their mixture patterns.

To this end, we take into account not only the total

search volumes, but also the number of unique query

keywords and the fraudulent keyword ratios (i.e., the

ratio of the number of fraudulent keywords to the num-

ber of total keywords). We fit the joint distribution of

these three attributes of individual users to a Gaussian

mixture distribution, and use AIC to guide the selection

of the number of mixture components. Finally, we ob-

tain five components, which correspond to five clusters

of fraudsters as shown in Table 6.

Table 4. Examples of Keywords in the Car Washer Cluster with
English Translations Listed in the Second Column

Keyword English Translation

 Car wash equipment price

 No-scrub car washer

 Automatic car washer quote

 Reciprocating car washer

 Fully automatic car washer

 Touchless car washer

 Car washer quote

 Which car washer manufacturer is the best

 Brushless car washer

 Which car washer brand is the best

 Top 10 car washer brands

Table 5. Users’ Search Volumes and Fraudulent Search Ratios

Search Vol. #Users Fraudulent Search Ratio (Percentile)

(log10) 25th 50th 75th 90th 99th

[0,1) 8.23 M 0.00 0.00 0.00 0.00 0.00

[1,2) 0.35 M 0.00 0.00 0.00 0.00 0.00

[2,3) 21.90 k 0.00 0.00 0.00 0.00 0.02

[3,4) 1.51 k 0.00 0.00 0.00 0.00 0.98

[4,5) 263 0.00 0.00 0.60 0.93 1.00

> 5 71 0.50 0.93 0.99 1.00 1.00

Note: #: number of.

Table 6. Characteristics of the 5 Clusters of Users: Number of
Keywords, Frandulent Keyword Ratio and Search Volume

Cluster #Keywords Ratio Volume Label

1 16 0.10 18 Light normal users

2 70 0.03 80 Heavy normal users

3 486 0.01 488 Light crawlers

4 5 905 0.01 4 963 Heavy crawlers

5 24 0.78 5 517 Fraudsters

The five clusters of users exhibit much different pat-

terns. The 1st and the 2nd clusters show a normal

number of unique keywords with low fraudulent key-

word ratios and low total search volumes. It seems

that the users in these two clusters are normal users

who have occasionally searched fraudulent keywords.

Users in the 3rd and the 4th clusters, although having

low fraudulent ratios, searched a large number of key-

words with each keyword being searched once on ave-

rage. They should be crawlers accidentally involved in

fraud because some keywords they submitted are fraud-

ulent ones. The 5th cluster manifests typical character-

istics of fraud with a handful of keywords but a high

fraudulent ratio and a large search volume.

We further distinguish between fraudsters in the 5th

cluster who generated over 500 searches as bots and

crowd fraud workers according to the fraudulent search

ratio. If a user’s fraudulent search ratio exceeds 0.8, we

label this user as a bot for fraud; otherwise, if the ratio

is between 0.5 and 0.8, we label this user as a human

worker for fraud. In total, we obtain 215 bots and 112

workers, and thus 112/(215 + 112) = 34.25% of fraud-

sters are crowd workers, which confirms our observation

of the emergence of human workers in fraud. Fig.15 fur-

ther depicts the temporal variations of search volumes

of the bots and crowd workers. Indeed, the temporal

patterns of bots and workers show significant difference,

where bots generate continuously much more fraud-

ulent searches than non-fraudulent ones, while work-
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Fig.15. Search volume variations of bots and workers conducting fraud over 30 days. (a) Bots. (b) Crowd workers.
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ers reveal a diurnal behavior characteristic with gentle

search volumes.

Finally, we return back to examine the 80 bots that

we identified in Section 4, to see whether they are iden-

tified as bots by our approach or not. The result re-

veals that 69 of 80 bots are present in the 4th cluster

and marked as bots. The other 11 bots are not labeled

as fraudsters because their fraudulent search ratios are

close to 0. A further investigation reveals that two of

these 11 users each submitted only one query keyword;

three other users searched a bag of keywords, and the

rest six users searched another bag of keywords. We

miss them because the keyword that was repeatedly

searched by the first two users is not included in our

seed list and not relevant to any seed; and the two bags

of keywords that the remaining nine users searched are

not relevant to any seed in the seed list provided to

us. Indeed, our approach is sensitive to the given seed

list that may reflect the intents of the search engine on

what kind of fraud the search engine wants to identify.

We will further discuss on this issue in Section 7.

7 Discussion

Seed Provision. Our approach is sensitive to the

given seed fraudulent keywords. The seeds we use are

provided by the examined search engine. Indeed, they

reflect the search engine’s intents on the fraud they

want to detect. As far as we know, search engines often

hire a group of experts to manually label the fraudu-

lent keywords. Our approach can alleviate them from

tediously labeling all fraudulent keywords but just a

few of them as seeds.

Design Parameters. There are several design para-

meters in our approach. Most key parameters can be

learned empirically as what we did in Section 5. Other

parameters can be tuned based on designers’ purpose.

For instance, parameter tw, which controls the close-

ness between seeds and other keywords, can be set to a

larger value in order to include more fraudulent candi-

dates at the cost of increased false positives.

Possible Ways to Avoid Our Detection. There are

two ways that can avoid our detection. The first one

is to search very few fraudulent keywords repeatedly,

(i.e., using a very small bag of fraudulent keywords to

achieve the fraud purpose). Even though some of these

keywords are in the seed list, others have the possibil-

ity to be filtered out by the keyword clustering step

(see Subsection 5.3), because of the small number of

keywords in the obtained clusters. The high-volume of

repeated searches on few keywords is a typical pattern

of bots. As such, we can merge the output of our ap-

proach with the keywords searched by bots to address

this issue.

The second way is to disguise the fraudulent key-

words as popular non-fraudulent ones. Suppose that

a set of non-fraudulent keywords are mixed into the

bags of fraudulent ones, and the set of non-fraudulent

keywords change from time to time. In this way, the

fraudulent keywords would have many weak ties with

the non-fraudulent keywords, which lowers the ave-

rage overlap of the fraudulent keywords in the fraud-

ulent keyword graph (see Subsection 5.4), and thus

they would be mistaken as popular non-fraudulent key-

words. Nevertheless, this avoidance is cost-consuming

because of the increased searches of huge amount of

non-fraudulent keywords. Even if it happens, we

can detect them by looking at whether the few high-

strength ties connect to some fraudulent keywords. If

so, the keywords under examination are of great suspi-

cion.

More Sophisticated Approaches? DFW leverages

off several techniques to finely exploit the community

structure of fraudulent keywords for fraud detection in

web search. It was developed with the engineers of the

examined search engine. The first design principle is

thus practical and effective. DFW achieves a very high

precision, while the recall is dependent on the seeds that

reflect the search engine’s purpose. A more sophisti-

cated approach would not be able to improve the pre-

cision further, but may increase the complexity greatly.

Indeed, the examined search engine is about to inte-

grate DFW to their maintenance system to alleviate

the manually tedious labeling of fraudulent keywords.

Further Validation. In this paper, we focus on

detecting fraud in web search, where the anomalous

searches are intentionally generated to increase fake

traffic for a specific purpose which is usually money-

driven. Since we do not focus on detecting click fraud,

our dataset does not contain click data. That is, we

are not able to calculate the metrics like CTR (click-

through rate). We leave the comparison with the ab-

normal user detection using click data as our future

work. In addition, although we use the labels of the

top 500 query keywords to evaluate our approach in

Subsection 6.1, our approach can identify popular and

unpopular fraudulent query keywords. We will further

investigate the performance of our approach in practical

use.



Dong-Hui Yang et al.: Exploiting the Community Structure of Fraudulent Keywords 1181

8 Conclusions

In this paper, we proposed a simple yet effective ap-

proach to detecting fraud in web search from the per-

spective of fraudulent query keywords. The approach,

called DFW, originates from the community structure

of fraudulent keywords that serve the same fraudulent

target or task. DFW, taking a list of seed fraudulent

keywords as input, mines the temporal correlation of

query keywords to the seeds, and gradually refines the

detection results. Using a dataset consisting of the web

search logs for 30 days from a major search engine, we

showed that DFW outperforms the three baselines that

were routinely used by search engines. Specifically, the

detection precision and accuracy of DFW are as high

as 99% and 93% respectively. We also analyzed the

characteristics of fraudulent keywords and fraudsters.

Surprisingly, about 1/3 of the fraudsters exhibit fraud-

ulent behavior other than bots.

We plan to further investigate the performance of

our approach in practical use in the future.
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Kavé Salamatian is a full profes-

sor with the Université Savoie Mont
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