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Abstract Multi-label learning deals with the problem where each instance is associated with a set of class labels. In multi-

label learning, different labels may have their own inherent characteristics for distinguishing each other, and the correlation

information has shown promising strength in improving multi-label learning. In this study, we propose a novel multi-

label learning method by simultaneously taking into account both the learning of label-specific features and the correlation

information during the learning process. Firstly, we learn a sparse weight parameter vector for each label based on the

linear regression model, and the label-specific features can be extracted according to the corresponding weight parameters.

Secondly, we constrain label correlations directly on the output of labels, not on the corresponding parameter vectors which

conflicts with the label-specific feature learning. Specifically, for any two related labels, their corresponding models should

have similar outputs rather than similar parameter vectors. Thirdly, we also exploit the sample correlations through sparse

reconstruction. The experimental results on 12 benchmark datasets show that the proposed method performs better than

the existing methods. The proposed method ranks in the 1st place at 66.7% case and achieves optimal average rank in terms

of all evaluation measures.
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1 Introduction

Multi-label learning deals with instances having a

set of class labels simultaneously, which widely ex-

ist in real-world applications. The task of multi-label

learning is to induce a sophisticated model to assign

a set of proper labels for an unseen instance. In re-

cent years, this technique has been increasingly stu-

died and widely applied to various fields including text

annotation [1–3], automatic image annotation [4–6], mu-

sic emotions categorization [7, 8] and so on [9, 10].

During the past decade, a large number of algo-

rithms have been proposed for multi-label learning.

To improve the performance of the model, most of

these algorithms mainly apply the following two strate-

gies. The first strategy is to exploit the label-specific

features for each label during the learning process,

since each label might be determined by some spe-

cific features of its own. The typical algorithms include

LIFT [11], LLSF [12], JFSC [13], and LSFCI [14]. The sec-

ond commonly used strategy is to utilize the correla-

tions among different labels. RankSVM [15], Random k-

Labelsets [16], and MLFE [17] are the typical multi-label

learning algorithms by utilizing label correlations.

In this study, we propose a novel multi-label learn-

ing method by jointing label-specific features and cor-

relation information, while the correlation informa-

tion includes label correlations and sample correla-

tions. By reviewing existing work, we find that there

are several multi-label learning algorithms which si-

multaneously consider label-specific features and label

correlations [12–14, 18]. In [18], the feature weights and

label correlation based features are defined as two un-

known variables, which requires additional features for

an unseen instance in the testing phase. Thus, they

need to adopt a k-NN-like method to predict the addi-
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tional features first. However, the additional introduced

prediction part may bring some errors to the final multi-

label learning model. On the contrary, we directly inte-

grate the label-specific feature selection and correlation

information into the proposed model and optimize the

solution. In [12–14], to exploit the label correlations,

it is assumed that if the two labels are strongly corre-

lated, the similarity between their corresponding para-

meter vectors should be large. However, constraining

on the parameter vectors will make the corresponding

specific features tend to be the same when the two la-

bels are correlated. Obviously, this is not sufficient to

characterize all possible relationships between features

and labels. Even two labels are correlated, their spe-

cific features may also be totally different. In contrast,

we constrain label correlations directly on the output

of labels, which can implicitly explore the complex re-

lationships between features and labels.

In order to extract the label-specific features, we

use l1-regularization to learn sparse weight parame-

ter vectors. For each label, the non-zero items on the

corresponding parameter vector represent the selected

label-specific features. Then, the label correlations are

applied to improve the learning of label-specific fea-

tures. Different from previous studies, we constrain

that if two labels are correlated to each other, they

should have similar outputs rather than similar para-

meter vectors. Finally, to further exploit the sample

correlations, we assume that the outputs of an instance

can be reconstructed by others based on the idea of

LLE [19]. Specifically, we learn the reconstruction co-

efficients between one sample and all the other sam-

ples in feature space via sparse reconstruction. After

that, for each instance, the corresponding reconstruc-

tion coefficients are utilized to reconstruct its outputs

by others, and the reconstruction error should be as

small as possible. To verify the effectiveness of our pro-

posed method, we conduct comprehensive experiments

on 12 multi-label datasets. The experimental results

indicate that our method achieves highly competitive

performance against other state-of-the-art multi-label

learning algorithms.

The main contributions of this paper are summa-

rized as follows.

• We propose a novel multi-label learning method

by learning label-specific features based on correlation

information, named LFCMLL.

• l1-regularization is applied to sparse the weight

parameter vector in which non-zero items represent the

selected label-specific features.

• We constrain that if two labels are strongly cor-

related, they should have similar outputs on the labels

rather than on their weight parameter vectors.

• We propose a new regularization term to exploit

sample correlations, which aims to minimize the recon-

struction error in output space based on the reconstruc-

tion relationships among training samples.

The rest of the paper is organized as follows. Firstly,

the related work of multi-label learning with corre-

lations and label-specific features is briefly discussed.

Secondly, the details of the proposed approach are in-

troduced. Thirdly, experimental results and analysis

on 12 multi-label benchmark datasets are reported. Fi-

nally, we conclude this paper.

2 Related Work

Many recent studies have suggested that exploit-

ing the label correlations can bring significant benefits

to multi-label classification performance [15, 18, 20]. The

methodologies of applying label correlations in these

studies can be classified into three categories: first-

order strategy, second-order strategy, and high-order

strategy [9, 10].

The first-order strategy directly decomposes the

multi-label learning problem into multiple single-label

classification problems followed by the traditional ma-

chine learning methods for classification. This strat-

egy completely ignores the label correlations. A repre-

sentative first-order strategy is BR (Binary Relevance)

algorithm [21]. The second-order strategy utilizes the

pair wised relationships between two labels, such as

the ordering of the related labels and the unrelated

labels, the interaction of any two labels, and so on.

RankSVM [15] and CLR [22] are two typical multi-label

learning algorithms by applying the second-order strat-

egy. The high-order strategy constructs a multi-label

learning algorithm by examining high-order label cor-

relations, such as the impact of each label on all other

labels, the relevance of a set of random label set, and

so on. LEAD [23] and Random k-Labelsets [16] are two

representative high-order algorithms.

Since each label may be determined by its own

features, label-specific feature selection in multi-label

learning has attracted a lot of attention in recent years.

LIFT [11] is the first algorithm to exploit label-specific

features for multi-label learning, which assumes that if

the most pertinent and discriminative features for each

class label, called label-specific features, could be used

in the learning process, a more effective solution to the
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problem of multi-label learning can be expected. It con-

structs specific features for each label before the train-

ing process. For each label, LIFT obtains centers of

its positive and negative instances via the algorithm of

k -means. Then, it calculates the distances between the

original instances and the clustering centers as label-

specific features. Finally, SVM is applied on the process

of training and testing based on the label-specific fea-

tures. Moreover, Xu et al. [24] presented a multi-label

learning approach based on fuzzy rough set, which uti-

lized the approximation quality to evaluate the signifi-

cance of features. Through applying the forward greedy

search strategy, the proposed method achieved label-

specific feature reduction. Yan et al. [25] employed the

information theory to implement label-specific feature

selection and assign different weights to the different

class instances according to imbalance rate. Huang et

al. [12] exploited feature selection to obtain label-specific

features and proposed the algorithm called LLSF. In

LLSF, l1-regularization is applied to get the weights of

features for each label. If the weight of some features

is zero for a label, it has no effect on the discrimination

of that label. Furthermore, in order to incorporate la-

bel correlation, LLSF requires that strongly correlated

labels should have large similarity between their weight

vectors.

To further improve the learning of label-specific fea-

tures, LSFCI [14] was proposed to learn label specific

features for each label with consideration of label cor-

relation in label space and instance correlation in fea-

ture space simultaneously. It directly calculates the

instance correlation matrix by the similarity between

any two instances using common similarity measures,

and then incorporates the instance correlation matrix

into model training for improving the learning of label-

specific features. However, the instance correlations are

simply obtained by common similarity measures, which

may not reflect complex relationships among instances.

In [13], it proposed to learn label-specific features and

shared features by exploiting pairwise label correlation

and utilize a Fisher discriminant-based regularization

term to minimize the inner-class distance and maximize

the intraclass distance for each label.

3 Proposed Approach

3.1 Learning Label-Specific Features

In multi-label learning, suppose X ∈ Rd be the

d-dimensional input space and Y = {y1, y2, · · ·, yq}

represents the label space with q class labels. D =

{(xi,Yi)}
n
i=1 is a training dataset that consists of n in-

stances, where xi ∈ X is a d-dimensional feature vector

(xi1, xi2, · · ·, xid) and Yi = (Yi1, Yi2, · · ·, Yiq) ∈ {0, 1}q

is a binary label vector of xi. For each element Yij = 1

while the label yj is related to xi; otherwise Yij = 0.

The goal of multi-label learning is to learn a clas-

sifier: h : X → Y which can predict a label set for an

unseen instance. Firstly, we usually learn a real-valued

function f : X × Y → R, and the value of f(x, y) can

be seen as the confidence of y being a proper label of x.

Then, the multi-label classifier h(x) can be defined as:

h(x) = {y|f(x, y) > t, y ∈ Y}, where t = 0.5 is a pre-

defined threshold. Here, we assume f consists of q sub-

functions, one for each label, i.e., f = [f1, f2, · · · , fq].

For simplicity, in this study, we apply the linear model

for each fj :

fj(xi) = xiWj , (1)

where Wj = (Wj1,Wj2, ...,Wjd, bj)
T represents the lin-

ear regression parameters corresponding to the j -th la-

bel. The offset term bj is expanded into Wj and the

constant value 1 is added as an additional dimension

for each data xi (1 6 i 6 n).

Considering that each label may carry specific char-

acteristics of its own, we assume that each label is de-

termined by a subset of the original features. According

to (1), if Wjk = 0, the k-th feature has no effect on the

discrimination of the j-th label yj . Only the features

corresponding to the non-zero items in Wj are used to

discriminate the j-th label, and these features can be

viewed as the label-specific features of label yj . To do

this, we apply l1-regularization on Wj to extract label-

specific features. The objective function is defined as:

min
W

1
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features. For two related labels yi and yj , their label-

specific features may be different, and the correspond-

ing parameter vectors Wi and Wj may have different

zero items.

In order to reasonably exploit the correlations

among different labels, we consider that if labels yi and

yj are positively correlated, their corresponding func-

tions fi and fj should have similar outputs, and vice

versa. Thus, we constrain the label correlations on the

output matrix XW rather than on the parameter ma-

trix W , which can keep the learned label-specific fea-

tures to some extent. By jointing label-specific features

and label correlations, we define the objective function

as:

min
W

1
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where L = D− θ, and D = Diag(d1, d2, ..., dq) is a di-

alog matrix, di =
∑q

j=1 θij , I ∈ R
n×n is a unit matrix.

tr(∗) means the trace of ∗.

Since (4) is non-smooth due to the non-smoothness

of l1-regularization term, we utilize the accelerated

proximal gradient method to solve the minimization of

the function G(W ). The accelerated proximal gradient

method is usually applied to solve the non-smooth con-

vex optimization problem, which can be represented by

a general optimization framework as follows:

min
W∈H

G(W ) = s(W ) + g(W ), (5)

where H represents Hilbert space, s(W ) is convex and

smooth, and g(W ) is convex and typically non-smooth.

s(W ) is further Lipschitz continuous, that is, s(W ) sat-

isfies the following condition:

||∇s(W ′
i )−∇s(Wi)||2 6 Lip||∆W ||2(∀W

′
i ,Wi),

where 1 6 i 6 q, ∆W = W
′
i − Wi, and Lip is the

Lipschitz constant.

According to (4) and (5), s(W ) and g(W ) can be

represented as:

s(W ) =
1
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MLFE [17], applying the multi-output regression tech-

niques to train the prediction model under the MLFE

framework. MLFE is a kind of multi-label learning

framework, which enriches the label information by uti-

lizing the structural information of the feature space;

parameters β1, β2, and β3 in MLFE are chosen among

{1, 2, ..., 10}, {1, 10, 15}, and {1, 10} respectively. 5)

JFSC [13], jointing features selection and classification

for multi-label learning based on label correlation and

Fisher discriminant-based regularization. The values of

the parameters λ1, λ2 and λ3 in JFSC are selected from

{2−10, 2−9, · · · , 210}.

Table 1. Characteristics of 12 Multi-Label Datasets
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Table 3. Experimental Results of Each Comparison Algorithm “Mean ± Std(Rank)” on 12 Datasets in Terms of Ranking Loss
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Table 6. Experimental Results of Each Comparison Algorithm “Mean ± Std(Rank)” on 12 Datasets in Terms of Average Precision
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4.4 Parameters Analysis

4.4.1 Influence of Parameter µ

Fig.2 shows the effect of varying µ on the flags

dataset. As can be seen, when µ is too small, S is not

sparse, an instance will be reconstructed by most of the

other instances and the noise may be introduced. With

the increasing µ, the performance improves. When µ is

too large, the underlying structure of the training data

is not fully exploited, and the performance starts to get

worse. For dataset flags, we can choose the value of µ

within a certain range [23, 25]. And the same procedure

can be utilized to determine the value of parameter µ

for the other datasets.

4.4.2 Influence of Regularization Parameters

In this subsection, we investigate the influence of

three parameters in (3) on the experimental results.

These parameters include λ1 (trade-off parameter for

the l1-regularization), λ2 (trade-off parameter for la-

bel correlations), and λ3 (trade-off parameter for recon-

struction relationships). The larger the value of trade-

off parameter, the more important the corresponding

regularization term. Fig.3 shows the effects of vary-

ing model parameters on the four evaluation measures

for the flags dataset. The same procedure of parame-

ter sensitivity analysis is used for the other datasets.

From Fig.3, we can observe that LFCMLL can get bet-

ter performance when the values of λ1, λ2, and λ3 are

within a certain range (λ1 ∈ [2−3, 2−1], λ2 ∈ [2−7, 2−5],

λ3 ∈ [21, 23]).

5 Conclusions

In this study, we proposed a novel multi-label learn-

ing algorithm by jointing label-specific features learn-

ing and correlation information. Specifically, we as-

sumed that the label-specific features for each label are

a subset of the original features. Then, we applied

l1-regularization to extract the label-specific features.

Moreover, in order to reasonably utilize the correla-

tions among different labels, we considered that if the
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Fig.2. Influence of parameter µ with 4 measures on dataset flags. (a) Hamming loss. (b) Ranking loss. (c) One error. (d) Average
precision.
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Fig.3. Influence of λ1, λ2 and λ3 with 4 measures on dataset flags. (a) Hamming loss. (b) Ranking loss. (c) Coverage. (d) Average
precision.

two labels are positively correlated, their correspond-

ing real-valued functions should have similar outputs.

To further improve the performance of the model, we

captured the reconstruction relationships among sam-

ples which can characterize the underlying structure of

the training data, and integrate the reconstruction re-

lationships to our model for improving the learning of

label-specific features. At last, we carried out exten-

sive experiments to validate the effectiveness of our al-

gorithm in comparison with other state-of-the-art ap-

proaches on various datasets. The experimental re-

sults show that learning with label-specific features and

correlation information can significantly improve the

multi-label classification performance.
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