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Abstract Facial expression recognition is one of the most active areas of research in computer vision since one of the

non-verbal communication methods by which one understands the mood/mental state of a person is the expression of face.

Thus, it has been used in various fields such as human-robot interaction, security, computer graphics animation, and ambient

assistance. Nevertheless, it remains a challenging task since existing approaches lack generalizability and almost all studies

ignore the effects of facial attributes, such as age, on expression recognition even though the research indicates that facial

expression manifestation varies with age. Recently, a lot of progress has been made in this topic and great improvements in

classification task were achieved with the emergence of deep learning methods. Such approaches have shown how hierarchies

of features can be directly learned from original data, thus avoiding classical hand designed feature extraction methods that

generally rely on manual operations with labelled data. However, research papers systematically exploring the performance

of existing deep architectures for the task of classifying expression of ageing adults are absent in the literature. In the present

work a tentative to try this gap is done considering the performance of three recent deep convolutional neural networks

models (VGG-16, AlexNet and GoogLeNet/Inception V1) and evaluating it on four different benchmark datasets (FACES,

Lifespan, CIFE, and FER2013 ) which also contain facial expressions performed by elderly subjects. As the baseline, and

with the aim of making a comparison, two traditional machine learning approaches based on handcrafted features extraction

process are evaluated on the same datasets. Carrying out an exhaustive and rigorous experimentation focused on the

concept of “transfer learning”, which consists of replacing the output level of the deep architectures considered with new

output levels appropriate to the number of classes (facial expressions), and training three different classifiers (i.e., Random

Forest, Support Vector Machine and Linear Regression), VGG-16 deep architecture in combination with Random Forest

classifier was found to be the best in terms of accuracy for each dataset and for each considered age-group. Moreover, the

experimentation stage showed that the deep learning approach significantly improves the baseline approaches considered,

and the most noticeable improvement was obtained when considering facial expressions of ageing adults.

Keywords computer vision, deep learning, facial expression, machine learning, ageing adult

1 Introduction

The constant increase of the life expectancy and the

consequent ageing phenomenon will inevitably produce

in the next 20 years deep social changes that lead to the

need of innovative services for elderly people, focused on

maintaining independence, autonomy and, in general,

improving the well-being and the quality of life of ageing

adults 1○. It is obvious how in this context many po-

tential applications, such as robotics, communications,

security, medical and assistive technology, would bene-

fit from the ability of automatically recognizing facial

expression [1–3], because different facial expressions can

reflect the mood, the emotions, and also the mental

activities of an observed subject.

Facial expression recognition (FER) is related to

http://dx.doi.org/10.1007/s11390-020-9665-4
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systems that aim to automatically analyze the facial

movements and facial feature changes of visual infor-

mation to recognize a facial expression. It is important

to mention that FER is different from emotion recogni-

tion. The emotion recognition requires a higher level of

knowledge. Despite the facial expression could indicate

an emotion, the analysis of the emotion information like

context, body gesture, voice, and cultural factors is also

necessary [4].

A classical automatic facial expression analysis

usually employs three main stages: face acquisition,

facial data extraction and representation (feature ex-

traction), and classification. Ekman’s initial research [5]

determined that there were six basic classes in FER:

anger, disgust, fear, happiness, sadness, and surprise.

Proposed solutions for the classification of afore-

mentioned facial expressions can be divided into two

main categories: the first category includes the solu-

tions that perform the classification by processing a set

of consecutive images while the second one includes the

approaches which carry out FER on each single image.

By working on image sequences much more infor-

mation is available for the analysis. Usually, the neu-

tral expression is used as a reference and some cha-

racteristics of facial traits are tracked over time in or-

der to recognize the evolving expression. The major

drawback of these approaches is the inherent assump-

tion that the sequence content evolves from the neutral

expression to another one that has to be recognized.

This constraint strongly limits their use in real-world

applications where the evolution of facial expressions is

completely unpredictable. For this reason, the most at-

tractive solutions are those performing facial expression

recognition on a single image.

For static images various types of features might

be used for the design of an FER system. Gene-

rally, they are divided into the following categories:

geometric-based, appearance-based, and hybrid-based

approaches.

More specifically, geometric-based features are able

to depict the shape and locations of facial components

such as mouth, nose, eyes, and brows using the geomet-

ric relationships between facial points to extract facial

features. Three typical geometric feature based extrac-

tion methods are active shape models (ASM) [6], ac-

tive appearance models (AAM) [7] and scale-invariant

feature transform (SIFT) [8]. Appearance-based de-

scriptors aim to use the whole-face or specific regions

in a face image to reflect the underlying information

in a face image. There are mainly three representa-

tive appearance-based feature extraction methods, i.e.,

Gabor Wavelet representation [9], Local Binary Pat-

terns (LBP) [10] and Histogram of Oriented Gradient

(HOG) [11]. Hybrid-based approaches combine the two

previous types of features in order to enhance the sys-

tem’s performance and it might be achieved in either

features extraction or classification level.

Geometric-based, appearance-based, and hybrid-

based approaches have been widely used for the classifi-

cation of facial expressions even if it is important to em-

phasize how all the aforementioned methodologies re-

quire a process of feature definition and extraction very

daunting. Extracting geometric or appearance-based

features usually requests an accurate feature point de-

tection technique and generally this is difficult to im-

plement in real-world complex background. In addi-

tion, this category of methodologies easily ignores the

changes in skin texture such as wrinkles and furrows

that are usually accentuated by the age of the sub-

ject. Moreover, the task often expects the development

and subsequent analysis of complex models with a fur-

ther process of fine-tuning of several parameters, which

nonetheless can show large variances depending on in-

dividual characteristics of the subject that performs fa-

cial expressions. Last but not least recent studies have

pointed out that classical approaches used for the clas-

sification of facial expression are not performing well

when used in real contexts where face pose and light-

ing conditions are broadly different from the ideal ones

used to capture the face images within the benchmark

datasets.

Among the factors that make FER very difficult, the

most discriminating one is the age [12, 13]. In particu-

lar, expressions of older individuals appeared harder to

decode, owing to age-related structural changes in the

face, which supports the notion that the wrinkles and

folds in older faces actually resemble emotions. Con-

sequently, state-of-the-art approaches based on hand-

crafted features extraction may be inadequate for the

classification of FER performed by ageing adults.

It seems therefore very important to analyze au-

tomatic systems that make the recognition of facial

expressions of the ageing adults more efficient, consi-

dering that facial expressions of elderly, as highlighted

above, are broadly different from those of young or

middle-aged for a number of reasons. For example,

in [14] researchers found that the expressions of age-

ing adults (women in this case) were more telegraphic

in the sense that their expressive behaviours tended to

involve fewer regions of the face, and yet more complex
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in that they used blended or mixed expressions when

recounting emotional events. These changes, in part,

account for why the facial expressions of ageing adults

are more difficult to read. Another study showed that

when emotional memories were prompted and subjects

asked to relate their experiences, ageing adults were

more facially expressive in terms of the frequency of

emotional expressions than younger individuals across

a range of emotions, as detected by an objective fa-

cial affect coding system [15]. One of the other changes

that comes with age, making an ageing facial expres-

sion difficult to recognize, involves the wrinkling of the

facial skin and the sag of facial musculature. Of course,

part of this is due to biological aspects of ageing, but

individual differences also appear linked to personality

process, as demonstrated in [16].

To the best of our knowledge, only few studies in

literature address the problem of FER in ageing adults.

In [12] the authors performed a computational study

within and across different age groups and compared

the FER accuracies, founding that the recognition rate

is influenced significantly by human ageing. The major

issue of this work is related to the feature extraction

step, in fact they manually labelled the facial fiducial

points, and given these points, Gabor filters are used to

extract features for subsequent FER. Consequently, this

process is inapplicable in the application context under

consideration, where the objective is to provide new

technologies able to function automatically and with-

out human intervention.

On the other hand, the application described in [17]

recognizes emotions of ageing adults using an active

shape model [6] for feature extraction. To train the

model the authors of [17] employed three benchmark

datasets that do not contain adult faces getting an ave-

rage accuracy of 82.7% on the same datasets. Tests per-

formed on old faces acquired with the webcam reached

an average accuracy of 79.2%, without any verification

of how the approach works for example on a benchmark

dataset with older faces.

Analyzing the results achieved it seems appropri-

ate to investigate new methodologies which must make

the feature extraction process less difficult, while at the

same time strengthening the classification of facial ex-

pressions.

Recently, a viable alternative to the traditional fea-

ture design approaches has been represented by deep

learning (DL) algorithms which leads directly to au-

tomated feature learning [18]. Research using DL tech-

niques could make better representations and create in-

novative models to learn these representations from un-

labelled data. These approaches became computation-

ally feasible thanks to the availability of powerful GPU

processors, allowing high-performance numerical com-

putation in graphics cards. Some of the DL techniques

like convolutional neural networks (CNNs), deep Boltz-

mann machine, deep belief networks and stacked auto-

encoders are applied to practical applications like pat-

tern analysis, audio recognition, computer vision and

image recognition where they produce challenging re-

sults on various tasks [19]. Recently, Li et al. [20] pre-

sented a complete survey of aforementioned DL tech-

niques specifically for the FER topic. Ginne et al. [21]

also presented a survey on CNN-based FER techniques.

Much of the research on FER based on deep convolution

networks has focused on improving the accuracy in ex-

pression recognition. It is important to note how at the

same accuracy level, a smaller CNN architecture can

provide more efficient distributed training, a smaller

parameter model, and more suitability for deployment

on memory-constrained devices, limiting costs and con-

sequently favouring a wider distribution.

As evidenced by their use in a number of state-of-

the-art algorithms, CNNs have worked very well for

FER. In particular, a kind of CNN architecture with

few layers was the winners of FER competitions [22],

particularly previous years’ EmotiW challenge [23, 24].

In this paper, three state-of-the-art deep models

based on CNN, i.e., VGG-16 [25], AlexNet [26], and

GoogLeNet/Inception V1 [27], have been introduced

with the aim of verifying the influence of age in the

recognition of facial expressions. The deep learning

approaches have been also compared with two tradi-

tional approaches selected among the most promising

ones and effective present in the literature. Moreover,

in order to tackle the problem of the overfitting, which

occurs in the case of datasets containing few images,

this work proposes also in the pre-processing step, stan-

dard methods for data generation in a synthetic way

(techniques indicated in the literature as “data aug-

mentation”) to cope with the limitation inherent the

amount of data into two of four datasets employed.

The structure of the paper is as follows. Subsec-

tion 2.1 reports some details about the implemented

pipeline for FER in ageing adults, emphasizing theo-

retical details for pre-processing steps. Subsection 2.2

describes also the deep architectures and the algorith-

mic procedures used in this work in order to adapt the

aforementioned models to the problem of FER in ageing

adults. Subsection 2.3 reports, on the other hand, de-
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tails about two traditional machine learning approaches

used for comparison. Section 3 presents datasets, ex-

perimental procedures, and results obtained, while dis-

cussion and conclusion are summarized in Section 4.

2 Methods

Fig.1 shows the structure of our FER system. First,

the implemented pipeline performs a pre-processing

task on the input images (data augmentation, face

detection, cropping & resizing, normalization). Once

the images are pre-processed, they can be used either

to train the implemented deep networks or to extract

handcrafted features (both geometric and appearance-

based).

Pre-Processing

Adding
Noise

Rotation Flipping

Input Image

Cropping

&
Resizing

Feature Extraction Classification

Geometric-Based Approach
Appearance-Based Approach

Data

Augmentation
Face

Detection

Normalization

Deep
Learning

Fig.1. Pipeline of the proposed system. First a pre-processing
task on the input images was performed. The obtained normal-
ized face image is used to train the deep neural network architec-
tures. Moreover, both geometrical and appearance-based features
are extracted from the normalized image. Finally, each image is
classified by associating it with a label of most probably facial
expression.

2.1 Pre-Processing

Here are some details about the blocks that perform

the pre-processing algorithmic procedure, whereas Sub-

section 2.2 and Subsection 2.3 illustrate the theoretical

details of the deep architectures and the two classical

machine learning approaches used for comparison.

It is well known that one of the main problems of

deep learning methods is that they need a lot of data

in the training phase to perform this task properly.

Therefore before training the CNN-based deep learn-

ing models, it was considered appropriate to augment

the data with various transformations for generating

various small changes in appearances and poses. The

number of available images has been increased with

three data augmentation strategies. The first strategy

is to use flip augmentation, mirroring images about the

y-axis producing two samples from each image. The

second strategy is to change the lighting condition of

the images. In this work lighting condition is varied by

adding Gaussian noise in the available face images. The

last strategy consists in rotating the images of a spe-

cific angle. Consequently each facial image has been ro-

tated through 7 angles randomly generated in the range

[−30◦, +30◦] with respect to the y-axis. Summarily,

starting from each image present in the datasets, and

through the combination of the previously described

data augmentation techniques, 32 facial images have

been generated.

The next step consists in the automatic detection

of the facial region. Here, the facial region is auto-

matically identified on the original image by means of

the Viola-Jones face detector [28]. Once the face has

been detected by the algorithm introduced in [28], a

simple routine was written in order to crop the face

image. This is achieved by detecting the coordinates

of the top-left corner, the height and the width of the

face enclosing rectangle, removing in this way all back-

ground information and image patches that are not re-

lated to the expression. Since the facial region could

be of different sizes after cropping, in order to remove

the variation in face size and keep the facial parts in

the same pixel space, the algorithmic pipeline provides

both a down-sampling step and an increasing resolu-

tion step that generate face images with the specific

size required by various proposed architectures. For the

down-sampling a simple linear interpolation was used,

whereas a nearest-neighbour interpolation was imple-

mented in order to increase the size of the facial im-

ages. Finally, since the image brightness and contrast

could vary even in images that represent the same fa-

cial expression performed by the same subject, an in-

tensity normalization procedure was applied in order

to reduce these issues. Generally histogram equaliza-

tion is applied to enhance the contrast of the image

by transforming the image intensity values since im-

ages which have been contrast enhanced are easier to

recognize and classify. However, the noise can also be

amplified by the histogram equalization when enhanc-

ing the contrast of the image through a transformation

of its intensity value since a number of pixels fall inside

the same grey-level range. Therefore, instead of apply-

ing the histogram equalization, in this work the method
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introduced in [29] called “contrast limited adaptive his-

togram equalization” (CLAHE) was used. This algo-

rithm is an improvement of the histogram equalization

algorithm and essentially consists in the division of the

original image into contextual regions, where histogram

equalization was made on each of these sub-regions.

These sub-regions are called tiles. The neighbouring

tiles are combined by using a bilinear interpolation to

eliminate artificially induced boundaries. This could

give much better contrast and provide accurate results.

2.2 Description of CNN-Based Deep Learning

Approaches

CNN is a type of deep learning model for processing

data that has a grid pattern, such as images, which is

inspired by the organization of animal visual cortex [30]

and designed to automatically and adaptively learn spa-

tial hierarchies of features, from low-level to high-level

patterns. CNN is a mathematical construct that is typ-

ically composed of three types of layers (or building

blocks): convolution, pooling, and fully connected lay-

ers.

The first two, convolution and pooling layers, per-

form feature extraction, whereas the third, a fully con-

nected layer, maps the extracted features into final out-

put, such as classification. A typical implementation of

CNN for FER encloses three learning stages in just one

framework. The learning stages are: 1) feature learn-

ing, 2) feature selection, and 3) classifier construction.

Moreover, two main phases are provided: training and

test. During training, the network acquires facial im-

ages (the normalized image output of the pre-processing

step), together with the respective expression labels,

and learns a set of weights.

The process of optimizing parameters (i.e., training)

is performed with the purpose to minimize the diffe-

rence between outputs and ground truth labels through

an optimization algorithm. Generally the order of pre-

sentation of the facial images can influence the classifi-

cation performance. Consequently to avoid this prob-

lem, usually a group of images are selected and sepa-

rated for a validation procedure, useful to choose the

final best set of weights out of a set of trainings per-

formed with samples presented in different orders. Af-

ter, in the test step, the architecture receives a face

image and outputs the predicted expression by using

the final network weights learned during training.

Creating a CNN from scratch is not an easy task.

Therefore, in order to save ourselves from this over-

head, in the present work the concept of “transfer learn-

ing” was adopted [31]. Transfer learning is a common

and recently strategy to train a network also on a small

dataset, (which is one of the main problems in the case

of recognition of facial expressions of the elderly) where

a network is pre-trained on an extremely large dataset,

such as ImageNet [26], which contains 1.4 million images

with 1 000 classes, and then reused and applied to the

given task of interest. The underlying assumption of

transfer learning is that generic features learned on a

large enough dataset can be shared among seemingly

disparate datasets. This portability of learned generic

features is a unique advantage of deep learning that

makes itself useful in various domain tasks with small

datasets.

As written above, given the complexity of the task

of recognizing facial expressions (especially those per-

formed by ageing adults), the solution adopted in the

present study is to use pre-trained deep learning models

avoiding unnecessary efforts to define network tuning

parameters, since the architectures introduced below

have been already trained with lots of images. Conse-

quently, they can be directly used for our FER task.

2.2.1 VGG-16

VGG-16 model (developed by the Visual Geometry

Group (VGG) at the University of Oxford) can be

considered as a milestone among the numerous deep

CNN models developed in the last years [25]. It was

pre-trained on the ImageNet database [26] in order to

extract features from images that can distinguish one

image class from another. Numerous recent publica-

tions have shown that VGG-16 achieves excellent per-

formances even when applied to image recognition and

classification datasets in other domains.

The aforementioned deep architecture, involving

144 million parameters, contains 13 convolutional lay-

ers with very small receptive fields 3× 3 and five max-

pooling layers of size 2×2 for carrying out spatial pool-

ing, followed by three fully-connected layers, with the

final layer as the soft-max layer. Rectification nonlin-

earity (ReLu) activation is applied to all hidden lay-

ers. The model also uses dropout regularization in

the fully-connected layers. A schematic of the VGG-

16 architecture trained is shown in Fig.2. When the

fully-connected classifier (or the “bottleneck” layer) is

removed from the pre-trained VGG16 network, it can

be used as a deep feature generator for producing se-

mantic image vectors for the images containing facial

expressions. These semantic image vectors can then be
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Fig.2. Schematic of the VGG-16 deep convolutional neural network (DCNN) architecture trained on the ImageNet database. The
network is 16-layer deep and can classify images into 1 000 object categories. As a result, the network has learned rich feature repre-
sentations for a wide range of images. The network has an image input size of 224× 224 pixels.

trained and tested using another classifier for predicting

the labels that identify expressions.

2.2.2 AlexNet

AlexNet is a popular deep network that was

known for its successful demonstration in the ImageNet

challenge [32]. It was designed by Alex Krichevsky,

which at the time was not attempted for such chal-

lenges. The results achieved in 2012 had surprised the

research area after it achieved 16% error, which was

at 25% in 2011. It has produced a significant increase

in performance compared with other hand-crafted tech-

niques, and the error decrease trend was then followed

yearly in the ImageNet challenges by other deep net-

works. AlexNet consists of five convolutional layers and

three fully connected layers (a schematic representation

of the architecture is depicted in Fig.3). Multiple con-

volutional kernels (filters) extract interesting features

in an image. In a single convolutional layer, there are

usually many kernels of the same size. For example, the

first convolutional layer of AlexNet contains 96 kernels

of size 11× 11× 3.
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Fig.3. Architecture of AlexNet. It consists of five convolutional
layers, some of which are followed by maximum pooling layers and
then three fully-connected layers and finally a 1 000-way softmax
classifier.

The width and the height of the kernel are usually

the same and the depth is the same with the num-

ber of channels. Beyond the convolutional layers, the

original architecture has three layers of fully connected

(FC) neurons, which perform the classification. Asso-

ciated with the last layer there is a soft-max structure.

In the architecture implemented in the present work,

the five convolutional layers extract characteristics from

pre-processed facial images and the outputs of the last

convolutional layer are used as inputs for a generic clas-

sifier.

Also, in AlexNet implementation proposed in the

present work, the last layers (fully connected layers and

softmax) are not used.

2.2.3 GoogLeNet/Inception V1

GoogleNet/Inception V1 is the earliest version of

GoogleNet, appearing in 2014 [27]. It is known that the

performance of the “deep” networks improves with the

growth of the depth and the width of the network. The

disadvantage in this case is to be found in the high num-

ber of parameters. However, so many parameters will

not only cause overfitting but also increase the compu-

tation. In [27] the authors demonstrated that the fun-

damental way to solve these two drawbacks is to convert

the connections, even the convolutions, to a sparse set

of connections. For non-uniform sparse data, the com-

putational efficiency of computer software and hard-

ware is very poor, thereby determining an approach

that not only keeps the sparsity of the network, but

also permits the high computational performance asso-

ciated with dense matrices, is a key issue. A large num-

ber of papers show that the computing performance can

be improved by clustering the sparse matrix into dense

submatrices. Inspired by these methods, the inception

module was designed to realize the above ideas.

GoogLeNet starts with a sequential chain of convo-

lution, pooling, and local response normalization ope-

rations, in a similar fashion to previous CNN models,

such as AlexNet. Later papers on the inception archi-

tectures refer to this initial segment as the “stem”. The

stem stands in contrast to the rest of the GoogLeNet

architecture, which is primarily made up of what are

referred to as “inception” modules. The basic building

block of GoogLeNet, the inception module, is a set of

convolutions and poolings at different scales, each done

in parallel and concatenated together.

Fig.4(a) shows the initial version of the inception

module. Different sizes of convolutions mean different
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Fig.4. (a) Schematic representation of the inception module architecture (original version). (b) Schematic representation of the
inception module architecture (with dimension reductions).

sizes of receptive fields; filter concatenation fuses di-

verse scale features. As the network deepens, the fea-

tures tend to become more abstract, and the receptive

field of each feature involved is also increased. Thus,

with an increasing number of layers, the proportion of

3× 3 and 5× 5 convolutions also increases, resulting in

a huge computational load. Inspired the work proposed

in [33], a 1×1 convolutional kernel is applied to dimen-

sionality reduction. The dimension-reduction form of

the inception module is shown in Fig.4(b).

2.3 FER Approaches Based on Handcrafted

Features

In contrast to deep learning approaches, FER ap-

proaches based on handcrafted features do not pro-

vide a feature learning stage but a manual feature ex-

traction process. The commonality of various types

of conventional approaches is detecting the face re-

gion and extracting geometric features or appearance-

based features. Even in this category of approaches,

the behaviour and relative performance of algorithms

is poorly analysed by scientific literature with images

of expressions performed by ageing adults. Conse-

quently, in this work, two of the best performing hand-

crafted features extraction methodologies have been im-

plemented and tested on benchmark datasets.

Generally, geometric features methods are focused

on the extraction from the shape or salient point loca-

tions of specific facial components (e.g., eyes, mouth,

nose, eyebrows). From an evaluation of the recent

research activity in this field, Active Shape Model

(ASM) [6] turns out to be a performing method for FER.

Here, the face of an ageing subject was processed with

a facial landmarks extractor exploiting the Stacked Ac-

tive Shape Model (STASM) approach. STASM uses the

Active Shape Model for locating 76 facial landmarks

with a simplified form of scale-invariant feature trans-

form (SIFT) descriptors and it operates with multivari-

ate adaptive regression splines (MARS) for descriptor

matching [34]. After using the obtained landmarks, a

set of 32 features, useful to recognize facial expressions,

has been defined.

The 32 geometric features extracted are divided into

the following three categories: linear features (18), el-

liptical features (4), and polygonal features (10). The

last step provides a classification module that uses a

support vector machine (SVM) for the analysis of the

obtained features vector in order to get a prediction in

terms of facial expression (Fig.5).

Regarding the use of appearance-based features, lo-
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(a) (b)

H appy

Features Extraction Classification Detected Expression

Fig.5. FER based on the geometric features extraction methodology. (a) Facial landmark localization. (b) Extraction of 32 geometric
features (linear, elliptical and polygonal) using the obtained landmarks. The classification module is based on an SVM classifier able
to output the most probable expression.

cal binary pattern (LBP) [35] is an effective texture de-

scription operator, which can be used to measure and

extract the adjacent texture information in an image.

The LBP feature extraction method used in the present

work contains three crucial steps. At first, the facial

image is divided into several non-overlapping blocks

(set to 8 × 8 after experimenting with different block

sizes). Then, LBP histograms are calculated for each

block. Finally, the block LBP histograms are concate-

nated into a single vector. The resulting vector encodes

both the appearance and the spatial relations of facial

regions. In this spatially enhanced histogram, we effec-

tively have a description of the facial image on three

different levels of locality: the labels for the histogram

contain the information about the patterns on a pixel

level, the labels are summed over a small region to pro-

duce the information on a regional level, and the re-

gional histograms are concatenated to build a global

description of the face image. Finally, also in this case,

an SVM classifier is used for the recognition of facial

expression (Fig.6).

3 Experimental Setup and Results

3.1 Datasets

To validate our methodology a series of experi-

ments were conducted using the age-expression datasets

FACES [36] and Lifespan [37], the only ones in the litera-

ture that contain images of facial expressions divided by

age group. Moreover, in order to have a further valida-

tion of the pipeline, experiments were conducted with

the Candid Image Facial Expression (CIFE) dataset [38]

and FER2013 dataset [39]. The first two datasets con-

tain images acquired in the laboratory, with frontal

view and controlled lighting conditions. Instead the

other two datasets contain facial expressions more dif-

ficult to recognize as they are extracted from the web

and with a non-frontal face pose.

The FACES dataset is comprised of 58 young (age

range: 19–31), 56 middle-aged (age range: 39–55), and

57 old (age range: 69–80) Caucasian women and men

(in total 171 subjects). The faces are frontal with

fixed illumination mounted in front of and above the

faces. The age distribution is not uniform and in total

(a) (b) (c)

Features Extraction Classification Detected
Expression

Fear

Fig.6. Appearance-based approach used for FER in ageing adults. (a) Facial image is divided into non-overlapping blocks of 8 × 8
pixels, and (b) for each block the LBP histogram is computed and then concatenated into (c) a single vector. The classification module
is based on an SVM classifier able to output the most probable expression.
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there are 37 different ages. Each model in the FACES

dataset is represented by two sets of six facial expres-

sions (anger, disgust, fear, happy, sad, and neutral) to-

taling 171× 2× 6 = 2 052 frontal images.

Table 1 presents the total number of persons in the

final FACES dataset, broken down by age group and

gender, whereas in Fig.7 some examples of expressions

performed by ageing adults are represented (one for

each class of facial expression).

Table 1. Total Number of Subjects Contained in FACES
Dataset
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posed. This last detail redeems the process of expres-

sion recognition more difficult than the two previous

datasets, which are made up of facial frontal expres-

sions acquired in controlled environments.

Since the CIFE dataset contains images with only

the label of facial expression and without any indica-

tion about the age of the subject, it was necessary

to perform an age estimation technique consolidated

in the literature. The approach used in the present

work is inspired from the algorithm described in [40]

permitted to group the images into four different sub-

groups. Table 3 presents the total number of images in

the CIFE dataset, divided according to the estimated

age, whereas in Fig.9 some examples of expressions per-

formed by ageing adults are represented.

Table 3. Total Number of Images Contained in CIFE Dataset
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From the examples we see how all of the images are

preprocessed as they are mostly centered and adjusted

so that the face occupies about the same amount of

space in each image.

3.2 Performance Evaluation

The training and the testing phase were performed

on Intel i7 3.5 GHz workstation with 16 GB DDR3

and equipped with GPU NVidia Titan X using Keras

that is TensorFlow’s high-level API developed for im-

plementing, training, testing, and deploying deep learn-

ing models [43].

For the performance evaluation of the methodolo-

gies all the images of the FACES dataset were pre-

processed, whereas only the facial images of Lifes-

pan with the four facial expressions considered in the

present work were pre-processed. Consequently, apply-

ing the data augmentation techniques previously de-

scribed (see Section 2), in total 65 664 facial images of

FACES (equally distributed among the facial expres-

sion classes) and 31 360 facial images of Lifespan were

used, a sufficient number for using a deep learning tech-

nique. Moreover, evaluating the number and the diver-

sity in pose and dimension of images contained in the

CIFE and FER2013 datasets, it was not considered ap-

propriate to implement data augmentation techniques

for this last dataset.

Various experiments were conducted to assess the

FER performance of the pre-trained VGG-16, AlexNet

and GoogleNet/Inception V1 deep networks with trans-

fer learning and of traditional machine learning meth-

ods. Regarding the usage of the deep pre-trained

model, the experiments described in this section follow

a standard process:

1) pre-process all facial images with the algorithmic

steps described in Subsection 2.1 (only for FACES and

Lifespan);

2) run the labelled facial images dataset through

different deep learning networks to generate image vec-

tors;

3) train a classifier using the training set image vec-

tors to predict the labels;

4) predict test set labels using the trained classifier

in step 3 and using the test set image vectors generated

in step 2;

5) evaluate FER detection performance metrics with

varying the age.

In relation to step 4 described above, standard fine-

tuning procedure was implemented which consists in

removing the last (classification) layer for all the deep

architectures.

For the final classifier layer, specific machine learn-

ing classifiers that have shown promising results in pre-

vious FER studies were compared, such as random for-

est (RF), support vector machine (SVM) and logistic

regression (LR).

The metric used in this work for evaluating the

methodologies is the accuracy, whose value is calculated

using the average of n-class classifier accuracy for each

expression (i.e., number of hits of an expression per to-

tal number of images with the same expression):

Acc =

∑
n

1 Accexpr
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Fig.11. Average accuracy of deep learning approaches on the
FACES dataset with (a) RF classifier, (b) SVM classifier, and (c)
LR classifier.

From the results reported in Figs.11–14, it is evident

that the recognition performances of facial expressions

vary significantly as the dataset changes and the num-

ber of facial expression classes contained within them.

The deep learning approaches analyzed obtain higher

expression recognition rates for a number of epochs

between 40 and 50. Moreover, the VGG-16 architec-

ture is the one that performs best for all the considered

datasets, with the RF classifier which tends to provide

a greater accuracy in the results (about 2.5% with re-

spect to SVM and 6% with respect to LR).

A first comparison to verify the quality of the re-

sults obtained can be made with the classification per-

formances reported in [44], where the authors evaluated

the FER accuracy only in the FACES dataset (limiting

the performance evaluation only to frontal images of

the face) using a CNN architecture inspired at the clas-

sical LeNet-5 architecture. In this work, an average

accuracy of 92.81% was achieved, whereas in this work

an average accuracy of 97.21% was obtained with the

VGG-16 deep learning architecture associated with the

RF classifier, obtaining an overall improvement of 4.4

% in the classification of facial expressions.

Table 5. Performance Comparison on CIFE Dataset
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Fig.13. Average accuracy of deep learning approaches on the
CIFE dataset with (a) RF classifier, (b) SVM classifier, and (c)
LR classifier.

Table 6. Performance Comparison on FER2013 Dataset
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Table 8. FER Accuracy on Dataset Lifespan
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Table 11. Comparison of Recognition Rate (%) of Methods on Cross-Dataset FER Containing Images with Only Frontal View and
Acquired Under Controlled Conditions
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Table 15. Confusion Matrix on CIFE Dataset (Performed by
Old and Very Old Adults) Using the Proposed VGG-16+RF Ar-
chitecture
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Table 21. Confusion Matrix on FACES Dataset (Performed by
Old Adults) Using LBP with SVM Classifier
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performances are in line with those published in other

research papers.

Another important conclusion that has been

reached in the present work is that the proposed deep

architecture (VGG-16+RF) is more effective in the clas-

sification of facial expressions with respect to the two

considered methodologies of machine learning, and the

greatest progress in terms of accuracy was found in cor-

respondence with the recognition of facial expressions

of elderly subjects. Probably, these results are related

to the deformations (wrinkles, folds, etc.) that are more

present on the face of the elderly, which greatly affect

the use of handcrafted features for classification pur-

poses.

A further added value of this work lies in the im-

plementation of pre-processing blocks. In fact, it was

necessary to implement “data augmentation” methodo-

logies as the facial images available in the FACES and

Lifespan datasets were not sufficient for a correct use

of a deep learning methodology. The implemented

pipeline also provides a series of algorithmic steps which

produce normalized facial images, which represent the

input for the implemented FER methodologies.

The classification accuracy in cross dataset evalua-

tion showed that FER in ageing adults is still a topic

to be investigated in depth, and even the difficulty in

classification has been accentuated more in the case of

facial expressions of young and middle-aged subjects,

but that is probably due to the fact that these subjects

express emotions more strongly than the ageing adults.

Future studies will deal with four main aspects.

First of all, the proposed deep architecture will be

tested in the field of assistive technologies, 1) validat-

ing it in a smart home setup and 2) testing the pipeline

in a real ambient assisted living environment, which is

the old person’s home. In particular, the idea is to de-

velop an application that uses the webcam integrated

in TV, smartphone or tablet with the purpose to reco-

gnize the facial expression of ageing adults in real time

and through various cost-effective commercially availa-

ble devices that are generally present in the living en-

vironments of the elderly. The application to be imple-

mented will have to be the starting point to evaluate

and eventually modify the mood of the old people liv-

ing alone at their homes, for example by subjecting it

to external sensory stimuli, such as music and images.

Secondly, a more wide analysis of how a non-frontal

view of the face can affect the facial expression detec-

tion rate using the proposed deep architecture will be

done, as it may be necessary to monitor the mood of the

elderly by using for example a camera installed in the

“smart” home for other purposes (e.g., activity recogni-

tion or fall detection), and the position of these cameras

almost never allows to have a frontal face image of the

monitored subject.

Another development of this work might be to per-

form the pre-training of deep architectures on datasets

different from ImageNet and more specific for the topic

considered, such as EmotioNet [48] and AffectNet [49].

Last but not least, it will be necessary to extend the

number of compared deep learning approaches since a

limitation of the present work was the evaluation of only

three pre-trained deep architectures which, analyzing

the current state of the art, have already been overcome

in terms of image classification, from more deeper ar-

chitectures like ResNet [50], Inception-v3 [51], Inception-

v4 [52], Inception-ResNet-V2 [52] and Xception [53].
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