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Abstract Generally, data is available abundantly in unlabeled form, and its annotation requires some cost. The labeling,

as well as learning cost, can be minimized by learning with the minimum labeled data instances. Active learning (AL), learns

from a few labeled data instances with the additional facility of querying the labels of instances from an expert annotator

or oracle. The active learner uses an instance selection strategy for selecting those critical query instances, which reduce

the generalization error as fast as possible. This process results in a refined training dataset, which helps in minimizing

the overall cost. The key to the success of AL is query strategies that select the candidate query instances and help the

learner in learning a valid hypothesis. This survey reviews AL query strategies for classification, regression, and clustering

under the pool-based AL scenario. The query strategies under classification are further divided into: informative-based,

representative-based, informative- and representative-based, and others. Also, more advanced query strategies based on

reinforcement learning and deep learning, along with query strategies under the realistic environment setting, are presented.

After a rigorous mathematical analysis of AL strategies, this work presents a comparative analysis of these strategies. Finally,

implementation guide, applications, and challenges of AL are discussed.

Keywords active learning, active learning query strategy, active classification, active regression, active clustering, deep

active learning

1 Introduction

Over the past few decades, there is a need that

the computer learning should be as alike as of human

learning, i.e., a program should improve its result af-

ter seeing more evidence or should learn some task

with experiences [1]. For this, the machine learning task

starts with collecting the set of observations, which cor-

responds to feature vectors or unlabeled dataset. In

supervised machine learning techniques, all the availa-

ble unlabeled data instances are first labeled manually

by the domain experts. Then hypothesis learning is

started using these labeled data instances: the hypoth-

esis function maps the feature set to its correspond-

ing label set. Manual labeling is easy, like in spam

filtering, but difficult in text classification, speech an-

notation, protein structure prediction, as labeling re-

quires significant computation [2–4]. Now the issue is

whether it is essential to label all the available unla-

beled data instances for good generalization result or

small labeled data instances are enough for learning, as

shown in Fig.1.

1.1 Learning with a Little Labeled Data

The challenge of learning from a little labeled data

instances is that the traditional supervised machine

learning algorithms may produce the undesired results

because instances may not be a good representative of

the dataset. Then instances should be selected, which

have a direct impact on forming the decision boundary

Fig.1(c). This process significantly reduces the label-

ing efforts, and the research resulted in two learning

techniques.

1) Semi-Supervised Learning. A learner starts with

hypothesis learning on a small amount of unlabeled

data and uses it to analyze the unlabeled instances.

The learner looks for certain unlabeled instances, which

can be classified correctly by the hypothesis. These in-

stances, along with their labels, are then added to the

labeled dataset. A new hypothesis is now learned from

http://dx.doi.org/10.1007/s11390-020-9487-4 
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Fig.1. Example of a two-class classification problem using: (a) true classification using fully labeled data, (b) lucky classification using
little labeled data, and (c) target classification using little labeled data (green and red dots represent the labeled data of two classes
and white circles are unlabeled data).

this new labeled dataset, and this procedure is repeated

until convergence [5].

2) Active Learning (AL). A learner starts with a

massive amount of unlabeled and a little amount of la-

beled data and learns a hypothesis function on labeled

data. Then, the learner chooses the instances from the

unlabeled dataset, about which the learned hypothesis

function is the least confident in predicting their label,

opposite to semi-supervised learning, which selects the

most certain instances. This instance selection helps

in reducing the misclassification error because the least

certain instances contribute more toward it. The se-

lected unlabeled instances are called query instances.

Then, the learner queries the label of these instances

from the domain expert/oracle. After getting the label

of the query instance, the instance along with its label

is added to the labeled training set. Now, the hypothe-

sis is updated using this modified dataset, which results

in a hypothesis closer to the target one. This process

repeats until the preset stopping criteria are statisfied

or the process runs out of the labels. AL has wide range

applications: text classification [2], remote sensing ima-

ge classification [3], protein structure prediction [4], etc.

However, the assumption here is that there exists an

expert labeler that always returns the correct label of

queried instances and is available without fatigue [6–8].

This paper reviews the AL way of solving a prob-

lem by selecting the most critical instances. The crit-

ical components for the success of AL are: 1) a good

query strategy for selecting the most critical data in-

stances from the unlabeled dataset; 2) an efficient ma-

chine learning algorithm to learn the hypothesis model.

This survey works on the first component of AL, i.e.,

how to choose the most critical instances from the un-

labeled dataset. A good query strategy will help AL

to achieve the goal of minimizing the output generali-

zation error with less query instances.

1.2 Working Scenarios of AL

Many query strategies have been proposed in the

literature for unlabeled instance selection, under diffe-

rent working scenarios. These working scenarios are

divided into three main categories: 1) pool-based; 2)

stream-based; 3) membership query synthesis based. A

brief description of these is as follows.

1) Pool-Based AL Scenario. When the learner has

all the unlabeled data instances available before the

start of the learning process, then the learning is known

as pool-based AL [9]. This large set of unlabeled in-

stances forms a pool. Fig.2(a) shows a representation

of pool-based AL process. The hypothesis function or

model is learned using available labeled instances. After

building the hypothesis, the learner uses it to evaluate

the unlabeled instances from the pool and find whether

to query its label or not. If the instance qualifies pre-

set selection criteria, then it becomes a candidate query

instance, and its label is queried from the oracle; other-

wise the learner will choose another instance from the

unlabeled dataset.

After getting the label of a candidate instance, this

instance along with its label, is added to the labeled

dataset. The hypothesis is then again learned on the

updated labeled dataset. This process is repeated un-

til some preset performance criterion is reached or the

learner runs out of labels.
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Fig.2. Representation of different AL scenarios. (a) Pool-based.
(b) Stream-based. (c) Membership query synthesis based.

2) Stream-Based AL Scenario. The unlabeled in-

stances float like a stream of instances, or the in-

stances are sampled from some distribution one after

another [10]. The process flow under this scenario is

shown in Fig.2(b). Here also, hypothesis function is

learned on labeled data. The learner then analyzes

the stream of unlabeled instances using some evalua-

tion criteria based on learned hypothesis and decides

in real time whether to query the unlabeled instance or

not. If an unlabeled instance qualifies the evaluation

criteria, then it becomes a candidate query instance,

and the learner queries its label to the oracle; other-

wise this instance is discarded, and the learner looks

for the next unlabeled instance from the stream. After

this, the process remains the same as previous. How-

ever, setting an evaluation criterion in the stream-based

scenario is more difficult, as compared with the pool-

based one, because of the sequential availability of data

instances [11]. If the drift or change in the distribution of

streaming data with time is considered, then the prob-

lem of instance selection becomes more complicated.

Then, it requires some modification in the hypothesis

model with the change in the data distribution [12, 13].

3) Membership Query Synthesis Based AL Scenario.

The learner generates query instances in the input space

based on the learned hypothesis model [14]. The query

instances are directly synthesized near the learned de-

cision boundary. This synthesis led to very fast query

instance generation. A representation of this AL pro-

cess is shown in Fig.2(c). The starting steps of building

the hypothesis model from a few labeled instances are

similar to the two previous scenarios. Then the ob-

tained model is used to generate the candidate query

instance in the input space to query from oracle. Now,

the process remains the same as previous [6].

This AL scenario is not so good for several prob-

lems: vision-based learning, natural language process-

ing, and speech-based task processing, because a hu-

man annotator may not recognize the generated query

instance. A combination of membership query synthe-

sis and pool-based scenarios exists in the literature to

overcome this limitation. The combined method has

the advantages of fast query synthesis and also removes

the intractable queries. This combination is done by

synthesizing query instances near to the decision boun-

dary and selecting its nearest available original instance

as a query instance [15].

This work proceeds with query strategies under

pool-based scenario. Initially, this work includes query

strategies with the base assumptions: the oracle is non-

noisy and always returns the correct label; the query

strategies deal with the balanced datasets; the oracle

charges uniformly for each label; the cost of misclassifi-

cation is uniform; query strategies deal with the single

label, single instance and only learn a single task at

a given time instance. This work also discusses query

strategies with relaxed assumption.

1.3 Contributions

There are other good survey papers like, [6] by Set-

tles in 2010, [16] by Sun and Wang in 2010, [17] by Fu et

al. in 2012 and [18] by Aggarwal et al. in 2014, available

in AL literature. Settle provided a very elegant survey

of AL along with description query strategies [6]. Then,
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Fu et al. incorporated the query strategies that con-

sider the correlation among features, labels, and their

combination [17]. Aggarwal et al. provided another im-

portant survey with a good description of AL and ex-

plored it for some advanced scenarios [18]. However, all

these are lagging in a systematic categorization of AL

query strategies.

Apart from the contents covered by the existing sur-

veys, our work provides further exploration and a sys-

tematic categorization of AL to provide an overall pic-

ture to the learner. Along with this, the query strate-

gies under realistic environment are also discussed,

where some of these assumptions are relaxed. This

study also reviews the empirical and theoretical guaran-

tees of AL query strategies and also helps the beginners

in implementing the AL framework. Finally, this work

provides a comparative study of these query strategies

and also provides a comprehensive summary of major

application areas of AL.

This section provided the motivation and back-

ground of AL. Section 2 discusses the environment set-

tings and variables used. Section 3 presents the de-

tail of various existing AL query strategies in the pool

based scenario. Section 4 provides the detail of AL

query strategies in a realistic environment. Section 5

and Section 6 review the mathematical and the empiri-

cal evaluation of AL query strategies respectively. Sec-

tion 7 helps the learner in implementing the AL query

strategy framework. Section 8 gives the summary of ap-

plication areas of AL. Section 9 and Section 10 identify

some challenges of this field and provide the conclusion,

respectively.

2 Preliminary

Let D be a dataset that forms the input space

and includes the two types of instances, the set of

labeled instances, DL, and the set of unlabeled in-

stances, DU . Let n be the total number of instances

in D and nl, nu be the number of labeled and un-

labeled instances in DL and DU , respectively. The

i-th instance of DL is denoted by (x(i), y(i)), where

each x
(i) ∈ X is a d-dimensional feature vector, i.e.,

x
(i) = (x

(i)
1 , x

(i)
2 , x

(i)
3 , ..., x

(i)
d ) in feature space X and

y(i) ∈ Y is its corresponding regression or classifica-

tion value from label space Y 1○. Similarly, the i-th

instance of DU is denoted by (x(i), ?), where x
(i) is

again a d-dimensional feature vector in X and “?” de-

notes that the label is unknown. For the given labeled

dataset DL, the learner tries to learn a hypothesis func-

tion, h ∈ H , that maps each d-dimension feature vec-

tor x
(i) ∈ X to the corresponding label y(i) ∈ Y , i.e.,

h(X,Y ) : X → Y , where H is the hypothesis space.

Let Ein(h) and Eout(h) be the in-sample and the out-

of-sample error of hypothesis function h respectively.

The in-sample error corresponds to the misclassifica-

tion error on the training data by hypothesis h. The

out-of-sample error corresponds to the misclassification

error on all the input space by hypothesis h. The out-of-

sample error is also known as the generalization error.

All the notations used in the manuscript are described

in Table 1 to make the reading more convenient.

3 Pool-Based AL Query Strategies with Base

Assumptions

AL is a vast area of machine learning, which in-

cludes many techniques of instance selection. Putting

all of them at one platform is difficult. This work

categorizes the existing query strategies and also gives

their comprehensive detail. Based on the domains of

machine learning, the query strategies under the pool-

based scenario can be classified into three categories:

query strategies for classification, regression, and clus-

tering, as shown in Fig.3.

3.1 Pool-Based Query Strategies for

Classification

This is an extensively investigated area, and many

strategies for querying the unlabeled data instances

have been proposed in the literature under this

area. These query strategies are further divided into

three categories by the nature of instances queried:

informative-based, representative-based, informative-

and representative-based, and others query strategies,

as shown in Fig.3. The remaining section describes

strategies under this categorization.

3.1.1 Informative-Based Query Strategies

The strategies under this scheme are based on the

informativeness of the input instances. The more the

hypothesis function is uncertain in classifying the input

data instance, x(i) ∈ DU , the more the informativeness

of that instance will be, and the more its chances to

become a candidate query instance. The informative-

based query strategies use uncertainty as an evalua-

tion criterion for selecting the candidate query instance.
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Table 1. Different Symbols Used and Their Description
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Fig.3. Hierarchical categorization of AL query strategies. Query strategies are connected by the dotted line, used in both classification
and regression.

this model is not utilizing the information of the labels,

this may lead to a wrong instance selection. An im-

provement over the existing model has been proposed

in [21] to rectify this issue. The improved model selects

two most popular class labels, ŷ
(i)
1 and ŷ

(i)
2 , correspond-

ing to each unlabeled instance, x
(i), which have the

highest posterior probabilities. Out of these instances,

the instance that has a minimum difference between the

two most confident posterior probabilities as per (2), is

chosen as the candidate query instance.

x̂ = arg min
x

(i)∈DU
(P (ŷ

(i)
1 /x(i))− P (ŷ

(i)
2 /x(i))). (2)

The problem with this strategy is that instance selec-

tion becomes complicated as the number of class labels

increases. Another typical measure of uncertainty is

the entropy [22], which measures the purity of the sam-

ple and is given by (3) [22].

x̂ = arg max
x

(i)∈DU
−
∑

j

P (y(j)/x(i)) logP (y(j)/x(i)), (3)

where P (y(j)/x(i)) is the conditional probability of class

label y(j) for given unlabeled instance x(i) and j ranges

over all possible class labels [23]. This strategy re-

duces the maximum expected risk without updating the

model for each unlabeled instance. Therefore, this type

of measures is fast and quite easy to use.

2) Query by Committee (QBC). Seung et al. pro-

posed QBC in 1992 [24]. A representation of the QBC

process is shown in Fig.4. QBC is a disagreement-based

learning, which maintains a committee of the hypothe-

ses. These hypotheses are trained using a different sub-

set of samples drawn from the labeled dataset. The

condition for QBC is that the set of hypotheses that are

learned must be consistent with the given labeled data

instances. The unlabeled instance with the maximum

disagreement of committee members in label prediction

is qualified as a candidate query instance. The learner

then queries the label of that identified instance.

For accurate working of this method, each commit-

tee member should represent the different region of the

version space. The version space is the space formed by

the set of all hypotheses, which are consistent with the

training set [1]. Abe and Mamitsuka proposed boost-

ing and bagging methods, also known as the ensemble

method, for making a committee of the hypotheses [25].

The logic behind the QBC framework is to minimize

the version space by querying the unlabeled instance

in the controversial region of the input space, with the

minimum number of queries. Melville and Mooney pro-
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Fig.4. Representation of QBC query strategy.

posed a modification in QBC that the learner should

not only form the committee of those members, which

covers the whole version space, but also prefer the dis-

agreement among the committee members [26], because

forming a large committee that has members represent-

ing nearly the same hypothesis, is not so useful. Muslea

et al. used only the committee of two members in QBC,

which represent the whole version space with maximum

disagreement [27].

3) Support Vector Machines (SVM) Based Ap-

proach. SVM is the supervised machine learning clas-

sifier that learns the linear decision boundary, having

the maximum distance from the nearest training data

instances [28]. It is a well-studied model for supervised

learning and also performs very well in AL, due to

its inherent property of separating the training data

instances with the maximum margin. In this query

strategy, the learner selects those unlabeled instances

to query, which are closer to the decision boundary [29].

Tong and Koller used the concept of version space

with SVM, for selecting the unlabeled instances to

query [30]. As SVM is a linear classifier, then the ver-

sion space exists if the training data instances are lin-

early separable. For the non-linear training dataset, the

data instances are mapped to a higher dimension using

some kernel function to make them linearly separable

in a new space. This kernel trick satisfies the linear

separability assumption of training data, and hence the

version space can be formed using SVM on non-linear

datasets also.

After this, learning aims to reduce the version

space as fast as possible. For this, Tong et al. used

the duality between the feature space and parameter

space [30]. Fig.5(a) represents a feature space, in which

circles/rectangles represent instances and separating

boundary by line/plane. Colored circles/rectangles

represent the labeled data, and the maximum mar-

gin obtains the decision boundary from the labeled

data. Fig.5(b) represents the dual form of feature

space, where colored hyperplanes represent the labeled

instances, and the dotted black hyperplanes represent

the unlabeled instances. Here, the weight vector, wi,

represents the decision boundary learned on the availa-

ble labeled data instances and the area between colored

hyperplanes forms the version space.

The description of schemes for selecting the candi-

date query instance by the maximum reduction of ver-

sion space, up to half in each iteration, is as follows.

1) Simple Margin. SVM learns a weight vector, wi,

from the input feature vectors,
{

x
(1),x(2), ...,x(i)

}

, and

their corresponding labels,
{

y(1), y(2), ..., y(i)
}

. This

weight vector forms the center of the largest hyper-

sphere that can fit the version space with the margin

equal to the radius of the hypersphere, as shown in

Fig.5(b). Now, the learner chooses the input instance

from the unlabeled data, i.e., dotted hyperplane, in

such a way that the chosen instance is closest to the

vector wi. For this, the learner finds the distance of

each unlabeled input instance and chooses the instance

with the smallest distance. For example, the hyper-

plane, “d
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2) MaxMin Margin. This approach overcomes the

difficulty of simple margin method by working with an

elongated version space. In this, SVM runs twice for

each unlabeled instance, in the case of the two-class

classification problem. In the first round, it adds the

unlabeled instance in the training set by assigning “+”

label (say for class 1). In the second round, the same

unlabeled instance is added by assigning “–” label (say

for class 2). Then, the learner looks for the size of the

margin, which is equal to the radius of the fitted hy-

persphere. Let m+
i and m−

i be the size of the margin

obtained after assigning “+” and “–” labels to the un-

labeled instance x(i) respectively, as shown in Fig.5(d).

Then, the learner chooses the instance x
(i) ∈ DU ,

which has the maximum value of min(m+
i ,m

−
i ) as a

candidate query instance.

3) Ratio Margin. This scheme is very similar to

the MaxMin margin method, which also takes care of

elongated version space. For each unlabeled input in-

stance, the learner calculates the margins m+
i and m−

i

by running SVM twice, as in the MaxMin approach.

The instance x
(i) ∈ DU , having the maximum value

of min
(

m−

i
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and v and u are sampled from d-dimensional Gaussian

distribution. The vector v is used to determine the an-

gle between x
(i) and w, and the vector u is used to

determine the angle between x
(i) and −w. If the angle

between x
(i) and w is small, then the angle between

x
(i) and −w is likely to be very large, as shown in

Fig.6(b), and hence the bits of this hash function are

likely to be different. When x
(i) and w are approxi-

mately perpendicular, as shown in Fig.6(c), then the

bits produced are likely to be the same. This helps the

learner to map unlabeled data instances into two cate-

gories, i.e., near and far from separating hyperplane.

To retrieve the candidate instance, the search space is

reduced by hashing the hyperplane vector w using the

hash function as:

Hu,v(x
(i),x(i)) = [sign(uT

w),−sign(vT
w)].

The second approach for NNQH is embedded hy-

perplane hashing. Here, the learner embeds the data

points and a separating boundary into the Euclidean

space in such a way that the distance between them

in the embedded space is preserved, as shown in Fig.7.

The formulation for embedding a d-dimensional vector,

say a, into a d′-dimensional space is presented in [38],

which is given by (5).

V(a) = (a21, a1a2, ..., a1ad, a
2
2, a2a3, ..., a

2
d) ∈ R

d′

, (5)

where d′ = d(d + 1)/2 and ai denotes the i-th ele-

ment of a. Consider two unit vectors a and b. The

embeddings of these vectors in the Euclidean space

are given by V(a) and V(b) respectively. The Eu-

clidean distance between V(a) and V(b) is given by

|V(a) − V(b)| = 2 + 2(aT
b)2 [39]. Now, minimizing

the distance between V(a) and V(b) is simply min-

imizing a
T
b. For the categorization of data in this

embedded hyperplane, an embedding hyperplane hash

(EH-Hash) function, Hu(V(a)) = sign(uTV(a)), is de-

fined based on the Euclidean distance, where u is a

d′-dimensional vector sampled from Gaussian distribu-

tion, u ∼ N (0, 1) [40]. Similarly, the hyperplane vector

w is also hashed using, Hu(V(w)) = sign(−u
TV(w)),

to find out the target set of instances, from which the

candidate instance can be identified easily. Any in-

stance selection strategy can use this as preprocessing

for better performance.

Fig.7. Embedded hyperplane hashing.

• Challenges of Informative Query Strategies. The

above-discussed query strategies are based on the theme

of selecting candidate query instances that are near to

the decision boundary. Various query strategies un-

der this category are quite intuitive, easy to implement

and make the area of AL easily understandable. The

drawback of this scheme is that it does not consider

the relationships among the unlabeled instances and

treats each input instance as independent and iden-

tically distributed (i.i.d) [17]. The informativeness of

each instance is obtained independently, and the in-

stance with high informativeness is selected as a candi-

date query instance. This process results in the selec-

tion of multiple instances of the similar type and hence

generates the bad set of candidate instances as shown



922 J. Comput. Sci. & Technol., July 2020, Vol.35, No.4



Punit Kumar et al.: Active Learning Query Strategies for Classification, Regression, and Clustering 923

useful training dataset. The formulation of diversity is

by (6).

Diversity(x)

= 1− max
x

(i)∈DL

|K(x(i),x)|
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None of the schemes discussed can make a perfect

selection of unlabeled instances to form a good candi-

date query set. The use of the combination of these two

schemes has been proposed in the literature. Wang and

Ye in [52] used informative and representative criteria

for effectively selecting the instances to minimize the

empirical risk. Settles and Craves in [41] also proposed

an information density based scheme, which combines

these two measures: for informativeness, QBC or uncer-

tainty sampling approach is used; and for representa-

tiveness, similarity-based techniques are used. Nguyen

and Smeulders proposed a dynamic usage of these two

measures for the selection of query instances [53].

The strategies discussed above provide an ad-hoc

solution to the problem. Details of some more existing

sound strategies that combine these two schemes for

instance selection are given further in this section.

1) Query Informative and Representative Examples

(QUIRE). This method was proposed by Hung et al.

in 2014, which is based on the min-max framework of

learning [54, 55]. QUIRE connects informative and rep-

resentative components. This strategy uses the predic-

tion accuracy based on the labeled data instances as a

measure of informativeness and the prediction accuracy

based on the unlabeled data instance as the measure of

representativeness.

Hoi et al. initially used the min-max framework

of learning for SVM-based batch mode AL in semi-

supervised mode [55]. (8) gives the evaluation function

of SVM for maximum margin setting with regulari-

zation.

J(l, f) =

nl
∑

i=1

l(y(i), f(x(i))) +
λ
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on the labeled and the unlabeled data respectively, is

given by (12), (13), and (14) respectively.

M1(i, j) =
1
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To calculate the expected gain in performance, it

requires the knowledge of label y of input instance x,

the posterior estimate of positive class within its neigh-

borhood and ls. As the label is not known, then it

is modeled as a random variable, and expectation Ey

is computed over both positive and negative labels for

the two-class classification problem. Here, the posterior

is also not known: hence posterior is again modeled as

random variable and expectation, Ep, over this random

variable is again computed to determine the probabilis-

tic gain, which is given by (20).

pgain(lsx) = Ep

[

Ey

[

perf(DL ∪ (x, y))
]]

, (20)

where perf(DL∪(x, y)) is the performance of classifica-

tion on the validation set as in EER, after incorporating

instance x and label y in the training set. This gain is

weighted by neighborhood density ρx, which is the ra-

tio of the number of labeled and unlabeled instances in

the neighborhood of x to the total number of labeled

and unlabeled instances in the pool. The instance with

the highest probabilistic gain is then selected as the

candidate query instance, which is given by (21):

x̂ = arg max
x∈DU

(ρx × pgain(lsx)). (21)

Krempl et al. further improved PAL to non-myopic

PAL [64] called optimized probabilistic AL (OPAL).

OPAL also considers the remaining label budget before

querying the label of the unlabeled instance. The ad-

vantage of PAL is good classification performance, and

its time complexity is comparable to that of uncertainty

sampling.

• Challenges of Informative and Representative

Based AL Query Strategies. This scheme provides a

good set of candidate query instances. However, the

problem is to combine these two mechanisms effectively,

so that the trade-off between these two can be opti-

mized.

3.1.4 Others

This subsection consists of query strategies that are

hard to categorize as an informative, representative, or

their combination. The query strategies under this cat-

egorization are given as follows.

1) Expected Gradient Length (EGL). Settles et al.

introduced EGL for classification [65]. This query stra-

tegy focuses on those unlabeled input instances, which

cause the greatest change in the parameters of the cur-

rent hypothesis model. This technique of query is also

referred to as “expected model change” and applicable

wherever the gradient-based learning is used.

EGL starts by learning the hypothesis on the la-

beled data. The learner then selects an unlabeled in-

put instance from the pool of data. The hypothesis

is then again learned by adding the selected instance

along with a chosen label into the labeled dataset. The

learner looks for the change in the current parameter

values of the model due to the added instance. The in-

stance causing the maximum change in the parameter

values is selected as a candidate query instance. This

newly labeled instance is added to the training set, and

this process is repeated until some preset criterion is

achieved.

For binary classification, let ▽J(Θ) be the gradient

of the cost function with respect to the model para-

meters Θ. The cost function can be the squared diffe-

rence between the actual and the predicted result. Let

▽J(Θ)+ be the gradient obtained after mixing the se-

lected unlabeled instance, x(i) ∈ DU , when its label is

chosen as “+”. Similarly, let ▽J(Θ)− be the gradient

obtained after mixing the selected unlabeled instance,

x
(i) ∈ DU , when its label is chosen as “–”. As the

label of the instance is not known, the expectation is

computed over these two gradients to form the EGL, as

given by (22).

EGL(x(i))

= pi ×▽(J(Θ)+) + (1− pi)×▽(J(Θ)−), (22)

where pi is the probability of obtaining the “+” label

for the unlabeled instance x
(i). The learner chooses

that unlabeled instance for the query, which has the

maximum value for EGL(x(i)). This method is quite

accurate, but it requires to train the model for every un-

labeled input instance to identify the candidate query

instance. Therefore, it is very computationally expen-

sive for those datasets, having large feature vectors and

a large number of class labels. This method is also af-

fected greatly by outliers.

2) Expected Error Reduction (EER). Roy and

McLallum in 2001, proposed this query strategy for text

classification [66]. The learner looks for those instances

to query, which minimizes the generalization error the

most. A validation set, vl, is required to evaluate the

performance of the learned hypothesis. vl is obtained

after removing one instance randomly from the set of

unlabeled instances and then added to the training set

to check its validity for the candidate instance.

The initial hypothesis is learned on the available la-

beled data. Then the learner chooses an instance, x,
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from the unlabeled data along with a label (y ∈ Y ) and

adds them to the training set. Then, the hypothesis

model is retrained on the updated training set. The

performance of the updated hypothesis is evaluated on

the validation set using (23), and this process is re-

peated over all the possibilities of class labels. The re-

sulted expected loss for each possible label y is weighted

by the posterior probability obtained from the current

classifier to get the average expected error.

ÊP̂
DL

=
1
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The above analysis inferred that V ariance is the only

term which minimizes the error for a given model class,

as the bias for a model (bias) is fixed. Therefore, the

minimization of total expected error is to minimize the

variance, as shown in Fig.10.

h(S)

h

xx
h(S)

h

(b)(a)

Fig.10. AL query strategy for regression based on variance re-
duction. (a) Initial hypothesis learned on a small sample (green
line) and average hypothesis (in blue). (b) Updation of the initial
hypothesis after querying.

Fisher’s information function was also utilized to

minimize the error based on variance reduction [74]. The

major problem with this approach is the dimension of

data because this function requires a matrix of same

dimension as that of data. Therefore, some dimen-

sionality reduction methods are required for the proper

utilization of this framework. Long et al. generalized

the framework of variance reduction using Bayesian ex-

pected loss optimization to the classification under AL.

This generalized method is known as expected loss op-

timization (ELO) [75].

3.2.2 QBC for Regression

Earlier QBC (query by committee) was utilized for

the classification problem under AL, which is based on

the maximum disagreement among committee members

for the unlabeled instances. Later on, Freund et al. in-

vestigated that QBC is not only applicable to binary

labels but also applicable to discrete labels [76]. Also,

Krogh and Vedelsby formed a committee of a neural

network for learning real-valued functions [77]. The vari-

ance in the output prediction of all committee members

for the input instance x
(i), is called the ambiguity of

that instance. This measure provides the estimate for

generalization error of the committee.

The learner chooses the unlabeled instance for the

query which has maximum ambiguity. This approach

minimizes the variance over input space by querying

the unlabeled instance with maximum variance over the

committee members [78].

3.2.3 Maximizing Expected Model Change (MEMC)

This learning framework for regression under AL

was proposed by Cai et al. in 2013 [79] and also known

as expected model change maximization (EMCM). The

learner chooses the unlabeled instance, which causes

the maximum change in the current model parameter.

This method is inspired by the stochastic gradient [80],

where the model is updated after learning on each in-

put instance instead of updating the model on the whole

dataset. The model change is estimated by the diffe-

rence between current model parameters and the para-

meters obtained after learning the model on the up-

dated training set. A similar idea of maximum model

change was studied previously by Settles et al. in the

classification for AL [65]. The formulation for EMCM is

given by (29).

C (x+) = Ω
∂ℓ

x
+(θ)
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Rule 1. The learner first specifies the chosen clus-

ter, C, and then selects input instances informally from

C. The labels of selected instances are then queried to

oracle.

Rule 2. Let cluster C be further divided into subsets,

say C′, such that all subsets C′′ ∈ C′ are the subsets of

set C also.

Rule 3. By this splitting, a nested structure of clus-

ters so formed, allows the reuse of queried labels.

Fig.11 shows the learning framework for hierarchical

sampling. The learner starts with a first cluster of the

whole dataset, containing all unlabeled instances. This

single cluster node serves as the root node of the hierar-

chical cluster tree. The learner then randomly chooses

some unlabeled input instances from the cluster and

queries their labels from the oracle. Then, based on the

obtained label statistics, the learner decides whether to

split the node or not. If the percentage of positive and

negative instances in a node is higher than some thres-

hold, then the learner splits the node to obtain a more

refined cluster. This process is repeated further for ev-

ery child node to grow the tree downwards until the

learner gets pure clusters, i.e., a cluster having all in-

stances of the same type or some stopping criterion is

reached. In case of stopping criteria, if a slightly im-

pure cluster is obtained, then the learner assigns the

majority label to all the instances [82].

3.3.2 Probabilistic Lipschitzness Based Clustering
(PLAL)

The learning procedure of this technique is simi-

lar to the hierarchical sampling. The assumption here

is that the unlabeled data must satisfy “probabilistic

lipschitzness” (PL) notation of clustering. According

to this assumption, the closer instances are likely to

have same labels, i.e., the denser area should be la-

beled homogeneously and the class boundary should go

through low-density region [84]. The PL assumption is

better than the existence of a hierarchical cluster tree

assumption.

PL is a measure of the extent, to which, similar in-

stances tend to have similar labels, which is used for

grouping the unlabeled data instances. An earlier ver-

sion of PL was introduced by Steinwart and Scovel in

2007 [85]. Urner et al. in 2011 suggested the use of

PL for AL [86]. PL implies that the data can be divided

into homogeneous clusters, separated by low-density re-

gions.

The standard Lipschitzness is defined as a function

f : Rn → Rm, which will be locally Lipschitz at a point

x
(0) ∈ R

n, if there exists,

• a neighborhood B(x(0), r) with r > 0 and

• Λ > 0,

such that inequality in (31) follows.

|f(x(i))− f(x(j))| 6 Λ|x(i) − x
(j)|, (31)

for all x(i) and x
(j) ∈ B(x(0), r), where B(x(0), r) is the

open ball around x
(0) of radius r and f is the labeling

function. This condition works well for data, where the

instances of different classes are well separated. How-

ever, if this is not the case, then this condition is vio-

lated, and it requires some relaxation on this condition.

The relaxed formulation is known as PL. A function,

f : X → {0, 1}, is said to be PL w.r.t. a probability

distribution Pr over X , if inequality (32) holds.

Pr
x

(i)(∃x(j)|f(x(i))− f(x(j))| > 1
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that iteratively divides the input space among the nodes

of the tree, and each node of the tree is called a cell [87].

Initially, the whole input space is considered as the

root node of the spatial tree, which is an active node as

it contains whole unlabeled data. The learner queries

sufficient number of labels from the active node and

checks for homogeneity or heterogeneity of nodes. A ho-

mogeneous node obtains the same label for all queried

instances, and remaining instances also get the returned

label. The homogeneous node is also called an inac-

tive node and opposite to it, the heterogeneous node

is added to active nodes. The process of splitting and

querying is repeated for active nodes in the next itera-

tion. This procedure ends with the label of all unlabeled

instances [88].

3.3.3 AL Through Density Clustering (ALEC)

Wang et al. proposed ALEC in 2017 [89]. This

method starts with the unlabeled dataset and exploits

its structure for selecting the most representative in-

stances to query. ALEC answers the questions: how to

initialize the dataset, how to do clustering, how to se-

lect the critical instances for the query, which instance

to classify and what to do with the remaining instance

if any. The main steps of ALEC are as follows.

Step 1. Building the Master Tree. The master tree

represents the relationship between the nodes and also

provides the information about the growth of clusters

in the tree. Building this master tree requires local den-

sity ρi and minimal distance ωi functions
[90]. The local

density at the i-th input instance is equal to the num-

ber of the data points, whose distance from the i-th

instance is less than or equal to some constant dc and

is given by (33).

ρi =
∑

j

χ(dij − dc), (33)

where χ(x) = 1 if x < 0; otherwise χ(x) = 0. The para-

meter dij is the distance between the two data points

i, j and dc is the cutoff distance.

The minimal distance ωi is measured as the smallest

distance between the data point i, and the data point

j having a local density higher than i, and is given by

(34).

ωi = min
j:ρj>ρi

(dij). (34)

These parameters are used to determine the master or

parent of a node or data point to build the tree. The

master of a node is its nearest neighbor having a higher

density, or a node xj will be the master of node xi, if

and only if, ρj > ρi and dij < dil, for any other node l.

In this manner, the master of every node is determined,

and a master tree is constructed. The node with a high

density does not have any master and becomes the root

node of the master tree.

Step 2. Clustering. The clusters are formed from

the master tree. For efficient clustering, Wang et al.

used the CFSFDP algorithm [89], which was proposed

by Rodriguez and Laio in 2014 [90]. CFSFDP stands

for clustering by fast search and finds out density peaks.

The data point with a high value of distance (ωi) and

density (ρi) is chosen as the cluster center. Here, para-

meter ξi is a combined term for (ωi) and (ρi), which

is used to determine the cluster center and is given by

(35).

ξi = ωi × ρi. (35)

The data point having the highest value of ξi becomes

the cluster center. Initially, two clusters are formed by

selecting their centers with the help of parameter ξi.

Step 3. Selection of Instance. After forming the clus-

ters, the query instances are selected from the respec-

tive clusters according to the value of ξi. In the ALEC

algorithm,
√



Punit Kumar et al.: Active Learning Query Strategies for Classification, Regression, and Clustering 931

might not always be perfect in practice, and this may

lead to the failure of the whole AL setup.

Yan et al. proposed a solution by combining the

multiple imperfect oracles [91]. However, this scheme in-

troduces an overhead of querying the instances to mul-

tiple oracles and also the problem of identifying the

most precise result. Fang et al. proposed another so-

lution to this problem, known as self-taught AL [92]. In

this, the oracle learns complementary knowledge from

the other oracles for achieving a better result. Shu

et al. also proposed a solution by describing a tech-

nique called “learning with self-healing” [93]. In this,

the learned model is applied to the training dataset

formed by querying, and the highly uncertain instance

is again queried to improve the quality of the dataset.

A recent solution to this problem is provided without

crowd-sourcing. This strategy works in two steps. First

of all, an input instance is identified that enormously

influences the learned model. An instance (say x) is

said to be highly influential if the model (say h) is

trained using that instance along with its label (say

y), and significantly disagrees with h on labeling other

instances. The second step is to identify those input in-

stances, which are highly influenced due to the change

of model in the previous step. An instance is said to be

highly influenced, if the committee of the learned model

agrees on the common label for x but disagrees with

h(x). The first step is used for selecting the influential

instance, and the second step is used for eliminating the

noisy or influenced instances [94].

2) Class Imbalance. Initially, the model is learned

from the sampled data by assuming that the instances

are drawn equally from each of the class. However,

this is not always the case. Instances may belong to

one class only, and this may be because of the class

skewness. Ertekin et al. tried to solve this issue by

under-sampling the bigger class and oversampling of

the smaller class [95, 96].

3) Changing Model Class. Suppose the learner ini-

tially learns a low complexity model from a small num-

ber of labeled instances. However, after observing the

inappropriate error performance, there may be a need

for switching to models of a higher degree. In this case,

the candidate query instances of the previous model

may not be the candidate for the newer model. This

problem leads to relearning the model by selecting the

new set of candidate query instances. The problem of

changing model class arises because the instances which

are informative for one class model may not be infor-

mative for another class model [97, 98].

4) Cost-Sensitive AL (CSAL). Another assumption

considered by most of the AL strategies is that the cost

of labeling all the instances is equal. However, this may

not be the case always, as the labeling cost may vary

from instance to instance. Also, misclassification cost

may change for different instances. Hence, minimizing

the number of query instances may not correspond to

minimizing the cost required [99]. The two types of cost

minimization involved in CSAL are as follows.

• By Minimizing the Labeling Cost. The cost of la-

beling may not be uniform for all the instances. As, in

the name entity relationship task of natural language

processing (NLP), Tomanek et al. [100] used the anno-

tation time of an instance as a cost measure. This

study transformed the utility of the instance selection,

and its labeling cost into a rank. A higher utility

claims a higher rank, and a lower cost claims a higher

rank. Then the linear combination or ratio of these

two was used as a measure of the total cost for instance

selection [100]. Settles et al. investigated variable label-

ing cost and provided an empirical study for annotation

cost in real setting [99]. This study tells that it is tough

to predict the cost of labeling as the time required in

labeling depends upon the proficiency of the annotator,

which changes from one person to another.

For hyper-spectral data, labeling the spatially dis-

tributed data is also cost-sensitive. In this case, label-

ing cost involves traveling to a particular location and

then performs some tests. Liu et al. used random or

uncertainty sampling to find the candidate query in-

stance, and then traveling salesman solution was used

to follow the chosen point [101]. Persello et al. inves-

tigated that the annotation of an instance in spatially

distributed data also depends on the previously labeled

instances. Therefore, this problem was addressed as

a Markov decision process, and the next candidate in-

stance is identified based on the long-term cumulative

reward [102].

• By Minimizing the Misclassification Cost. In the

case of intrusion detection system, the cost of misla-

beling is much higher than any other normal system.

Margineantu proposed a solution to minimize the com-

bined cost of instance selection and misclassification

decisions [103]. The solution assumes that associated

misclassification loss with the decision is represented

by a c × c matrix, where c is the number of classes.

This cost matrix is combined with the instance selec-

tion method to choose the target candidate instances.

Krishnamurthy et al. [104] investigated the problem

of cost-sensitive for multi-class classification. In this
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setting, CSAL queries for the cost of a subset of labels

for input instance as it is expensive to query the cost

for all the labels. Here, the cost refers to the prediction

cost, not the labeling cost. This study assumes that

the learner has access to a set of the regression func-

tion, which is used to predict the range of possible cost

that a label may take. The learner queries the cost for

that label, for which the instance has the largest cost

range, and its estimated minimum cost is smaller than

the smallest maximum cost [104].

5) Multi-Instance AL. Settles et al. formulated the

problem of multi-instance AL [65]. In this problem,

rather than assigning the label to the individual in-

stance, the label is assigned to a group of instances.

This group of instances is considered as a bag, which

is assigned positive label if at least one of its instances

is positive, and negative label if all of its instances are

negative. This method applies to the text, images, and

video classification, where the instances are formed by

the small portion of these objects [105].

In recent work, Wang et al. utilized the diversity

and the informative measure for instance selection [106].

For diversity, clustering-based methods and the fuzzy

rough set were utilized.

6) Multi-Label AL. Another assumption in AL clas-

sification problem is that each instance belongs only

to one class. However, in practice, there may be some

cases where input instances can belong to more than

one class at a time, for example an image may contain

multiple labels. This scenario leads to the assignment

of various labels to a single instance, and hence the dif-

ficulty of selecting candidate query instance in AL. In

literature, this type of problems is solved in two ways.

a) Algorithm Adaptation. Wu et al. proposed a

solution by extending the traditional AL method to

multi-label AL [107]. Yang et al. proposed a method

for predicting the multiple labels of a single instance

by summing the expected losses for all the labels [108].

Similarly, classifier prediction is used for inconsistency

and rank aggregation is used to find the score across all

the labels [109]. Hence, this process involves two steps:

i) an evaluating function is used to score the instance-

label pair, and ii) then an aggregating function is used

to aggregate the score [110].

b) Problem Transformation. In this approach, the

multi-label learning problem is transformed into a sin-

gle label problem, and then a single label learning ap-

proach can be used for instance selection. Compressed

sensing [111] was used to transform the label vector into

lower dimension space using random projection matrix.

Then the sample vector and the projected vector were

used for learning, i.e., the hypothesis is learned from

the sample vector to the projected vector. For the test

sample, first, the label for the test sample is predicted,

and then reconstruction is used for mapping back the

projected vector to the label set [112].

Along with this, label reduction is made, when the

number of labels is large. This is done by combining

the labels after finding the correlation between them

and the reduced labels are used for learning [113]. A

genetic algorithm based solution is used to optimize

the multi-objective function, which includes informa-

tiveness, representativeness, and diversity. This multi-

objective function is used for the selection of instances

in batch mode learning [114].

7) Multi-Task AL. Generally, all AL strategies are

involved in learning only a single task at a time. How-

ever, in practice, the learner may be engaged in learn-

ing multiple tasks using a single instance. In this case,

a single instance is labeled simultaneously for all the

subtasks. Reichart et al. worked out multi-task AL

for the case of two tasks [115]. Zhang also tried to solve

this problem by evaluating the score of all tasks for

each instance, and the candidate query instance is se-

lected based on the combined effect of the calculated

score [116].

The major challenge in this area is to identify the in-

put instances that are most beneficial for jointly learn-

ing the task. For this, identifying the relatedness of the

tasks is an essential job, as the related tasks may have

closeness in the parameters and priors. Hierarchical re-

lation among the tasks helps in selecting the related

tasks for better results [117].

8) Transfer Learning with AL. Transfer learning

works, when one task (source task) has sufficient train-

ing data, and another task (target task) has limited

data. These two tasks should be similar but not iden-

tical. For this, one solution is provided by Gavves et

al. [118] by combining the AL and zero shot learning [94].

Zero shot learning uses the relation between the source

and the target for predicting the label distribution for

unlabeled target data without using the target anno-

tated data. The obtained results act as a prior for the

AL algorithm. Now, this prior information and SVM-

based query strategy framework is used for instance se-

lection. Besides this, Wang et al. proposed a solution,

which allows the transfer if there are smooth changes

between the conditional and the marginal distribution

of the source and the target data [119].
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9) AL in Batches. Generally, each AL task se-

lects one query instance at a time and asks its la-

bel. However, some time instance selection process

is slow, and also multiple annotators may be availa-

ble. Then in these cases, to speed up the annotation

process and to fully utilize the resources, multiple in-

stances are selected for annotation. Informative and

representative criteria are used to select the instances

in batch. This process starts by ranking the informa-

tive instances and selects high-ranked instances for clus-

tering. Then, these clustering centroids are used as

batch [47]. Gou et al. formulated the instance selection

problem as an optimization problem, which combines

classifier discriminating performance and uncertainty

to form the objective function [120]. Chakraborty et

al. provided another solution, which makes batch size

adaptive. In this approach, the criterion for batch size

is combined with instance selection criteria for batch

instance selection [121].

10) AL in a Distributed Environment. Generally all

work in AL is done for the centralized environment,

where all the data is available on one node, and the

whole processing is done on the same node. However,

this is not always the case in a realistic scenario, as in

distributed applications, data is spread over geographi-

cal locations connected by the network. Shen et al.

in [122] provided a solution for this in two steps: a)

distributed sample selection strategy helps the nodes to

cooperatively select the data based on informativeness,

diversity and representativeness; b) distributed classi-

fication algorithm helps each node to train their local

classifiers in the global sense.

11) AL with Deep Learning. Deep learning (DL)

was introduced by Hinton et al. [123], which replaced the

manual feature extraction with machine-learned fea-

tures. Wang et al. combined the convolutional neural

network (CNN) — an architecture of DL — and AL for

image classification [124]. However, the direct integra-

tion of CNN and AL has some difficulties:

a) CNN requires a large amount of labeled data for

training, but a small amount of labeled data is available

in AL scenario.;

b) In CNN, feature learning and classifier training

both are jointly optimized, thereby AL may face the

divergence problem.

The first issue has been addressed by the complemen-

tary instance selection technique. In this technique,

CNN is fed with unlabeled instances, and then accord-

ing to the output of CNN classifier, the parameters of

CNN are tuned with two kinds of instances. The in-

stances with least prediction confidence, i.e., the most

uncertain instances, come under the first kind of in-

stances, and the instances with high prediction confi-

dence, i.e., most certain instances, come under the sec-

ond kind. Also, the instances with the least confidence

are the minority instances because they are few, and

the instances with high confidence are the majority in-

stances. Minority instances are queried from the expert

and majority instances are pseudo-labeled according to

the output of CNN. Now, these queried and pseudo-

labeled instances are used to fine-tune the CNN. There-

fore, this solution resolves the problem of small labeled

data. The second problem is resolved by incremental

learning technique, i.e., selecting unlabeled instances in

an easy-to-hard manner for pseudo-labeling. Initially

the learned model is quite vague, thereby the pseudo

label is assigned only to highly certain instances by

putting a high threshold to the confidence level. With

an increase in the performance of the classifier, this

threshold is decreased accordingly.

Rahhal et al. used deep active learning (DAL)

for electrocardiogram (ECG) signals classification [125].

Here also, DL is used for feature extraction, and then

AL is used to find out the most informed/uncertain in-

stances for the query. Also, Zhou et al. used DL and

AL combination for sentiment analysis [126]. The com-

bination of DL and AL outperforms the state-of-the-art

methods with less label complexity.

5 Analysis of AL Strategies

This section analyzes the effectiveness of AL query

strategies in reducing the sample complexity. Analysis

of AL query strategies for classification and clustering

is done in subsequent subsections.

5.1 Analysis of AL Strategies for Classification

Analysis of AL query strategies is done for para-

metric and nonparametric classification settings. The

parametric setting starts with the assumption of nature

of hypothesis learning, while in nonparametric setting

relaxing this assumption.

5.1.1 Analysis of AL Strategies for Classification in
Parametric Setting

A mathematical study of sample complexity shows

the number of input instances needed to train the clas-

sifier with some generalization error. Probabilistic ap-

proximate correct (PAC) was proposed by Valiant in
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1984, to analyze the supervised learning [127]. Consi-

dering the case of perfect classification, it allows learn-

ing the hypothesis having a low generalization error ǫ,

with a high probability of (1− δ). The formulation for

PAC is given by (36) [127].

P ((Eout(ht)− Ein(ht)) 6 ǫ) > 1− δ, (36)

where Eout and Ein are the out-of-sample and in-sample

error of the hypothesis ht ∈ H , learned with the input

sample of size t, respectively. In the setting of finite hy-

pothesis space |H | and for the case of perfect classifica-

tion, the sample complexity, m, of supervised learning

is given by (37) [127].

m >
1
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A further approximation of (44) is given by (45) [129].

mQBD ≈ Õ

(

θ̂d̂log
1
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also satisfy Tsybakov’s noise condition with parame-

ter β [133]. With α 6 1 and αβ 6 d, the nonpara-

metric AL convergence rate is m−α(β+1)/(2α+d−αβ),

in contrast to nonparametric passive learning rate,

which is m−α(β+1)/(2α+d) [134]. Locatelli et al. fur-

ther refined these results by considering interaction be-

tween the parameters α, β, d, and marginal distri-

bution over X , i.e., (PX) [135]. With α > 1, β >

0, and uniform PX , the convergence result of AL

is changed to m−α(β+1)/(2α+[d−β]+). In contrast to

this, the convergence for passive learning remains the

same. Also, for unrestricted PX , AL convergence rate

changes as same as passive learning convergence rate

and the convergence rate of passive learning changes to

m−α(β+1)/(2α+d+αβ).

5.2 Analysis of AL Strategies for Clustering

Earlier in Subsection 3.3.2, a discussion about

PLAL is presented, which is clustering-based AL tech-

nique. Let X = [0, 1]d be the input domain and the

labeling function h : X → {0,1} is φ-Lipschitz with

some function φ. Let qk be the bound on the num-

ber of queries made for each cell in hierarchical clus-

tering at the k-th level. Also, let λD
k be the maxi-

mum data diameter of a cell at level k, which is for-

mulated as: λD
k = max{diam(C,D)}, where C denotes

the cells or clusters at level k and D denotes the set of

input instance. Data diameter of a cell is defined as:

diam(C,D) = max
x,x′∈C∩D

‖ x−x′ ‖. For λi ∈ [0,
√
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Table 2. Description of Different Experiments for Empirical Evaluation



938 J. Comput. Sci. & Technol., July 2020, Vol.35, No.4

Table 3. Comparative Summary of AL Query Strategies
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Table 4. Applications of AL Query Strategies
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