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fication of user reviews.

To solve problems mentioned above, we first man-

ually label 3 902 user reviews in a Chinese app store,

i.e., the 360 Mobile Assistant, and uncover 17 types of

issues in the app store. Then, we present an approach

called CSLabel that utilizes the cost-sensitive learning

and support vector machine (SVM) to label user re-

views. The approach helps the developers to gain an

overview of the users’ feedback, provides an overview

of an app store in China, and identifies the issue types

that have negative correlation with users’ evaluation

of apps. Also, CSLabel uses a cost-sensitive learning

method to mitigate the effects of the imbalanced data,

optimizes the kernel function of the SVM classifier, and

achieves better results than McIlroy et al.’s multi-label

approach[5]. We perform a study to answer the follow-

ing three research questions.

RQ1: What are the issue types presented in Chinese

app stores? We identify 17 types of issues, such as fea-

ture request, functional complaints, and so on.

RQ2: How well can we automatically label user re-

views? Our approach CSLabel can correctly label user

reviews based on the 17 issue types with the precision

of 66.5%, the recall of 69.8%, and the F1 measure of

68.1%. Compared with the results using the multi-label

approach[5], our approach increases the F1 measure by

22%.

RQ3: Is CSLabel useful for developers? We apply

CSLabel on an app store in China, get an overview of

the app store, and find that some issue types have a

negative correlation with users’ evaluation of apps.

This paper is organized as follows. Section 2

presents the process of uncovering issue types. Section

3 presents our approach. Section 4 presents the appli-

cation of our approach on two real scenarios. Section

5 discusses the practical implications, the data source

differences, and the threats to the validity of our study.

Section 6 presents the related work. Section 7 concludes

our work.

2 Preliminary Study

In this section, we try to answer what issue types

are presented in Chinese app stores (RQ1).

User reviews contain the issues that users are expe-

riencing, such as a crashing, a feature request, and/or a

network problem. Understanding these issues can help

developers to better understand users’ requirements. In

this section we explore the types of issues presented in a

Chinese app store. McIlroy et al. already uncovered 14

types of issues in user reviews[5]. Based on their work,

we analyze the data in a Chinese app store, and con-

clude that there are 17 types of issues in the app store

(listed in Subsection 2.3).

We introduce how our datasets are collected, how

we identify issue types from user reviews, and how we

manually label the reviews below.

Our process to answer RQ1 is divided into several

subsections: background, data collection, manual in-

spection, and results.

2.1 Background

In this subsection we provide a brief background

about the app store we study and introduce the reasons

why we choose to focus on average and bad reviews.

We choose the 360 Mobile Assistant 1○, one of the

most popular app stores in China. The 360 Mobile As-

sistant is an Android application distribution platform

run by Qihoo 360. Until February 2015, the total num-

ber of users in this app store exceeded 800 million. The

cumulative downloads of applications reached 64 bil-

lion times, and the average daily distribution reached

180 million times 2○.

Apps distributed in this store are all free. Users

who download an app can review it. A review in this

app store contains a date, a rating (which can be good,

average, or bad), and a comment text.

Previous studies make the assumption that in the

Apple App Store, one-star and two-star reviews are in-

dicative of negative issues[5-7]. Following their work, we

inspect only the reviews which were rated as average or

bad in the 360 Mobile Assistant.

2.2 Data Collection

Due to the huge amount of apps in the app store,

we need to select a portion of apps for manual study.

In the 360 Mobile Assistant, the apps belong to

different categories, e.g., shopping, news and reading,

according to the services they provide. Based on the

overall ranking offered by the platform, we select the

top-ranked app of each category until July 3, 2016.

Then, we remove the apps of which the total num-

ber of average and bad reviews is less than 100. Fi-

nally, we get 11 apps: TaoBao (category: shopping),
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Meitu Xiuxiu (category: photography and video), Jin-

RiTouTiao (category: news and reading), Ali Pay (cate-

gory: finance), Wechat (category: communication and

social), Youku (category: music and video), 360 De-

fender (category: system and security), 360 Zhuo-

Mian (category: theme and wallpaper), 360 YunPan

(category: office and business), DiDiChuXin (category:

maps and travel), and ZuoYeBang (category: educa-

tion).

After determining the apps to be analyzed, we build

a simple web crawler to automatically download the

user reviews of these apps from the website of the 360

Mobile Assistant. In total, we download 128697 ave-

rage or bad user reviews for the 11 apps from the 360

Mobile Assistant.

Due to the high cost of manually checking all these

reviews, we study a statistical representative sample of

these reviews 3○. This sample of reviews is randomly

chosen to achieve a 95% confidence level and a 5% con-

fidence interval. For example, “Taobao” has a total

of 12 594 average and bad reviews. The statistically

representative sample for 12 594 reviews is 373 reviews,

which is calculated to achieve a 95% confidence level

and a 5% confidence interval.

Finally, we randomly select 3 902 reviews from the

128 697 average and bad reviews.

2.3 Issue Types

After getting the statistically representative sample

set (3 902 reviews), we follow a process called coding as

suggested by Seaman et al. to identify the issue types

in user reviews[8-9]. This process is used to extract val-

ues for quantitative variables from qualitative data in

an iterative way.

At the beginning, we choose the issue type set de-

fined by McIlroy et al. as the starting set[5]. For each

review, the first author manually inspects it and labels

it with the issue types that the review points out. If an

issue in the review is not included in the issue type set,

the first author will define a new issue type and add it to

the issue type set. After that, the first author restarts

the labelling process based on the new issue type set.

The second author and the third author also take this

labelling process independently. When the three au-

thors finish the labelling process, we discuss together

to determine the final issue type set.

We end up with 17 issue types and they are shown

in Table 1.

This issue type set differs from the issue type set

presented in McIlroy et al.’s paper[5] in the following

ways.

1) The uninteresting content is changed into the

content complaint. The uninteresting content includes

the reviews of which the specific content is unappealing.

However, there are some reviews complaining the lack

of content. For example, a user wrote, “I can’t find the

TV series and films I want to see.” Therefore we merge

these two kinds of complaint on the content of app into

the content complaint.

Table 1. Issue Types and Descriptions
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2) The installation issue is added as a new type.

Some users cannot successfully install the app. For ex-

ample, a user wrote, “Why cannot I update to the new

version? Every time it failed to install.” Thus we add

this type to receive the specific complaint about the

problems occurred in the process of installing apps.

3) The property safety is added as a new type. In

China, credit card payment is not so popular as that in

the United States. The electronic payment has deve-

loped rapidly and becomes a very popular payment

method. Users who use electronic payments may en-

counter property safety issues. For example, a user

wrote, “No gesture password, I should not be updated,

the password of the phone can be changed casually and

my funds are not guaranteed.” Therefore we add this

type to receive the specific complaint about the pro-

perty safety.

4) The network problem is changed into the network

connection issue, and the traffic wasting is added as a

new type. The public free WiFi is not so popular in

China and the charge of cellular network is relatively

expensive. Therefore, the Chinese users care about the

smartphone traffic that the app costs. For example, a

user wrote, “Compared to other apps, this app costs

more traffic.” Accordingly we extract the traffic wast-

ing issue out from the network problem issue, as a new

type. According to the data we analyze, except the traf-

fic wasting issue, the network problems are mainly the

complaints about the network connection issue. There-

fore, we change the network problem into the network

connection issue, and if there are other network prob-

lems, they will be labelled as Other.

So far, we get the issue types presented in the Chi-

nese app store.

Moreover, we sample 1 000 reviews of other 20 apps

to check whether there are other issue types.

We crawl the ratings of 31 849 apps in the 360 Mo-

bile Assistant, and calculate the average rating. The

average rating is 7.05. We randomly select 10 apps with

a rating higher than the average rating, and 10 apps

with a rating lower than the average rating. These 20

apps include both popular apps and unpopular apps.

These apps are: Wanneng Wifi Password, DingDing,

HongYanChuanShu, AcFun, Faceu, HuDongZuoYe,

JuHuaSuan, 8684GongJiao, LOFTER, JiaoTong Bank,

LuDaShi, MeiZhuang Camera, BiLin, MX Player,

DuoKanYueDu, AnZhuoBiZhi, YouDaoYunBiJi, Dang-

Dang, GaoDe Map, MeiRiYingYuTingLi. We down-

load the average or bad user reviews for these 20 apps,

and then randomly select 50 reviews from each app.

The first, second and third author independently in-

spect each review and label it with the issue types that

the review points out. If an issue in the review is not in-

cluded in the current issue type set, any of the authors

will define a new issue type and add it to the issue type

set.

After labeling the 1 000 reviews, we find that there

is no new issue type. It indicates that the 17 issue types

are sufficient for labelling mobile app reviews.

2.4 Reviews Labelling

After getting the issue types, the first and second

author independently label the 3 902 reviews based on

the 17 issue types. The differences in the labelling re-

sults are merged after we have reached a consensus.

This process can make sure that each review is in-

spected by two authors so that the occasional mistake

could be reduced.

Also, we take a measurement on how reliable the la-

bels are. Intra class correlation coefficient (ICC)[10] is

a piece of statistics which describes how strongly units

in the same group resemble one another. The common

guidelines for ICC are as follows: if ICC is less than 0.4,

it means the correlation is poor; if ICC is between 0.40

and 0.59, it means the correlation is fair; if ICC is be-

tween 0.60 and 0.74, it means the correlation is good; if

ICC is between 0.75 and 1.00, it means the correlation

is excellent.

We calculate the ICC between the first author and

the second author to measure the reliability of manual

labelling. The results are shown in Table 2. The initial

ICCs are calculated after the authors independently la-

bel the reviews, and for all the issue types, the ICCs

are good or excellent. The final ICCs are calculated

after the authors discuss the differences, and the ICCs

in all issue types are 1. The two authors reach 100%

final agreement for all the reviews.

The result of manual labelling is shown in Table 3.

We notice that the percentages of some issues are fairly

low, e.g., the percentage of the additional cost is 0.82,

and the percentage of the traffic wasting is 0.41. When

we train the multi-label classifier, we use the labelled

samples. The positive samples belong to the category,

while the negative samples do not belong to the cate-

gory. For the issue types with low percentages, the

number of positive samples differs greatly from the

number of negative samples, e.g., for the additional

cost, 0.82% of the samples are positive, and 99.18%

of samples are negative. In the subsequent classifica-
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tion process, measures need to be taken to mitigate the

impact of this imbalanced distribution of data.

Table 2. Intra Class Correlation Coefficient
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For English text, a word is a feature. However, Chi-

nese sentences need to be segmented to words first, us-

ing the Chinese text segmentation technology. Jieba 4○

Chinese text segmentation is a Python text segmen-

tation component. We use this component to segment

the review text, and we remove single numbers and non-

Chinese characters.

Following previous work[5], we retain the stop words

because some of them are meaningful to determine the

issue type, such as “buyao”(means “do not” or “do not

need/want”), and filter words that appear less than

three times in our dataset. Such filtering eliminates

rare words (spelling mistakes or unimportant words),

and reduces the complexity of classification.

As for the weights of features, tf-idf (term

frequency-inverse document frequency) algorithm is a

commonly used method to calculate the weights[13].

The main idea of the tf-idf is that if a word or phrase

appears in a document with a high term frequency and

is rare in the other documents, the word or phrase is

considered to have a good ability to classify.

Above all, in order to build feature vectors, we use

the String To Word Vector filter, which implements the

tf-idf algorithm. It is available in WEKA[14].

3.2 Model Building

In this subsection, an introduction of our classifica-

tion approach is provided.

3.2.1 Multi-Label Classification

In our case, a review may contain multiple issue

types, thereby the problem we need to solve is actually

a multi-label classification. Binary Relevance (BR) is

one of the representative algorithms for tackling the

multi-label classification problems, which transforms

the multi-label classification problem into the multiple

binary classification problem. We choose BR because

it is simple with linear complexity[15]. This means we

need to build multiple classifiers, and the overall evalua-

tion is also needed.

3.2.2 Cost-Sensitive Learning

As shown in Table 3 in Subsection 2.3, we notice

that the percentages of issue types are different. The

percentages of some issues are fairly low, e.g., the per-

centage of additional cost is 0.82, and the percentage

of traffic wasting is 0.41. For these issues, the number

of negative samples is much larger than that of posi-

tive samples. These imbalanced data may lead to a

tendency for the classifier to predict new samples as

negative samples.

In this paper, we use cost-sensitive learning[16] to

deal with this problem.

The core of the cost-sensitive learning method is the

cost matrix. In practical applications, the costs of diffe-

rent types of misclassification are not the same.

The cost matrix is defined as shown in Table 4.

Table 4. Cost Matrix
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In previous studies, we find that SVMs perform well

in text classification[17-18].

For SVMs, a data point is viewed as a p-dimensional

vector. If an SVM separates such points with a (p− 1)-

dimensional hyperplane, it is called a linear classifier.

In order to deal with the situation that the original

problem is not linearly separable in a finite-dimensional

space, SVMs use kernel functions to map the original

finite-dimensional space into high-dimensional spaces,

e.g., radial basis function kernel. In case of the number

of samples is small and the number of feature dimen-

sions is very big, the map of non-linear classification is

usually inaccurate and it is possible to erroneously di-

vide the feature space, which may result in worse results

than the linear model.

Therefore, we choose to use a linear SVM in our

approach, that is, the WEKA’s SVM implementation,

SMO Classifier[11,19]. We use the PolyKernel with ex-

ponent set to 1, in order to make the model a lin-

ear support vector machine. Besides, we keep other

parameters by default. The former method multi-label

approach[5] uses the default setting of the LibSVM clas-

sifier in MEKA 5○, that is, it uses the radial basis func-

tion kernel (non-linear classification). The result com-

pared with that of the multi-label approach is presented

in Subsection 3.4.

3.3 Evaluation

3.3.1 Cross-Validation

Cross-validation is a commonly used technique

to derive a more accurate estimate of prediction

performance[20]. We perform a 10-fold cross-validation

for our approach CSLabel and the multi-label approach

on our dataset. The dataset is divided into 10 groups

(i.e., folds), nine of which will be taken as training data

and one as testing data. Each run of experiment pro-

duces a corresponding result. The average of the results

of 10 times is used as an estimate of the result for our

approach CSLabel and the multi-label approach.

3.3.2 Evaluation Measures

For the binary classification, the commonly used

evaluation measures are precision, recall, and F1 mea-

sure. Usually the class of interest is positive, and the

other is negative. There are four cases of the classi-

fier’s prediction, and the total numbers of four cases are

recorded as: TP : the number of positive samples pre-

dicted to be positive; FN : the number of positive sam-

ples predicted to be negative; FP : the number of nega-

tive samples predicted to be positive; TN : the number

of negative samples predicted to be negative.

Precision is defined as

P =
TP
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It can be found that CSLabel achieves 66.5% micro-

precision, 69.8% micro-recall, 68.1% micro-F1. In

comparison with the multi-label approach[5], CSLabel

has a 14% increase in micro-precision, a 30% increase

in micro-recall, and a 22% increase in micro-F1. The

result proves that our work takes an effective way to

improve the results.

The results of each issue type compared with those

of the multi-label approach[5] are shown in Table 6. For

most of the issue types, CSLabel performs better than

the multi-label approach. For example, for installation

issue, CSLabel improves the F1 measure from 11.6% to

69.6%, and for update issue, CSLabel improves the F1

measure from 31.3% to 82.3%.

Table 6. F1 Measure of Multi-Label Approach and

CSLabel for 17 Issue Types
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Table 7. Issue Type Distributions for 11 Categories
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Table 8. Pearson Correlation Coefficient Between the Percentages of the Issue Types and Apps’ Scores
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5.3.1 Threats to Construct Validity

Since the way we label the reviews is manual, some

reviews may not be properly labelled. To mitigate the

effects of human error, the first author and the second

author independently label the reviews, and they merge

the differences in their labelling results. We calculate

the intra class correlation coefficient to measure the re-

liability in Subsection 2.4. In the future, we plan to

analyze more user reviews, and let at least three people

to label each review.

The apps we selected cannot represent all apps,

which may make our issue type set not adapt to each

case, but our approach is independent of the selected

issues.

5.3.2 Threats to Internal Validity

For the selection of SVM classifier, we refer to the

previous studies of text categorization. SVM is a text

classification tool with good performance. Also, SVM

is known to be sensitive to hyper-parameters. We use

the default values for hyper-parameters except for the

PolyKernel with exponent set to 1. In the future, we

plan to tune SVM to find the best performing parame-

ters, and try more machine learning classification tech-

niques. Ignoring good reviews may lead to the missing

of some issues because there may also be complaints in

good reviews. However, adding more issue types could

not affect the availability of our classification approach.

In the future, it is necessary to take more experiments

to generalize our findings on all the reviews.

5.3.3 Threats to External Validity

Our dataset and empirical study are based on the

360 Mobile Assistant, and whether our results can be

generalized to other app stores is unknown. In the fu-

ture, we plan to study similar research questions based

on other app stores, and compare the results with the

findings from the 360 Mobile Assistant.

The training set of our reviews dataset includes

3 902 reviews from 11 applications. Though we select 11

applications from different categories, these 11 applica-

tions may still be different from other applications. It

is unknown whether the 3 902 reviews are the represen-

tative of other mobile applications. In future work, we

plan to manually label more reviews from more appli-

cations, and compare them with the 3 902 reviews. We

will explore how the choice of applications in training

set affects the performance of the classifier.

6 Related Work

We survey the related work in two major areas.

6.1 Mining Mobile User Feedback

Previous work shows that the user feedback in an

app store has useful information for software improve-

ments and evolution. Pagano and Brügge[2] manually

surveyed user feedback in form of ratings and reviews

in the Apple App Store in 2013. They found that the

reviews typically contain multiple topics, such as user

experience, bug reports, and feature requests, and nega-

tive feedback such as shortcomings is typically destruc-
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tive. Harman et al.[21] studied the apps in the Black-

berry app store in September 2011, and showed that

there is a strong correlation between customer ratings

and the rank of app downloads.

Due to the large number of user feedback, some re-

searchers tried to use automatic methods to extract

valuable information from user reviews. Di Sorbo

et al.[22] introduced SURF (Summarizer of User Re-

views Feedback), which uses sophisticated summariza-

tion techniques for summarizing thousands of reviews

and generating an interactive, structured and con-

densed agenda of recommended software changes. Ia-

cob and Harrison[23] designed MARA (Mobile App Re-

view Analyzer), which is a prototype for automatic re-

trieval of mobile app feature requests from online re-

views. Fu et al.[24] proposedWisCom, which is a system

that can analyze user ratings and comments in mobile

app stores. They used topic model to analyze apps’

topic distribution, and found out the strongest com-

plaints that users have. Carreño and Winbladh[25] used

the opinion mining method ASUM[26] to extract the

features of app store user reviews and compared it with

the k-median method. Guzman and Maalej[27] used the

NLTK toolkit[28] to extract features from the user re-

views, used the SentiStrength tool[29] to detect the sen-

timent polarity of the users, and used the topic model

(LDA)[30] to group the features and produce a high-

level summary. Chen et al.[31] presented an approach

AR-Miner to help developers find the most informative

user reviews using: 1) text analysis and machine learn-

ing to filter out non-informative reviews and 2) topic

analysis to recognize topics treated in the reviews clas-

sified as informative ones.

The above studies focused on the topics in the user

reviews. Our work addresses a different problem. We

find the types of issues raised in a review, which can

help stakeholders to quickly understand what the users

complain about.

6.2 Classification and Labelling of User

Reviews

Maalej and Nabil[3] classified user reviews into four

basic types: 1) bug reports; 2) feature requests; 3) user

experiences; 4) ratings. These types include errors en-

countered by users in the use, the lack of functional

requirements, and the experience of a particular scene,

as well as praise or criticism. Panichella et al.[4] pointed

out that the topic analysis techniques are useful for dis-

covering topics in review texts, but they cannot reveal

the users’ intentions for reviews containing specific top-

ics. Therefore, they considered the following four cate-

gories as the base categories according to users’ inten-

tions: information giving, information seeking, feature

request, and problem discovery.

In the above two studies, the user reviews were clas-

sified into four categories. In our work, 17 types of

issues are proposed. It is more precise, and we could

obtain the user requirements more accurately.

McIlroy et al.[5] presented 14 types of issues for apps

in Apple App Store and Google Play Store. The au-

thors compared several machine learning classifiers. We

apply our approach CSLabel and their approach on a

same dataset. Compared with their approach, CSLabel

increases the precision by 14%, the recall by 30%, and

the F1 measure by 22%.

7 Conclusions

In this paper, we manually analyzed 3 902 user re-

views in a Chinese app store, 360 Mobile Assistant,

and uncovered 17 issue types. Due to the huge amount

and the unstructured nature of the data, we proposed

CSLabel to label the user reviews based on the 17 issue

types. CSLabel uses a cost-sensitive learning method

and a linear SVM to predict the issue types of reviews.

We evaluated CSLabel on 3 902 user reviews, and our

approach can correctly label reviews with a precision of

66.5%, a recall of 69.8%, and a F1 measure of 69.8%.

In comparison with the multi-label approach, CSLabel

increases the precision by 14%, the recall by 30%, and

F1 measure by 22%. Moreover, we applied CSLabel on

1 076 786 user reviews in the Chinese app store. Re-

sults helped stakeholders to get an overview of the app

store and identify the issue types that have a negative

correlation with users’ evaluation of apps.
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